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Abstract: The determination of soil texture and organic carbon across agricultural areas provides important information to derive soil condition. Precise digital soil maps can help to till agricultural fields with more accuracy, greater cost-efficiency and better environmental protection. In the present study, the laboratory analysis of sand, silt, clay and soil organic carbon (SOC) content was combined with hyperspectral image data to estimate the distribution of soil texture and SOC across an agricultural area. The aim was to identify regions with similar soil properties and derive uniform soil regions based on this information. Soil parameter data and corresponding laboratory spectra were used to calibrate cross-validated (leave-one-out) partial least squares regression (PLSR) models, resulting in robust models for sand ($R^2 = 0.77$, root-mean-square error (RMSE) = 5.37) and SOC ($R^2 = 0.89$, RMSE = 0.27), as well as moderate models for silt ($R^2 = 0.62$, RMSE = 5.46) and clay ($R^2 = 0.53$, RMSE = 2.39). The regression models were applied to Airborne Imaging Spectrometer for Applications DUAL (aisaDUAL) hyperspectral image data to spatially estimate the concentration of these parameters. Afterwards, a decision tree, based on the Food and Agriculture Organization (FAO) soil texture classification scheme, was developed to determine the soil texture for each pixel of the hyperspectral airborne data. These soil texture regions were further refined with the spatial SOC estimations. The developed method is useful to identify spatial regions with similar soil properties, which can provide a vital information source for an adapted treatment of agricultural fields in terms of the necessary amount of fertilizers or water. The approach can also be adapted to wider regions with a larger sample size to create detailed digital soil maps (DSMs). Further, the presented method should be applied to future hyperspectral satellite missions like Environmental Mapping and Analysis Program (EnMap) and Hyperspectral Infrared Imager (HyspIRI) to cover larger areas in shorter time intervals. Updated DSMs on a regular basis could particularly support precision farming aspects.
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1. Introduction

Many human interests, such as food production and water quality, are fundamentally connected to soils. Numerous competitive interests, however, endanger soil conditions worldwide. To prevent soils from degradation, reasonable and sustainable soil management on both a global and local scale is mandatory [1]. Precision agriculture can essentially support these challenges by improving nutrient efficiency and productivity, thus reducing environmental damages [2]. Current agricultural machinery can provide farmers with additional information about soils and plants. This information can be
acquired from a variety of sensors and embedded information systems to enable a more precise, cost-efficient and environmentally protective tillage of agricultural fields [3]. Digital soil maps (DSMs), showing the spatial distribution of important soil attributes, can support decision-making that highly depends on up-to-date information about soil conditions at specific locations [4]. These DSMs can be produced using a variety of data sources based on different approaches. In [5], a Kriging regression was used to create soil organic carbon (SOC) maps from several single soil samples with detailed information by observing their spatial distribution. Grimm et al. [6] spatially estimated SOC by including topography, existing DSMs and geology information as predictors in a random forests regression analysis. A similar approach was developed by de Brogniez et al. [7], who combined data from the Land use/Cover Area frame statistical Survey (LUCAS) with additional environmental information to predict SOC on European scale. Another study from Villa et al. [8] applied spectral indices to Landsat TM and simulated low resolution imagery to predict SOC in large peri-urban areas. However, these maps cover large areas but provide a low spatial resolution, which results in a lack of detail, especially for small-scale applications where higher resolution of soil information is very useful. Peralta et al. [9] derived more detailed regionalized DSMs for precision agriculture by measuring apparent soil electrical conductivity for entire fields, among other parameters, to successfully predict clay, soil organic matter, cation exchange capacity and soil gravimetric water content. Remote sensing data provide this information, thereby enabling the spatial assessment of soil parameters with sufficient spatial resolution [10]. On the contrary, soil maps for precision agricultural applications are not necessarily dependent on pixel-wise numerical information. More generalized regionalized maps, derived from accurate predictions of key soil attributes, should be sufficient.

Soil texture, defined by the composition of the three particle size groups of sand, silt and clay, is one of the most important soil parameters. Since physical properties, such as consistency, rootability and storage capacity of water and air, correlate with soil texture, it is a key parameter to describe soil characteristics and plant growth conditions [11].

In recent years, several studies have been conducted based on a variety of concepts to estimate each of these compartments in relation to spectroscopy data [12]. Since the three particle size groups are closely connected, most of these studies determined each of them by using spectral data acquired under laboratory conditions [13–17]. Nanni and Demattê [13] used a multiple regression approach, which was applied to hyperspectral data, and achieved high model qualities for clay ($R^2 = 0.91$) and medium-high model qualities for sand ($R^2 = 0.79$). On the contrary, the silt model provided a poor quality ($R^2 = 0.27$). Demattê et al. [14] applied the same regression method and obtained comparable results for sand and clay, but a better model for silt ($R^2 = 0.57$). These authors do not provide any explanation for the poor performance of silt, but conclude that two well-modeled grain size fractions are sufficient, since the third can always be calculated by subtraction. Other results from Casa et al. [16], using similar hyperspectral laboratory data and partial least squares regression (PLSR), show a slightly better modeling performance for silt ($R^2 = 0.63$), but a weaker one for clay ($R^2 = 0.58$), while the model for sand leads to a similar result ($R^2 = 0.79$). Chang et al. [17] also achieved comparable results, working with principal component regression applied to hyperspectral laboratory data. In this study, the model for silt turned out to be the strongest ($R^2 = 0.84$). In summary, regressions with sand constantly performed well in all studies, while silt and clay modeling is less reliable under laboratory conditions. Nevertheless, spectral data are to a certain degree correlated with soil texture, such that spectroscopy is an important tool in soil science [10].

Soil texture assessment from image data acquired by airborne and spaceborne systems is a more difficult issue, mainly due to atmospheric distortions and lower spatial and spectral resolution of the sensors [10]. Hyperspectral airborne images acquired by HyMap were analyzed with contrary results regarding their ability to derive soil texture fractions with PLSR by [18,19]. Although Selige et al. [18] achieved an $R^2$ of 0.95 for sand based on data with a 6 m spatial resolution and 128 spectral bands, the same parameter only resulted in an $R^2$ of 0.20 using data with a 5 m spatial resolution and 124 spectral bands in a study conducted by Gomez et al. [19]. Clay again led to almost similar results
(R² = 0.71 and 0.67) in both studies. Another study conducted by Hively et al. [20], where PLSR was also used, provided decent model accuracies for all three compartments. The hyperspectral image data were acquired with a 2.5 m ground sampling distance (GSD) in 178 spectral bands. Demattê et al. [14] applied their laboratory data approach to multispectral Landsat 5 images with a 30 m spatial resolution and six spectral bands, resulting in a drastic performance drop for sand (R² = 0.64) and clay (R² = 0.61) compared to the models built under laboratory conditions. Due to the aforementioned constraints, soil texture modeling from image spectra performs worse compared to laboratory spectra, but still shows high potential for further investigations.

Another important parameter in order to characterize soils is the SOC content. It has a major influence on soil quality [21]. Soils with high amounts of SOC are able to store nutrients [22] and water more efficiently [23] compared to those with less SOC. For sustainable agriculture and environmental protection, detailed information about SOC concentration is very important and has been extensively investigated using remote sensing techniques in recent years [23].

Under laboratory conditions, Patzold et al. [24] were able to predict SOC with PLSR and achieved an R² value of 0.93. They concluded that SOC estimations using laboratory spectroscopy lead to promising results. McCarty et al. [25] supported this assumption by presenting an R² value of 0.98 only based on NIR spectra. Viscarra Rossel et al. [26] were unable to achieve such a good result (R² = 0.72) with the same regression method when using fewer samples and a lower observed data range. Similar results were also presented by Jarmer et al. [27], who performed PLSR analyses with ASD FieldSpec-II spectra and obtained an R² value of 0.62.

Stevens et al. [28] used PLSR to predict SOC from hyperspectral airborne images acquired for a large area with the AHS sensor. Due to an extensive sampling strategy, the independently validated modeling (R² = 0.75) resulted in a reliable spatial estimation of SOC. Comparable results were achieved by Selige et al. [16] and Schwanghart et al. [29] using HyMap hyperspectral images. Moreover, Gomez et al. [30] derived SOC from Hyperion hyperspectral data. They found that data with a medium spatial resolution (30 m) only allow for spatial SOC predictions with moderate accuracy (R² = 0.51). Landsat multispectral imagery was proved to be suitable for large-scale SOC estimations (R² = 0.91) on non-agricultural fields in arid and semi-arid ecosystems [31]. Conversely, other findings from Nanni and Demattê [13] declared that Landsat data were a less reliable data source for SOC estimations (R² = 0.51).

In summary, many studies have been conducted that predict soil texture or SOC under laboratory conditions from hyperspectral data with promising results (cp. Table 1). In contrast, only a few studies exist that determine soil texture or SOC directly from hyperspectral airborne or satellite imagery. In most cases, this led to low prediction accuracies on agricultural soils. Nevertheless, this approach still holds great potential for digital soil mapping with hyperspectral data.

In this study, soil texture for each fraction and organic carbon content were derived from spatial and spectral high resolution airborne hyperspectral imagery. Furthermore, given the incoming results, an approach to generate reasonable and useful regionalization maps was developed by combining soil texture and SOC estimations, which provide vital information for precision agriculture applications.
Table 1. Overview of estimation results for sand, silt, clay and soil organic carbon (SOC) from the literature using different types of sensors and methods.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Method</th>
<th>R² Sand [%]</th>
<th>R² Silt [%]</th>
<th>R² Clay [%]</th>
<th>R² SOC [%]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRIS</td>
<td>MR</td>
<td>0.79</td>
<td>0.27</td>
<td>0.91</td>
<td>0.80</td>
<td>[13]</td>
</tr>
<tr>
<td>IRIS</td>
<td>MR</td>
<td>0.82</td>
<td>0.57</td>
<td>0.86</td>
<td>0.30</td>
<td>[14]</td>
</tr>
<tr>
<td>ASD</td>
<td>PLSR</td>
<td>0.79</td>
<td>0.63</td>
<td>0.58</td>
<td>-</td>
<td>[16]</td>
</tr>
<tr>
<td>ASD</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.93</td>
<td>[24]</td>
</tr>
<tr>
<td>ASD</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.62</td>
<td>[27]</td>
</tr>
<tr>
<td>NIRSystems</td>
<td>PCR</td>
<td>0.82</td>
<td>0.82</td>
<td>0.67</td>
<td>-</td>
<td>[17]</td>
</tr>
<tr>
<td>NIRSystems</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.98</td>
<td>[25]</td>
</tr>
<tr>
<td>Varian Cary 500</td>
<td>PLSR</td>
<td>0.75</td>
<td>0.52</td>
<td>0.67</td>
<td>0.72</td>
<td>[26]</td>
</tr>
<tr>
<td>Airborne/Spaceborne Imagery</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HyMap</td>
<td>PLSR</td>
<td>0.95</td>
<td>-</td>
<td>0.71</td>
<td>0.90</td>
<td>[18]</td>
</tr>
<tr>
<td>HyMap</td>
<td>PLSR</td>
<td>0.20</td>
<td>0.17</td>
<td>0.67</td>
<td>0.02</td>
<td>[19]</td>
</tr>
<tr>
<td>HyMap</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.77</td>
<td>[29]</td>
</tr>
<tr>
<td>HyperSpecTIR</td>
<td>PLSR</td>
<td>0.79</td>
<td>0.79</td>
<td>0.66</td>
<td>0.65</td>
<td>[20]</td>
</tr>
<tr>
<td>Hyperion</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.51</td>
<td>[30]</td>
</tr>
<tr>
<td>Landsat TM</td>
<td>MR</td>
<td>0.53</td>
<td>-</td>
<td>0.68</td>
<td>0.75</td>
<td>[28]</td>
</tr>
<tr>
<td>Landsat TM</td>
<td>MR</td>
<td>0.64</td>
<td>0.54</td>
<td>0.61</td>
<td>0.41</td>
<td>[14]</td>
</tr>
<tr>
<td>Landsat TM</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.91</td>
<td>[31]</td>
</tr>
<tr>
<td>Hyperion</td>
<td>PLSR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.51</td>
<td>[30]</td>
</tr>
</tbody>
</table>


2. Materials and Methods

2.1. Study Area

The study area (11°54'E, 51°47'N) is located between the cities of Köthen and Bernburg (Saale) in the federal state of Saxony-Anhalt (Germany) and mainly characterized by agriculture. It is influenced by the rain shadow of the Harz Mountains, which is the main reason for the low precipitation rate of 500 mm a year [32]. The terrain, with an altitude of 70 m above sea level, is relatively flat. Within the study area, soil samples were taken from two fields with sizes of 20 ha (B) and 180 ha (A) (Figure 1). According to the European Soil Database [33], following the WRB soil classification rules [34], field A is characterized by Luvic Phaeozems (lvPH) in the east. The west of field A and field B are characterized by Calcaric Cambisols (caCM). Due to the characterizing humic topsoil layer, which is up to 40 cm depth, the high water storage ability and the high amount of organic material, these soils are particularly fertile. Field A is dominated by medium fine soil texture and very low SOC content, while Field B has medium soil texture and low SOC content [31].
2.2. Data and Preprocessing

2.2.1. Laboratory Data

During a field campaign on 3 May 2011, 40 topsoil samples (A = 30, B = 10) were taken under dry weather conditions from the two investigated fields. Satellite data from previous years were used prior to the field campaign to develop an adjusted strategy for allowing a representative sampling of both fields. An integrative sample was taken from the upper 2 cm of the soil profile at each sampling position, representing an area of about 1 m². The coordinates of each sample were logged with a GPS device. After the field campaign, all samples were air-dried in laboratory, freed from any plant residuals and gently crushed to pass through a 2 mm sieve. Afterwards, the samples were analyzed concerning their particle size distribution after the pipette method (ISO 11277:2009) [35]. This method allows the measurement of each fraction separately. The samples were also grounded and analyzed on their SOC content by measuring the loss on ignition (DIN 18128:2002-12) [36].

2.2.2. Airborne Data

An airborne image acquisition campaign with the imaging Airborne Imaging Spectrometer for Applications DUAL (aisaDUAL) hyperspectral scanner (Specim Ltd., Oulu, Finland) was conducted on 10 May 2011. The system consists of two separate sensors, aisaEAGLE (VIS/NIR, 400–1000 nm) and aisaHAWK (SWIR, 1000–2500 nm). The sensors acquired three images with a ground sampling distance of 3 m and 367 spectral bands.

The images were affected by along track deficient lines caused by a sensor miscalibration. These image distortions were reduced by applying the reduction of miscalibration effects (ROME) destriping algorithm [37]. Atmospheric correction was performed with the fast line-of-sight...
algorithm [37]. Atmospheric correction was performed with the fast line-of-sight atmospheric analysis of spectral hypercubes (FLAASH). After the atmospheric correction of the images, some spectral artifacts remained within the data. These artifacts were removed by conducting an additional empirical line correction using dark and bright ground target measurements. Afterwards, the three flight stripes were geometrically corrected, orthorectified and combined into a mosaic. Finally, to further reduce the aforementioned striping effects, a minimum noise fraction (MNF) transformation was applied to the data to identify noisy spectral bands. Subsequently, an inverse MNF transformation was performed using only the first 114 MNF bands that contained all the useful information. Although this significantly improved the image quality, it could not remove the effects completely.

2.3. Methodology

As a first step, a subset of all fallow areas within the study site was manually created by drawing polygons. As a consequence, all image pixels containing spectral information of vegetation were discarded, thereby allowing the further analysis to be performed only on pure soil surfaces. Additionally, one line of pixels on the outside borders of each field was excluded from the selection to avoid mixed spectral information. Some small vegetated areas, however, remained within the fallow areas, which were detected by calculating the normalized difference vegetation index (NDVI) [38] from the subset. Pixels with a value above 0.3, indicating the presence of photosynthetic activity, were masked [39].

Secondly, aisaDUAL pixels were extracted from the image data by using the GPS coordinates of each soil sample. The limited GPS accuracy made it necessary to average the image spectra in a $3 \times 3$ window around the pixel corresponding to the acquired coordinate. Since soil conditions do not change distinctly within such a short distance, spectral differences of neighboring pixels should be small.

The averaged image reflectance spectra for each soil sample and corresponding laboratory analysis for sand, silt, clay and SOC content were then used for the calibration and validation of PLSR models within the R statistical environment [40]. PLSR has proven to be a reliable method for the prediction of soil texture and SOC in several studies (e.g., [12,23]). For each parameter, a model was calculated, allowing a maximum of 10 latent variables. Model validation was carried out by a leave-one-out cross-validation (CV) using $R^2$ and root-mean-square error (RMSE) as criteria for model quality. Since all three grain size fractions should sum up to 100%, one fraction can always be calculated by the other two fractions. Therefore, the model for the fraction, which provides the lowest $R^2$ and the highest RMSE, respectively, was excluded from further investigations to stabilize the prediction results.

The two more robust grain size fraction models as well as the SOC model were then applied to the image data enabling the spatial prediction of the parameters in percent for each pixel of the subset. The third grain size fraction, which provided the lowest model accuracy, was then calculated by subtracting the other two modeled fractions from 100%.

Afterwards, a decision tree was developed for soil texture classification using the Food and Agriculture Organization (FAO) scheme from 2014 [34]. According to this scheme, determining the soil texture of each pixel depends on the composition of the different fractions. Applying the decision tree to the image data allowed the classification of each pixel to a specific soil texture. The resulting classes were divided into subclasses taking into account the SOC content. The result is a map showing different soil regions, each of which is based on the combination of the occurring soil texture and SOC content class.

Furthermore, relief information of the study site was derived from a digital elevation model with a 10 m equidistance, which was converted to a raster to obtain information regarding the altitude of each pixel. Subsequently, the altitude of each sample was extracted using the corresponding GPS coordinates of the soil samples. Since the soils of lower areas are expected to consist of smaller grain size particles and higher SOC content, compared to areas of higher altitude, the quality of the regionalization was visually evaluated based on this assumption.
3. Results

3.1. Data Analysis

The investigated soils are characterized by a relatively low clay, medium sand and relatively high silt content. On average the sand fraction content is represented with 34.3%, while silt contents occur with an average of 47.4%. In comparison to the other fractions, clay provides the lowest amount with an average of 18.3%. The laboratory data show that the observed area is characterized by loam and silt loam textures. The average SOC is 1.97%. The elevation of the study area is around 74 m above sea level (m.a.s.l.). Table 2 summarizes the descriptive statistics of the observed parameters.

Table 2. Descriptive statistics for measured data of sand, silt, clay, SOC and interpolated information.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>n</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand [%] (0.063–2 mm)</td>
<td>40</td>
<td>9.9</td>
<td>48.3</td>
<td>34.3</td>
<td>11.4</td>
</tr>
<tr>
<td>Silt [%] (2–63 µm)</td>
<td>40</td>
<td>36.4</td>
<td>68.7</td>
<td>47.4</td>
<td>8.9</td>
</tr>
<tr>
<td>Clay [%] (&lt;2 µm)</td>
<td>40</td>
<td>11.8</td>
<td>27.7</td>
<td>18.3</td>
<td>3.4</td>
</tr>
<tr>
<td>SOC [%]</td>
<td>40</td>
<td>1.06</td>
<td>3.91</td>
<td>1.97</td>
<td>0.82</td>
</tr>
<tr>
<td>Height [m]</td>
<td>40</td>
<td>69.85</td>
<td>78.24</td>
<td>73.89</td>
<td>2.69</td>
</tr>
</tbody>
</table>

SD: Standard Deviation.

The correlation analysis (Table 3) shows high positive (>0.80) and negative dependencies (<0.80) between nearly all observed data. Most mentionable are the high correlations of sand and organic carbon in relation to all other parameters. Height information depicts correlations with the other parameters as well.

Table 3. Correlations for measured data of sand, silt, clay, SOC and interpolated height information with a statistical significance of \( \alpha < 0.01 \).

<table>
<thead>
<tr>
<th></th>
<th>Sand</th>
<th>Height</th>
<th>Clay</th>
<th>Silt</th>
<th>SOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>1</td>
<td>0.82</td>
<td>-0.81</td>
<td>-0.97</td>
<td>-0.94</td>
</tr>
<tr>
<td>Height</td>
<td>-</td>
<td>1</td>
<td>-0.67</td>
<td>-0.81</td>
<td>-0.85</td>
</tr>
<tr>
<td>Clay</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0.66</td>
<td>0.80</td>
</tr>
<tr>
<td>Silt</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0.90</td>
</tr>
<tr>
<td>SOC</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

3.2. PLSR

The validated PLSR model for sand provided an \( R^2_{cv} \) of 0.77 and an RMSE\(_{cv}\) of 5.37. The regression line was close to the 1:1 line, such that no tendency towards a systematic over- or underestimation of the sand content was observed. Maximum over- or underestimation was around 10%. The regression function also indicated a good prediction accuracy, since the slope was close to one and the intercept was lower than 2%. However, due the small number of samples with low sand content, these samples are expected to have a higher influence on model quality when over- or underestimated. The silt model showed moderate quality (\( R^2_{cv} = 0.62 \), RMSE\(_{cv}\) = 5.46). While higher values tended to be underestimated, lower values were slightly overestimated. This was also indicated by the regression coefficient of 0.88, while the offset of 5.5 is negligible for the predicted data range. Although the maximum prediction error was around 10%–15%, this error only occurred for two samples. Compared to the other models the PLSR for clay provided the lowest model accuracy with an \( R^2_{cv} \) of 0.53 and an RMSE\(_{cv}\) of 2.39. The narrow data range between 12% and 28% led to unstable results. Defective estimations for data outside the observed range should be quite distinct. Nevertheless, it has to be pointed out that the absolute RMSE is relatively low, especially when considering that, apart from two samples, all prediction errors are lower than 5%. In summary, it had to be mentioned that the RMSE values for sand, silt and clay models still indicated relatively small prediction errors, since none of
them was larger than 5.5%. The PLSR for SOC resulted in a strong model ($R^2_{cv} = 0.89$, $RMSE_{cv} = 0.27$). The regression line had a very low intercept and a slope, which was close to one. Hence, the regression line provided a close match to the 1:1 line. Moreover, the RMSE of the model was very low, which was additional evidence for a robust regression model. Scatterplots of the leave-one-out cross-validated regression models for all parameters are illustrated in Figure 2.

The factor loadings of the PLSR models, illustrated in Figure 3, show the importance for all wavelengths within each model. Sand has its most relevant negative factor loadings at around 680, 1350 and 2000 nm, and most positive ones at around 450 and 750 to 900 nm. The important negative loadings for silt are located at around 450 and 750 to 900 nm. Positively loaded wavelengths for this model are at 680, 1350 and 2000 nm. Clay is significant at around 490, 750 to 950, 2000 and 2200 nm with negative loadings and at around 500, 1000 to 1150 and 1350 nm with positive loadings. SOC has distinct negative loadings at 500, 680, 1500 and 2000 nm. Important positive loadings are at 450, 550, 750 and 1300 nm. Overall, most of the relevant spectral features are located between 400 and 1000 nm. Overall, despite the algebraic sign of the loadings the important wavelengths are quite similar for all the observed parameters. However, the clay model also has very significant bands beyond 1000 nm. All the other models show very noisy loadings with almost no significant peaks wavelengths beyond 2000 nm. The loadings for silt and sand are almost identical but mirrored.

**Figure 2.** Scatterplots of leave-one-out cross-validated partial least squares regression (PLSR) models for sand, silt, clay and soil organic carbon (SOC) with the regression line (continuous) and the 1:1 line (dashed).
The spatial predictions (Figure 4) for the large observed field in the north (A) showed a dominance of sand. While a small part in the south and southwest possessed medium sand contents (approximately 30%), the rest of the field showed distinctly higher concentrations of sand by up to 65%, which increased from southwest to northeast. Silt showed the same pattern, but in opposite direction. The southwest had a higher silt content (approximately 50%) than the east (approximately 30%) and the northeast (approximately 35%). The entire field was characterized by a rather homogeneous clay content, which was represented by around 15%, with a slight increase to the south and the southwest up to roughly 20%. SOC showed increasing content from the northeast (approximately 1%) to the southwest (approximately 2%). Variations in SOC are strongly related to the elevation of field A, which increased from the southwest (72.5 m.a.s.l.) to the north and the northeast (77.5 m.a.s.l.).

The smaller observed field (B) had a relatively constant elevation at 70 m.a.s.l. with a slight depression in the center of the area. Sand was substantially less prevailing in contrast to field A with values ranging from approximately 5% in the west and 30% in the east. In contrast, silt dominated this field much more. The western part showed very high (approximately 70%) silt concentrations, while the eastern part showed medium (approximately 50%) silt concentrations. Clay ranged from roughly 30% in the west to approximately 20% in the east, meaning that it was more present than in the observed northern field (A). Related to the lower elevation, the SOC content was distinctly higher with a range between 2% and 4% from the east to the west.

Besides the two sampled fields, the model was also applied to non-observed neighboring fields with uncovered soils. The predicted patterns in the southwest of field A were continuing on the neighboring field. Sand content increased with higher elevation from the north to the south, while silt, clay and SOC decreased simultaneously. The two long narrow fields close to the local hill in the center of the study site were dominated by high sand content (approximately 60%), but had less silt and clay. Predictions for silt in these fields were slightly heterogeneous, since they varied between 30% and 50% within a small area. Additionally, they were characterized by lower SOC content.

The three small fields north of field B showed similar properties for all parameters, as predicted for the neighboring observed field. However, they had fewer similarities with the field north of them, which had a more sandy soil texture. The field east of field B mostly had the same elevation, while the predicted pattern from field A was continuing smoothly. Elevation increased to the east, which also resulted in a coarser texture. This increase was oriented to the shape of the contour line.
Figure 4. Spatial predictions of sand, silt, clay and SOC for the investigated and neighboring uncovered fields within the study site based on PLSR.
Overall, the prediction images of all parameters contained slightly higher and lower extreme values in comparison to the covered data range, which was used in PLSR model building. Nevertheless, areas with a similar elevation nearly showed the same parameter combinations as in the observed fields.

The three grain size fractions for sand, silt and clay have to sum up to 100%. This is why spatial predictions of sand, silt and clay were stacked to a single image to identify regions deviating from 100%. The result is shown in Figure 5. The histogram of the observed fields A and B showed a minimum of 95.65% and a maximum of 103.89%, respectively. The slight underestimations are mainly located in the image errors in field A. The median of 99.73% stated that the predictions of the parameters were very close to the expected result. Overall, 98.87% of all pixels within fields A and B had a grain size composition between 98% and 102%. By observing the grain size composition deviation for all fields, the minimum decreased to 95.07% and the maximum increased to 109.33%. However, the relatively extreme overestimations of >105% only occurred for 0.02% (60 pixels) of the data and tended to be located in non-observed areas, which were further away from the observed fields, A and B. Overall, the mean of 100.32% indicated a very slight overestimation of the non-observed fields, which occurred as small isolated patterns. However, 91.46% of the pixels had a grain size between 98% and 102%.

3.3. Classification/Regionalization

The spatial predictions of sand and silt were combined with a calculated clay prediction image (clay = 100% − %sand − %silt), since the clay PLSR model provided the lowest model performance.
These data sets were used as input data for the decision tree and classified according to the FAO soil texture scheme. Each image pixel was then assigned to a single soil texture class. As apparent from Figure 6a, the higher elevated northern field A was dominated by loam (L) and the lower lying southern field B by silt loam (SiL). The surrounding fields showed a similar relief-oriented pattern. Only a few pixels were classified as silt clay loam (SiCL) and sandy loam (SL). This initial regionalization image was further refined with the spatial information about SOC (Figure 6b). This additional information enabled the division of each soil texture region into subregions for any occurring SOC concentration. The large loam-dominated field (A) in the north, which had a higher elevation, was mainly characterized by a single subregion with 1% to 2% SOC content. Only the slightly lower elevated parts of this field showed a higher SOC content, which was between 2% and 3%. The smaller silt loam-dominated field B in the south was divided into several subregions, showing a more pronounced SOC heterogeneity. The slight depression in the center of the field showed a high SOC content of 3% to 4%, which decreased to the east and the south where the elevation increases. The field in the east of field B showed a similar behavior. The center of the field also had a local sink with a high SOC content (3% to 4%), while SOC content decreased in all higher elevated surrounded pixels, while the shape of SOC class changes was very similar to the trend of the contour lines.

Figure 6. Regionalization results based on decision tree classification of (a) Soil texture and (b) Soil texture subdivided by SOC (SiL: silt loam; L: loam; SL: sand loam; SiCL: silt clay loam).
4. Discussion

The presented results indicated a strong connection between all observed parameters. It is noteworthy that the observed grain size fractions and SOC concentrations strongly depend on the relief. This fact was illustrated by the performed correlation analysis (cf. Table 3) and is also significantly in line with findings presented by Sinowski and Auerswald [41]. Samples collected from local sinks or bottoms of slopes contained more fine soil textures and higher SOC concentration than samples taken from higher regions. This phenomenon could be explained in terms of the result of transport processes caused by water, wind and man-made actions. The effect that fine soil particles and nutrients are more dominant in lower elevated areas was also observed by Moore et al. [42] and Lyles and Tatarko [43].

Furthermore, the observed parameters were tested regarding their predictivity using image spectra with PLSR. The model for sand turned out to be the most robust one of the three grain size fraction models. Mulder et al. [8] presented comparable results for predicting sand content under laboratory conditions. Compared to other studies focusing on image data, the modeling results correspond with a study from Hively et al. [20], who used similar input data. However, the results could not compete with findings from Selige et al. [18]. Nevertheless, the achieved model underlined the high correlation between sand particles and aisaDUAL soil spectra. The predictive model for silt can be graded as relatively robust in comparison to laboratory studies providing lower model accuracies [13,14]. However, Hively et al. [20] presented results based on image data, which led to similar results. The model quality of clay was the lowest in this study. It was also lower in comparison to other work [18,19]. The low prediction accuracy can be attributed to the relatively small data range for clay. Moreover, clay has the lowest share of the three texture compartments in our study area, such that it may have been less distinct within spectral reflectance. The SOC model provided results comparable to those achieved by Patzold et al. [24] and Stevens et al. [28]; indeed, it even slightly exceeded their quality.

It was shown that the correlations of the laboratory measurements of sand, silt clay and SOC show strong connections between all the observed parameters (Table 3). It would be expected that the factor loadings (Figure 3) for each model should be correlated as well. However, this could not be fully achieved in this case. This can be explained with the fact that the image spectra completely depict the complex structure and condition of the soil. In general, the overall reflectance decreases with increasing SOC. For example, on the one hand, coarser soil particles are reducing the overall reflectance due to shadowing effects. In addition, these soils tend to store less SOC which is increasing the overall reflectance. On the other hand, finer particles show a brighter overall reflectance, since shadows are smaller. Moreover, SOC is more likely to be higher on these soils which on the contrary reduces reflectance. It can be concluded, that the spectral relationships between the observed parameters are not headed into one direction but are influencing each other in a very complex manner. Keeping in mind, that several other parameters (inorganic carbon, iron oxides, water content) are influencing the soil reflectance spectrum as well, a direct transfer of relationships between isolated parameter analyses to spectral behavior is therefore not possible.

The spatial prediction of all four parameters showed a plausible distribution, since there were smooth transition areas of increasing and decreasing contents within the entire study site. Furthermore, the spatial predictions supported the aforementioned correlation of the parameters to the terrain. The northern field is characterized by a slope to the southwest. This was also clearly visible by spatial changes of texture and SOC in the prediction images. While the sand fraction decreased, silt, clay and SOC contents increased. The same effect was observed in the sampled field and neighboring fields in the south. This can also be regarded as evidence for reasonable predictions. Only the areas affected by the aforementioned striping effects in the aisaDUAL image data showed clearly visible prediction errors. In particular, the clay map illustrated a deficient detector line of the sensor, leading to incorrect predictions that were close to 0%, while contents of 15% were estimated for surrounding pixels. The overall effect of mispredicted values of sand, silt and clay was investigated by the summation of the three spatial prediction maps. Since the clay model provided the lowest accuracy, it was substituted...
by calculating the clay fraction by subtracting the spatial predictions of sand and silt from 100%. Thus, the classification error was reduced.

The transfer of the calibrated models to non-observed neighboring fields led to plausible results. On the one hand, the transitions between observed and non-observed fields are mostly very smooth, especially when the fields are separated by vegetation (e.g., from field B to the east), given that the transport of materials is not interrupted in this case. On the other hand, the three rectangle-shaped fields north of field B and the narrow-shaped small field north of them showed very different characteristics, as already described in Section 3. It turned out that these fields are separated by a larger paved road, which may have had an influence on material transportation dynamics. These topographical circumstances clearly indicated the quality of the modeling results in the spatial domain.

The developed models, however, can only be applied to unknown data in the same region where similar soil conditions prevail. The over- and underestimations within the neighboring non-observed fields are most likely due to soil conditions, which were not represented by the taken samples. Especially for the silt model, whose regression function had a lower slope, this led to mispredictions in some rare cases. For example, the two fields close to the center of the study site, which were west and east of the local hill, showed heterogeneous predictions for silt. One probable reason might be that these fields are more highly elevated than any of the observed areas and therefore contain silt concentrations, which were not covered during the field campaign. This led to some of the most intense overestimations in our study. For these two fields, the usage of the clay model, instead of the silt model, may have resulted in a more accurate prediction in this case. However, for the complete study site, the exclusion of the clay model was found to be more reasonable. Nevertheless, the presented histograms (Figure 5) only depicted a maximum of small prediction errors of ±2%. For most pixels, these deviations would not lead to a misclassification in soil texture, since each class covers at least 10% of each particle group.

The classification of soil texture, based on the developed decision tree, enabled the generation of a regionalized map of the study site, which was dominated by loam (L) and silt loam (SiL). Other occurring texture classes were mainly originated from the striping effects in the image. The two main regions were well-separated and less affected by image distortion effects. Patterns occurring in one field can be seen to continue in neighboring fields. This fact was an indicator for a reliable soil texture classification. The further refinement of the soil texture regionalization by including SOC predictions led to a classification result with 10 different classes. At this point, the strong connection between soil texture, terrain and SOC became very clear. Silt loam regions, as the finer texture class, contained more SOC than the slightly coarser loam regions. The subdivided regions were also homogenous, while the result map (Figure 6b) showed smooth transition zones between the occurring classes. To use these maps for precision farming in actuality, the calculated zones may have to be smoothed to reduce some salt and pepper effects, such that they are easier to handle for automatic agricultural machinery and provide a better readability for the user as well.

5. Conclusions

The approach presented in this study allowed for a successful determination of soil texture and SOC from hyperspectral image data. Using image spectra and soil information as input data to build PLSR models resulted in a quality that was sufficient to generate maps with regions of similar soil conditions. The regionalized digital soil maps can serve as an information source, which supports farmers by providing precise spatial information about current soil conditions. The classification based on a decision tree was applied to identify regions of different soil texture, meaning that they can easily be adapted to other areas. Since sand, silt and clay contents sum up to 100%, only the two best predicting models for sand and silt were needed for classifying soil texture classes. Our results indicate that the regionalization procedure might be transferable to non-observed areas within a region with similar soil conditions. In comparison to geostatistical approaches, where predictions are made by the spatial distribution of the sample points, a hyperspectral pixel-wise prediction is probably much more
accurate and reliable. On the contrary, high quality imagery need to be available and requires complex pre-processing. However, in the future, the availability and costs for hyperspectral image data will probably decrease with the launch of hyperspectral satellite mission. Concerning the principle of optically reflective remote sensing the methodology is only suited for assumptions from the upper 2 cm of the soil. In future studies, the presented approach should be tested in a larger and more heterogeneous study area using an extended number of analyzed soil samples, which allows for an independent validation of the regression models to be performed. For a wider field of applications in the future, the approach also needs to be tested on hyperspectral satellite data acquired by upcoming hyperspectral satellite missions, such as the Environmental Mapping and Analysis Program (EnMAP) (planned launch for 2018) and the Hyperspectral Infrared Imager (HyspIRI) (planned launch for 2022). Further, soil water conditions during image acquisition have influence on the spectral behavior of soils. Data from airborne flight campaigns or satellite missions should therefore only be used when there was no rainfall in the days before acquisition. However, despite this constraint, our approach represents a cost effective possibility to spatially predict soil parameters. The adaptation to hyperspectral satellite data will allow for the regionalization of soils for larger areas, thereby forming the basis for practical applications in precision agriculture.
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