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Abstract

Ontologies describe the semantics of data and provide a uniform framework
of understanding between different parties. The main common reference to
an ontology definition describes them as knowledge bodies, which bring a for-
mal representation of a shared conceptualization of a domain – the objects,
concepts and other entities that are assumed to exist in a certain area of in-
terest together with the relationships holding among them. However, in open
and evolving systems with decentralized nature (as, for example, the Semantic
Web), it is unlikely for different parties to adopt the same ontology. The prob-
lem of ontology matching evolves from the need to align ontologies, which cover
the same or similar domains of knowledge. The task is to reducing ontology
heterogeneity, which can occur in different forms, not in isolation from one an-
other. Syntactically heterogeneous ontologies are expressed in different formal
languages. Terminological heterogeneity stands for variations in names when
referring to the same entities and concepts. Conceptual heterogeneity refers to
differences in coverage, granularity or scope when modeling the same domain of
interest. Finally, prgamatic heterogeneity is about mismatches in how entities
are interpreted by people in a given context.

The work presented in this thesis is a contribution to the problem of re-
ducing the terminological and conceptual heterogeneity of hierarchical ontolo-
gies (defined as ontologies, which contain a hierarchical body), populated with
text documents. We make use of both intensional (structural) and extensional
(instance-based) aspects of the input ontologies and combine them in order to
establish correspondences between their elements. In addition, the proposed
procedures yield assertions on the granularity and the extensional richness of
one ontology compared to another, which is helpful at assisting a process of
ontology merging. Although we put an emphasis on the application of instance-
based techniques, we show that combining them with intensional approaches
leads to more efficient (both conceptually and computationally) similarity judg-
ments.

The thesis is oriented towards both researchers and practitioners in the do-
main of ontology matching and knowledge sharing. The proposed solutions can
be applied successfully to the problem of matching web-directories and facili-
tating the exchange of knowledge on the web-scale.



Chapter 1

Introduction

Ontology matching is an active interdisciplinary research field, which encom-
passes subfields of computer science and artificial intelligence, computational
linguistics, psychology and philosophy. This chapter has as a goal to introduce
the reader to the main topics discussed throughout the thesis, all grounded at or
motivating the ontology matching research, taking a generic stance. We start by
discussing motivational issues and illustrating the problem of ontology matching
with a small example (Section 1.1). Further, we present various methodological
frameworks for building solutions to this problem (Section 1.2). We proceed to
state our main hypothesis and a set of originating research questions (Section
1.3) before we outline the major contribution and results of this work (Section
1.4). Finally, we describe the structure of the thesis and suggest an intended
audience (Section 1.5).

1.1 Aims and Motivation

The relation between the objects in the world, their mental representations (con-
cepts) and the words or language expressions (symbols) that stand for both is
fairly complex. These three entities form what Ogden and Richards have called
the meaning triangle [117]. The connection and interaction between any two
vertices of that triangle give origin to interdisciplinary research involving fields
of linguistics, cognitive psychology, philosophy and artificial intelligence (AI).
In an attempt to prepare the reader for stating the basic research questions, hy-
potheses and results of this thesis, we will sketch a possible view on how these
entities are related.

By objects in the world we understand a whole collection of things, loca-
tions, times, events, states, relations, features, etc. People develop knowledge
about the categorical nature of these components through their lives, as argued
by Barsalou [8]. One way of defining the relation between concepts and real-
world objects is to identify concepts with the categories developed by humans,
structuring the objects in the world and shaping their knowledge about them.
This conceptualization is not universal and does not hold for all people in the
world altogether and in the same time. It is distributed and dispersed among
smaller communities, among sub-groups of these communities, or even some-
times among particular individuals. What distinguishes, for example, different
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human cultures is, to a big degree, the shared agreement about categories, which
exists among the members of these cultural groups and the interpretation that
they give to these categories [56].

The relationship that holds between linguistic symbols and concepts, on one
hand, and linguistic symbols and objects in the world, on the other, is not sim-
pler. The names that people give to the things in the world and the categories
that they form differ among communities and individuals, as well. Naturally,
this is a common phenomenon among multi-linguistic communities: even if a
concept is understood equally by people in France and people in Germany (for
example, the concept corresponding to the thing known under the English word
wine), the linguistic symbols used to refer to this concept and its instances dif-
fer across these communities (for example, the French vin against the German
Wein). But even in communities, which agree on the use of a common lan-
guage this ambiguity can occur, among sub-groups of these communities, due
to language-related factors, such as synonymy or polysemy1, or to community-
specific factors, such as importance of a concept for that community, scope,
terminology, specificity.

To sum up, we point to the observation of [111] that the nature of the relation
between words, concepts and real world entities can be accounted for by relating
the meaning of a word to a mental description (conceptual system), which allows
people to exemplify words by objects in the world. We emphasize that we would
expect the mental representation (concept) that characterizes and includes sets
of real world objects and the choice of symbols (words, expressions) that stand
for them to differ among different people due to many possible ambiguities
stemming from the distributed nature of human concept formation and the set
of complex psychological principles, which underlie this process [130].

We will close this section by a small example. We all know from biology
classes how the different animal species are organized in a taxonomy. They are
divided into groups according to morphological, physiological, evolutionary and
other criteria (vertebrates vs. invertebrates; mammals, fish, amphibians, birds,
etc.) and the different groups are ordered in a tree rooted in the most general
class branching down to the individual species and subspecies.

Below is a taxonomy of the animal kingdom, taken from the Chinese ency-
clopedia The Celestial Emporium of Benevolent Knowledge (as cited by J. L.
Borges [16]), according to which

[...] animals are divided into (a) those that belong to the Emperor,
(b) embalmed ones, (c) those that are trained, (d) suckling pigs,
(e) mermaids, (f) fabulous ones, (g) stray dogs, (h) those that are
included in this classification, (i) those that tremble as if they were
mad, (j) innumerable ones, (k) those drawn with a very fine camel’s
hair brush, (1) others, (m) those that have just broken a flower vase,
(n) those that resemble flies from a distance.

Evidently, the latter classification differs significantly from the taxonomies found
in biology textbooks, in terms of categorization criteria, granularity and scope,
even though it also intends to provide a structural account of what kinds of
animals there are in the world.

1Synonyms are different words, which label the same entity or concept; polysemy is the
phenomenon of a word having multiple meanings.
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Ontology Matching

In the paragraphs above we have attempted to shape an understanding about
the phenomenon of human category formation, which, in our view, underlies the
problems studied in this thesis. We will introduce and motivate our research
efforts in the sequel.

An ontology in Artificial Intelligence2 is most generally viewed as a collection
of entities, called concepts, objects in the world (instances) and names, together
with a set of relations defined on these entities. Usually, the concepts and the
relations that hold among them are referred to as the intension of the ontology,
whereas the objects in the world are referred to as the extension of the ontology.

Despite the difficulties faced in agreeing on a common definition of an on-
tology, many authors refer to Gruber’s 1993 paper as the source of the most
general available specification of what an ontology is. There, an ontology is
defined as

a formal representation of a shared conceptualization of a domain
– the objects, concepts and other entities that are assumed to exist
in a certain area of interest together with the relationships holding
among them [61].

Ontologies were introduced to provide semantics to data, to structure the
knowledge about things in various domains of life, to provide a uniform frame-
work for understanding between different parties within a single community or
across communities. Applications of ontologies can be found in many fields of
life and science, such as knowledge sharing and re-use, automatic reasoning and
problem solving, natural language processing, multimedia search and retrieval,
e-business, to name a few [143]. Ontologies are basic components of the Seman-
tic Web – a vision of the future web where data will be made understandable for
both humans and computers and ontologies will be the linking element, which
will provide the necessary semantics for machines to “understand” information,
which on the current web is only understandable by humans [12].

The problem of ontology matching stems from the fact that the machine-
mediated and oriented process of ontology generation, acquisition, development,
re-use and updating is decentralized and strongly human biased, analogous to
the natural process of category formation, discussed above. As a result, many
ontologies will be created, covering in a non-explicit manner identical or partially
overlapping domains of knowledge. For reasons, part of which are explained in
the preceding section, it is unlikely to expect that humans, independently, would
create ontologies perfectly corresponding to one another with respect to their
structure and granularity, linguistic use and scope, even if these ontologies are
intended to describe the knowledge about one common domain. We will call this
phenomena ontology heterogeneity and ontologies, which have been created to
describe the same or similar fields, but whose elements do not explicitly match,
will be called heterogeneous (following [43] and other authors).

Often in practice the communication between ontologies is needed, in order
to enable the various applications, discussed above and to unlock the poten-
tial of ontologies to provide the required common framework of understanding.

2The term ontology in AI is borrowed from philosophy, where it stands for a systematic
account of existence, or what there is in the world (http://plato.stanford.edu/entries/logic-
ontology).
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For that to take place, ontologies need to be brought to agreement and made
compatible by reducing their heterogeneity. This can happen on different levels
and to different extents: one could consider a small number of domain-specific
ontologies or a bigger set of “inter-disciplinary” ontologies, link them entirely or
partially, simply state the correspondences, or merge them (or their overlapping
parts) into one global ontology. Any of these tasks amounts to consolidating
heterogeneous ontologies by finding explicit correspondences between their el-
ements (concepts, relations, instances, etc.) – a process that will be called
ontology matching.

Illustration by an example

We will illustrate the problem by the help of a small fictional example. Imagine
the following two enterprises: a news agency, collecting and editing news arti-
cles, and a bookstore, offering, among books and music, also the daily press.
Now assume that each of the two enterprises has an ontology, which organizes
and structures the knowledge necessary in order to run the company. The news
agent’s ontology would contain concepts like title of the article and au-
thor, as well as the different topics on which news articles are written, such
as politics, religion, autos, sports, etc. The bookstore’s ontology, on the
other hand, will also contain concepts like title and author, politics, re-
ligion, sports, referring to books and not news articles. Since the book store
also sells newspapers, it will also have a concept, say, press, which will be
the root of a small subtree of the big bookstore ontology, containing concepts,
similar to the concepts of the news agency, i.e. title of the newspaper,
editor, topic, etc. The concept topic, on its turn will have subconcepts such
as political life, religion and science, sports, autos, etc.

Now imagine that the news agency and the bookstore have decided to coop-
erate and for that ends they need to integrate their ontologies, so that communi-
cation and information flow between the two enterprises becomes easy and fast,
or in other words, they have to match their ontologies one against the other.
Assume that the ontologies of the two parties are equally large and specific.
However, clearly the news agency’s ontology would only cover a small part of
the onotlogy of the bookstore – that part related to newspapers and daily press.
The task will be to identify which part of the bookstore’s ontology corresponds
to the news ontology (that could be done by mapping the root node of the
news ontology to a node in the bookstore ontology) and further find out what
are the precise correspondences between the elements of the two ontologies (or
precisely between the elements of the news ontology and that part of the book-
store ontology related to news), i.e. discover that the concept politics in the
news ontology corresponds to the concept political life in the bookstore’s
ontology; that the concept religion from the news ontology is a sub-concept of
the concept religion and science from the bookstore ontology, and so forth.
There are plenty of mismatches that a matching system has to cope with: use of
different terminology, different specificity and granularity, different scope, etc.

For a thorough overview of the ontology matching problem and the existing
approaches, we refer to the recent book by Euzenat and Shvaiko [43], to the
survey of tools and theoretical frameworks by Kalfoglou et al. [80], and to the
classification of different matching techniques by Rahm et al. [125].
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1.2 Overcoming Ontology Heterogeneity: Ap-
plied Methodologies

Heterogeneity among ontologies can appear on different levels. Euzenat et al.
[43] proposed one possible typology of the different kinds of semantic hetero-
geneity, claiming that it distinguishes between the most “obvious” ones dividing
them in four main groups: syntactical, terminological, conceptual and semi-
otic. Syntactically heterogeneous ontologies are expressed in different formal
languages [3]. Terminological heterogeneity, on the other hand, stands for vari-
ations in names when referring to the same entities and concepts. Conceptual
heterogeneity refers to differences in coverage, granularity or scope when mod-
eling the same domain of interest. Finally, semiotic3 heterogeneity is about
mismatches in how entities are interpreted by people in a given context and is
hard to model computationally.

Note that the presented typology is not universal and usually the different
heterogeneity types do not appear in isolation from one another. We refer
the interested reader to the study on ontology mismatches of Klein [85], the
heterogeneity typology suggested by Sheth et al. [139] and the classification of
schema diversities by Batini et al. [10].

There exist many different theoretical attempts to deal with the ontology
mismatch problem and reduce or eliminate the heterogeneity by introducing a
semantic similarity measure of some kind and / or a procedure for alignment
of the elements of the heterogeneous ontologies. Most roughly, the existing
approaches can be divided into four basic groups with respect to the account
of similarity that they consider: structural, terminological, extensional and se-
mantic techniques [43]. Notice that the approaches from each group can serve
to solve multiple types of heterogeneity. For instance, extensional approaches
can help resolve terminological and conceptual differences; terminological ap-
proaches can be applied to resolving terminological and syntactical mismatches;
etc. We will introduce each of the four groups of approaches by specifying the
formal methodology most commonly applied for constructing solutions for each
groups.

Structural techniques consider how different entities are related within a sin-
gle ontology, taking an intensional standpoint by defining a concept in relation
to other concepts. It is an old idea in the study of semantic memory that a
concept is semantically closer to those concepts, which are nearest to it in a
conceptual graph, a semantic network or an ontology (see the original response
time experiments by Collins and Quillian [28]). Departing from that assumption
and extending it, many authors have proposed efficient ontology matching solu-
tions, based on the intuition that structure is a main container of the semantics
of a group of concepts (see, for instance, the work of Noy [114], Bernstein et
al. [96] and Mitra et al. [107]). Graph and lattice theory come in support of
the representation, modeling and proof of the concepts of many of the matching
systems, which rely on structure in order to account for the semantic similarity
of entities.

3Following a discussion in personal communication with A. Mehler, we draw the reader’s
attention to a certain inaccuracy in the notation proposed in [43]; it would be more appropri-
ate to talk about Pragmatic, instead of Semiotic heterogeneity, since semiotics encompasses
semantics and syntactics.
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Most of the structural approaches have, however, shown not to be sufficient
alone for accomplishing entirely a matching task. Therefore they have been
often applied in combination with terminological or instance-based methods.
Terminological matching consists in applying two basic classes of techniques:
first, a set of approaches for string and tree matching [54], [69] in order to find
lexical correspondences between terms (e.g. names of concepts and relations),
and, second, a group of methods relying on external (lexical) resources, such
as dictionaries or thesauri combined with approaches from Natural Language
Processing, in order to account for problems related to synonymy and polysemy
of terms [158, 144].

Instance-based or extensional ontology matching comprises a set of theoreti-
cal approaches and tools for measuring the semantic proximity of two ontologies
based on their extensions – the instances that populate their concepts. Com-
monly, concepts are modeled as sets of instances, grounded in the external world.
The relatedness of a pair of concepts is an outcome of a properly chosen measure
of similarity, based on estimations of the similarity of the instance sets of these
concepts [39, 72]. Instance-based approaches rely on the knowledge contained
in the extension of the part of the world that we model and therefore naturally
machine and statistical learning methods for inferring rules and decisions from
a collection of observations over facts in the world are most commonly used for
accomplishing the matching task.

Instance-based concept mapping is also central for most of the questions
that this thesis attempts to answer. In our contribution to bringing ontologies
into mutual agreement, we rely on three main statistical and machine learning
concepts. The first one is that of automatic classification, or the task of learning
a binary decision rule based on a collection of categorized observations in order
to be able to infer the class of an unseen individual. We put an emphasis on
the use of a fairly famous set of classification techniques known as Support
Vector Machines (from hereon, SVMs) [30]. The second central concept that
we rely on is that of variable selection, which comprises methods for reducing
the dimensionality of an input dataset by indicating which are the most or
less informative features with regard to the output and with respect to certain
criteria. Among standard variable selection techniques [168], we introduce a
novel approach based on Support Vector Machines. Third, we apply methods
from basic data analysis and descriptive statistics, such as Principal Components
and Discriminant Analyses [77, 48] for the task of detecting potential concept
similarities (also referred to as concept mappings in the sequel).

Finally, the group of semantic-based approaches comprises a set of methods
based on logical deduction. These methods provide mechanisms to justify and
verify a set of previously generated mappings – result of using external back-
ground knowledge of some kind (formal top-level ontologies [50, 121], domain
specific formal ontologies [110] or informal resources, such as WordNet4). This
set of techniques falls out of the scope of the studies carried out in this thesis;
a short introduction will be given for completeness later on.

4http://wordnet.princeton.edu/
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1.3 Main Hypothesis and Research Questions

We will present in a synthesized manner the initial questions which the study
presented in this thesis originates at.

Statement of main hypothesis

The central goal of our research efforts is to provide generic, theoretically sound
and practically efficient methods for overcoming semantic discrepancies and
reducing heterogeneity among ontologies. Our focus falls on ontologies that
have been created with the intention to organize instantional data, such as text
documents, with respect to their contents. (Examples of such ontologies are
web-directories, such as Yahoo! 5, the open directory project6, and other.) We
note that the ontologies to which the approaches developed in this thesis can
be applied are not limited to text populated ontologies, but include ontologies
for which text document-like instances can be generated (these can be as well
general OWL ontologies or multimedia resources containing text annotated im-
ages), as well as ontologies populated with multimedia instances, such as images
(like, for example the LSCOM ontology7 or the WordNet/LabelMe ontology8),
for which a proper feature vector representation can be made available. In view
of this remark, throughout the rest of the thesis, the terms “document” and
“instance” will be used in an interchangeable manner.

Our central hypothesis can be articulated as follows.

The heterogeneity between two instance-populated ontologies, as-
sumed to cover (partially) overlapping domains of knowledge, can be
reduced efficiently by the help of extensional approaches to concept
mapping, optimized by structural accounts for ontology similarity.

Local questions

Several main research questions stem from the thesis stated above.

1. What is an appropriate measure of cross-ontology9 concepts similarity?

We have hypothesized that the similarity of concepts, taken from ontolo-
gies, which intend to organize text documents (instances) with respect to
a certain set of categories, can be most efficiently measured on extensional
basis, that is, by using the documents (instances), which are assigned to
these concepts as a basis for deriving similarity criteria.

2. What out of all possible aspects of similarity should be taken into account,
provided a similarity measure is chosen?

In contrast to many existing solutions in the domain of instance-based
ontology matching, we base our measure of concept similarity not directly
on the sets of instances, but on the features, which describe them. In fact,

5http://www.yahoo.com
6http://www.dmoz.org
7http://www.lscom.org/ontology/index.html
8http://people.csail.mit.edu/torralba/research/LabelMe/wordnet/test.html
9Here and hereafter the term “cross-ontology concepts” is used to denote concepts taken

from two (or more) different ontologies.
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we propose a set of concept similarity criteria, based on (a small subset
of) characteristic features selected separately and independently for every
concept. Our endeavours are motivated by the following heuristic:

Similar concepts are characterized by similar (sub)sets of fea-
tures; otherwise are dissimilar ones.

3. How can the suggested concept similarity measure be applied in an optimal
way on the entire sets of concepts of the source ontologies?

Although powerful in estimating the similarity of classes of instances, ex-
tensional approaches alone are not sufficient for building an optimal on-
tology matching solution. Therefore, we propose methods of applying the
suggested instance-based measures by taking into account the structural
properties of the input ontologies and the inter-ontology relations of con-
cepts.

1.4 Results and Contribution

The work that forms the basis of this dissertation contributes to the research in
the field of ontology matching by providing theoretical and technical solutions
on two basic levels in terms of:

• Generic methods for concept alignment through similarity measures based
on the ontologies extensions;

• Procedures for overall ontology matching and merging (if required), based
on combined structural and instance-based similarity criteria.

We will summarize the results from each of the two main research directions
listed above.

Extensional concept mapping

We consider as central the finding that similarity between concepts can be mea-
sured on extensional basis by the help of the variables that describe the instances
that populate these concepts. We have demonstrated that, as a result of a prop-
erly performed variable selection procedure, every concept in an ontology can
be represented as a list of variables scored with respect to their discriminative
power. By discriminative power we understand the importance of every single
variable for the separation of the instances in an ontology into those that be-
long to the concept in question and those that do not. In fact, a concept can be
represented by using only a small subset of the whole set of variables containing
those with the highest scores. They are most characteristic for this concept
and distinguish it best from the rest of the concepts within the same ontol-
ogy. We introduce and compare several measures of semantic proximity of two
cross-ontology concepts based on the small subsets of characteristic variables
corresponding to each of the concepts by using a simple set-theoretic measure,
or based on the whole lists of scored variables by using statistical correlation
coefficients [151].

Important information concerning the structure of the two source ontologies
can be revealed by the help of statistical analysis of their groups of instances.
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As an additional contribution of the thesis, we propose an approach to detect
potential concept mappings based on basic descriptive statistical methods, such
as Principal Components Analysis and Discriminant Analysis [149], which can
be used either in combination with the proposed variable selection-based tech-
niques, or, under assumptions to be specified later, self-dependently.

Finally, the thesis contains an independent contribution to the machine
learning-related research: a novel technique for variable selection in classification
elaborated for Support Vector Machines. We propose and empirically evaluate
the qualities of an important parameter of the SVMs – their VC-dimension –
as an indicator of the importance of a single variable, or a block of variables,
for separating the instances in a training dataset in a binary classification task
[151].

Combined ontology matching procedures

We have observed that, in spite of the excellent results achieved on small sets of
concepts, the suggested instance-based concept similarity measures are likely to
perform poorly on a large scale. Clearly, simply taking the two sets of concepts
and measuring one-to-one similarities would be a fairly time expensive enterprise
with real-life ontologies, containing many concepts. But doing so would be also
conceptually wrong, for the structure of the classes in both ontologies would not
be taken into account. What is the use of naming that an ontology matching
process, when it comes down to comparing sets of flat collections of classes?

In order to account for these problems we have suggested two overall proce-
dures for ontology matching, which build on the proposed measures of concept
similarity, but also take structure into consideration.

The first suggested procedure consists in optimizing the search of similar
pairs of concepts by using the structural relation of the concepts within each
ontology and recursively applying the concept similarity measure on sets of
homogeneous ontology classes. The procedure accounts for the two critiques
mentioned above: it considers the structure of the ontologies, and minimizes
the number of concepts, for which a similarity check will be performed. Its ba-
sic heuristic can be formulated roughly as: we do not need to check the similarity
of the descendants of dissimilar concepts within the two input hierarchies; we do
need to check the similarity of the descendants of similar ones. The procedure
is formulated for the case when the two source ontologies are strictly hierar-
chical and equally deep in terms of levels, but a method for generalization of
the suggested approach on structurally dissimilar, non-hierarchical ontologies is
proposed. The output of the procedure is a set of pair-wise concept alignments.

In many applications it might be required that the two input ontologies are
merged into one, by integrating their overlapping parts. While attempting to
enrich and improve the extensional similarity techniques in order to account for
the structure and to reduce the dimension of the problem, we came up with
an additional finding, in support of the process of ontology merging. Com-
bining graph representation of ontologies with instance-based techniques, and
taking into account the sizes and intersections of the sets of instances of the two
source ontologies leads to assertions on the specificity, granularity and instan-
tiation mismatches between them. These assertions can be useful in providing
guidelines to an ontology engineer through a process of ontology merging, when
ontology merging is required for the needs of the concrete task and application
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[148, 150]. As noted, the suggested approach relies on the intersection of the
sets of instances of the two ontologies (among with structural and extensional
ontology similarity measures). An additional contribution of the approach is a
more relaxed definition of a set intersection, which accounts for the semantics
of the instances contained in these sets (which in our case are text documents
written in some natural language) and not simply for identical set members.

As a general remark, we note that structure-related ontology matching tech-
niques are not sufficient and reliable indicators of the semantic similarity of two
ontologies, but in combination with extensional approaches they can help re-
duce time complexity and optimize search among the sets of concepts, yielding
improved overall results.

1.5 Outline and Intended Audience

The contents of the thesis is divided in six chapters, including the current,
introductory Chapter 1.

Chapter 2 reviews basic results in fields of mathematics and machine learn-
ing, which are relevant to both the previously existing and the original ap-
proaches to ontology matching discussed later on in the thesis. The structural
properties of ontologies are commonly, and in our case, accounted for by graph
and lattice representations. Therefore, the first section of this chapter expands
on basic results and definitions from graph and lattice theory (Section 2.1). The
rest of the chapter is dedicated to methods, which will be further used for
the study of the extensional concept and ontology semantic similarity. These
include an introduction to some concepts and methods from statistical and ma-
chine learning: the Support Vector Machines classifier (Section 2.2), variable
selection (Section 2.3), and text categorization (Section 2.4).

Throughout Chapter 3, we discuss various issues related to the interdis-
ciplinary research field of ontology matching. These comprise definitions and
areas of application of ontologies (Sections 3.1 and 3.2), models for knowledge
representation (Section 3.3), motivational and conceptual problems related to
the question of where the need of ontology matching stems from (Section 3.4)
and, finally, a presentation and classification of several existing ontology match-
ing theoretical endeavors and engineering solutions (Section 3.5). On one hand,
the chapter intends to provide the reader with a structured account of that part
of the state-of-the-art of the ontology matching research, which is relevant to
the approaches discussed throughout the thesis. On the other hand, the chapter
aims to open a broader view to the origins of the ontology heterogeneity prob-
lem drawing motivations from psychology and cognitive science and prepare the
ground, which our own contribution to that field will be built on.

Chapter 4 contains the major part of the theoretical results of the the-
sis. It begins with definitions and preliminary remarks, which set the basic
assumptions of the ontology matching model that we develop (Section 4.1).
The chapter proceeds to connect the results from graph and lattice theory dis-
cussed in Chapter 2 with the structural properties of the ontologies, defining a
measure of structural ontology similarity based on solving a graph isomorphism
problem (Section 4.2). As mentioned earlier, instance-based ontology mapping
is central to the problematics of this thesis. Therefore, several novel approaches
to identify instance-based similarity of inter-ontology concepts, based on de-
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scriptive statistics, SVMs and variable selection are elaborated next, in terms of
criteria and measures for semantic proximity (Section 4.3). Finally, the two ma-
jor groups of similarity criteria discussed so far, structural and extensional, are
combined together in two independent ontology matching procedures (Section
4.4 and Section 4.5).

The major theoretical findings of the preceding sections are supported em-
pirically in Chapter 5. More precisely, we provide a thorough evaluation of the
proposed instance-based techniques for measuring cross-ontology concept simi-
larity via descriptive statistics (Section 5.1) and variable selection for SVMs or
other approaches (Section 5.2). The overall variable-selection-based ontology
matching procedure is evaluated by the help of two ontologies intending to or-
ganize news-related documents in tree-structured directories (Section 5.3). The
chapter closes with a discussion (Section 5.4).

Finally, Chapter 6 summarizes, concludes and sketches directions for fur-
ther research in terms of a set of open questions and possible technical improve-
ments of the proposed solutions.

The thesis is oriented towards both researchers and practitioners in the field
of ontology matching and semantic similarity, as well as interested readers from
neighboring fields, such as machine learning and text categorization. Appli-
cations of the proposed approaches can be found in fields as various as the
Semantic Web, web-directory mapping, overcoming the problems of the seman-
tic gap, information retrieval and other. The theoretical results of the work
are intended and have been tested on text-related applications. However, the
findings are general and formal enough so that all the discussed approaches can
be generalized to other kinds of non-textual multimedia data, such as images
and videos.
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Chapter 2

Background Concepts

The problem of ontology matching can be approached from many different an-
gles. The palette of theoretical and methodological tools which are being ap-
plied to the end of accomplishing an ontology matching task of some kind is
quite colorful: different research groups work on different aspects of the prob-
lem by applying different methodologies which have their roots in various fields
of mathematics, logics, computer science, machine learning, relational algebra
and other.

In this chapter, we provide the minimal necessary background knowledge
in several fields in mathematics and statistical learning, which are important
for understanding our approach to ontology matching and for enabling us to
discuss other related techniques. We start by reviewing the basics in the the-
ory of graphs and lattices (Section 2.1) which is important in our study of the
structural properties of two ontologies in terms of their shared commonalities.
Further (Section 2.2), we give an introduction to the Support Vector Machines,
which we will apply during the instance-based concept mapping phase, together
with several Variable Selection techniques (discussed in Section 2.3). The main
intended application field of the ontology matching strategy that we have de-
veloped is facilitating text-related categorization problems. For that reason the
chapter closes with an overview of text categorization methods (Section 2.4).

We note that the content of the chapter might look slightly disunited, at a
first glance: there are multiple sections related to common concepts (e.g. SVMs,
variable (feature) selection, Latent Semantic Analysis, kernels for structures).
This is due to the fact that many of the fields presented in the chapter are
strongly interrelated and aspects of many of these fields are needed in order to
present aspects of other fields. For example, SVMs have been introduced inde-
pendently, but also as a feature selection technique and as a text categorization
tool; kernels for structures are discussed with regard to graph matching, but also
with regard to text categorization; etc. We have attempted, however, to make
the distinctions between the different approaches in the light of their different
applications as clear as possible.
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2.1 Graphs and Lattices

An ontology provides a highly structured representation of knowledge. Graphs
and lattices have been widely applied for embodying the structural properties
of ontologies. In our approach to ontology matching, we will rely on a couple
of main definitions and result from graph and lattice theory, needed in order to
be able to discuss the problem of ontology matching as a problem of identifying
similarity between structures. Therefore, we begin this chapter by expanding
on the necessary ground knowledge in these fields. Thorough introductions to
graph and lattice theory are found, for example, in the books by Valiente [155]
and Davey et al. [33]. We will broadly follow the notations used by these
authors.

2.1.1 Facts about Graphs and Trees

A graph is a structure, which consists of a set of objects called vertices and
a (possibly empty) set of pairs of vertices, called edges, or arcs. There are
different kinds of graphs with respect to the precise abstract representation
that they embody. An (un)directed graph is one whose edges are (un)ordered
pairs of vertices. The notion of a graph that will be most useful for our goals,
and which is most broadly considered in computer science in general is that of
a directed graph. We give the following definition.

Definition 1 Graph and subgraph. A graph G = (V,E) consists of a finite
set V of vertices and a finite set E ⊆ V ×V of edges. The number of vertices n
of G is defined as its order, n = |V |. The size, denoted by m, is the number of
edges, m = |E|. An edge e = (v, w) is said to be incident with vertices v and
w, where v is the source and w is the target of the edge e, and vertices v and
w are said to be adjacent. A graph H = (W,S) is called a subgraph of G if
W ⊆ V and S ⊆ E.

The degree of a vertex v in a graph G is the number of edges whose target
or source is the vertex v. Vertices and edges can have associated names or
numbers in which case we say that a graph is labeled. Let LV and LE denote
the finite sets of vertex and edge labels, respectively. The members of the label
sets can be natural or rational numbers (known as weights), as well as strings of
characters. Formally speaking, a labeled graph is a 4-tuple G(V,E, hV , hE),
where hV : V → LV is a function assigning labels to the vertices and hE : E →
LE assigns labels to the edges.

By ordering the vertices and edges of a graph in sequences we define walks,
trails and paths. Formally, an alternating sequence of vertices and edges

[vi, ei+1, vi+1, ei+2, ..., vj−1, ej , vj ],

such that ek = (vk−1, vk) for k = i+ 1, ..., j, is called a walk from vertex vi to
vertex vj . A walk with no repeated arcs is called a trail, and a trail with no
repeated vertices, except (possibly) the initial and final ones is called a path.
An integer, associated to the walk, trail, or path of a graph, corresponding to
the number of edges in the sequence, is called length. A graph G is called
connected if for every pair of vertices v, w ∈ E, there exists a walk from v to
w. A path with coinciding start and end vertices is called a cycle and a graph
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containing cycles is said to be cyclic. Reversely, a graph not containing cycles
is called acyclic.

A class of graphs, commonly used in multiple applications and computational
models, which will be of particular interest for our study is the class of (directed
rooted) trees. A part of the theoretical study of this thesis is done by modeling
hierarchical ontologies as such trees, therefore we will discuss some of their
properties in more detail in the sequel.

Definition 2 Directed rooted tree. A directed tree is a connected acyclic
graph G(V,E), where V (G) denotes the set of vertices of G and E(G) denotes
the set of ordered pairs of vertices of G, called edges. A tree is called a rooted tree
if there exists a vertex designated as “root” and all edges have an orientation –
either towards or away from the root.

Let root(G) denote the root node of a tree G and leaves(G) – the set
of its leaf nodes. A tree, which is contained within another tree is called a
subtree of the latter and is defined as it follows. Let G=(V,E) be a tree and let
children(v) denote the set of children of a node v and parent(v) denote the
parent of a node v, ∀v ∈ V , v 6= root(G).

• A tree (W,S) is said to be a subtree of the tree G if W ⊆ V and S ⊆ E.

• A subtree (W,S) is a top-down subtree of G if parent(v) ∈W , ∀v ∈W :
v 6= root(G), where parent is the parent function of the sub-tree.

• A tree (W,S) is a bottom-up subtree of G if children(v) ⊆ W , ∀v ∈
W : v /∈ leaves(G), where children is the children function of the sub-
tree.

One distinguishes between ordered and unordered trees depending on whether
the order of the children of each node is taken into account or not. Ordered
trees are defined as trees for which the relative order of the successors of a
node is fixed. The order property of the nodes within a tree is not relevant to
the ontology structural property that they shall embody. For example, in the
taxonomy describing the morphological types of mammals, it is not important
whether the subclasses “flying mammals”, “water mammals” and “tree mam-
mals” will appear in that, or in a different order. What is important is the
relation of each of the sub-classes to its super-ordinate category “mammals”
and its sub-ordinate categories. For that reason, in what follows, by trees we
will understand unordered trees.

Finally, let us introduce one more important and commonly used class of
graphs, the class of directed acyclic graphs, often abbreviated as DAG. DAGs
are more general than trees, but share certain commonalities with them. For-
mally, they are defined as directed graphs with no directed cycles (i.e. no path
starts and ends in the same node). DAGs are similar to directed trees, because
their nodes are connected by edges in one single direction; dissimilarly to trees,
a DAG node can have more than one parent (see Figure 2.1 for a graphical dis-
ambiguation). In section 4.2.2 we will show under what conditions it is possible
to generalize trees to DAGs and thus generalize the presented approach to less
particular structures than trees, allowing relations other than subsumtion, as
well as multiple inheritance.
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Figure 2.1: a) A directed rooted tree; b) A directed acyclic graph

We will proceed to discuss isomorphism of graphs and trees, which will be the
basis of a measure of the structural similarity of two ontologies, to be introduced
later on in the thesis.

2.1.2 Graph and Tree Isomorphism

In the ensuing chapters, we will be interested in measuring the similarity be-
tween ontologies expressed as trees or general graphs, which is reduced to the
well known problem of graph matching. A core notion needed for defining graph
similarity is that of graph isomorphism – a structure preserving mapping from
one graph to another (Figure 2.2).

Figure 2.2: Isomorphic graphs: an example.

Definition 3 Graph Isomorphism. A bijective function µ : V1 → V2 is a
graph isomorphism from graph G1(V1, E1) to a graph G2(V2, E2) if for any
v1, v2 ∈ V1

〈v1, v2〉 ∈ E1 ⇔ 〈µ(v1), µ(v2)〉 ∈ E2.

We have previously defined a labeled graph. In many cases, one needs to take
into account the nodes and edges names in order to establish their matching. A
possible way of defining labeled graph isomorphism is presented in the following
definition.

Definition 4 Labeled Graph Isomorphism. A bijective function µ : V1 →
V2 is an isomorphism from the labeled graph G1(V1, E1, hV1

, hE1
) to a labeled

graph G2(V2, E2, hV2
, hE2

) if for any v1, v2 ∈ V1, 〈v1, v2〉 ∈ E1 it holds:
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〈µ(v1), µ(v2)〉 ∈ E2 (2.1)

hV1
(v1) = hV1

(µ(v1)) (2.2)

hE1
(〈v1, v2〉) = hE1

(µ(〈v1, v2〉)). (2.3)

Throughout our study, we will not consider isomorphism of labeled graphs,
for its definition is too restrictive in the ontology matching domain, where it
will often not be the case that mapped nodes have identical labels. In fact, the
matching approaches presented later do not rely on information related to the
entities names at all. The label matching of both nodes and edges is left for
a separate linguistic-based study. All definitions which follow will consider the
unlabeled case.

Definition 5 Subgraph isomorphism. An injective function µ : V1 → V2 is
a subgraph isomorphism from G1 to G2 if there exists a subgraph S ⊆ G2 so
that µ is a graph isomorphism from G1 to S.

Finding isomorphism properties of two graphs or parts of them leads to
identifying common subgraphs. Among the set of common subgraphs of two
graphs G1 and G2, the maximal common subgraphs, denoted by mcs(G1, G2)
are the ones with the maximal order. They will be of particular importance for
the measure of structural ontology similarity, to be introduced in Chapter 4.

Definition 6 Maximal common subgraph. Let G, G1 and G2 be graphs.
G is a common subgraph of G1 and G2 if it exists a subgraph isomorphism
from G to G1 and from G to G2. A common subgraph is maximal if it exists
no other subgraph isomorphism from G to G1 and G2 that has more nodes than
G.

A maximal common subgraph is then the maximal graph isomorphic to sub-
graphs of both G1 and G2 and need not be unique for two given trees or general
graphs.

We now move the focus from general graphs to trees, since they are the
basic structural representational body for hierarchical ontologies (Section 4.2).
Determining whether two trees are isomorphic is a problem, which lies in the
core of comparing hierarchical structures.

In conformity with definition 3, two trees are said to be isomorphic if there
exists a bijective mapping between the sets of nodes of both trees, preserving
their structure. In fact, the root of one tree is mapped to the root of the other
and any two adjacent nodes in one tree are mapped to adjacent nodes in the
other. In order to identify whether two (unordered) trees are isomorphic, a
broadly applied method assigns a unique isomorphism code to the root nodes of
each tree. The necessary and sufficient condition that two trees are isomorphic is
given by the identification of coinciding isomorphism codes. The isomorphism
code of the root of a tree G(V,E) of order n is defined as the sequence of n
integers in the range 1, ..., n

code[root[G]] = [size[root[G]]], code[w1], ..., code[wk],

where the nodes w1, ..., wk are the children of the root of G. The isomorphism
code of a tree is the isomorphism code of its root node.

16



Note that the given definition suggests that every non-root node of G is
assigned an isomorphism code which participates in the formation of the iso-
morphism code of its parent. A simple tree isomorphism criterion results from
comparing the isomorphism codes of two trees.

Theorem 7 Two trees G1 and G2 are isomorphic if and only if code[G1] =
code[G2].

Identifying Tree Isomorphism

According to theorem 7, in order to find out whether two trees are isomorphic
or not we only need to calculate and compare the isomorphism codes of their
roots. One algorithm for computing isomorphism codes of the nodes of two trees
consists in performing a postorder traversal1 of the two trees. In that way, all
nodes are assigned an isomorphism code, which is needed in order to compute
the isomorphism bijection M ⊆ V × V (cf. appendix of [155]). The algorithm
for identifying an isomorphism of two trees consists in first checking whether
they are of the same order and then comparing their isomorphism codes.

Identifying Subtree Isomorphism

The problem of subtree isomorphism identification, or determining whether a
tree is isomorphic to a subtree of another tree, is somewhat more complex than
the particular case just discussed. A standard algorithm for general subgraph
isomorphism was introduced by Ullman in the 70s [154]. It is based on a brute-
force tree-search enumeration procedure and attains efficiency by inferentially
eliminating successor nodes in the tree search. In this section, we will present
an algorithm for finding sub-graph isomorphism in the particular case of trees.

As we have observed in the previous section, there can be bottom-up or
top-down sub-trees of a tree. One distinguishes between bottom-up and top-
down isomorphism with respect to whether a tree is isomorphic to a bottom-up
or a top-down subtree of another tree. We will focus on top-down subtree
isomorphism because it will be of interest for the structural ontology matching
procedure to be introduced in Section 4.2.

Definition 8 A tree G1 = (V1, E1) is isomorphic to a top-down subtree of
another tree G2 = (V2, E2) if there is an injection M ⊆ V1×V2 with the following
properties:

(1) (root[G1], root[G2]) ∈M ,
(2) (parent[v], parent[w]) ∈ M for all nodes v ∈ V1 and w ∈ V2 such that

v 6= root[G1], w 6= root[G2] and (v,w) ∈ M.
The injection M is called a top-down subtree isomorphism of G1 to G2.

In order to present the intuition behind the actual algorithm of determining
subtree isomorphism we will informally introduce bipartite graphs.

A graph G is defined to be a bipartite graph (or a bigraph) if the set of its
vertices can be partitioned into two disjoint sets, V ′ and V ′′, in such a manner
that for every edge e = (v, w) ∈ E one of both holds: {v ∈ V ′ and w ∈ V ′′}

1A traversal of a tree or a graph refers to an algorithm, which visits (exactly once following
a predefined system) and examines (and possibly changes) each node of the tree or graph.
Different kinds of traversals are discussed in, for instance, [155].
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or {v ∈ V ′′ and w ∈ V ′}. A matching in a bipartite graph is defined as a set
of edges E′ within the graph with the property that no two edges in E′ share
a common vertex, i.e. e′ = (v′, w′) ∈ E′ and e′′ = (v′′, w′′) ∈ E′ if and only
if v′ 6= v′′ and w′ 6= w′′. A maximal matching is a matching that is no longer
one after adding one more edge and a maximum matching is the matching with
the largest number of edges possible. The identification of a set of edges within
a graph, which is a matching of maximal cardinality is defined as a maximum
bipartite matching problem.

The algorithm for identifying the existence of a top-down subtree isomor-
phism from a tree G1 into a tree G2 and computing it is based on solving the
following maximum bipartite matching problem. Assume that we want to ver-
ify whether or not a node v of G1 can be mapped to a node w in G2, where
the mapping is understood as in definition 8. Let p and q be integers and let
v1, ..., vp and w1, ..., wq be the children of nodes v and w, respectively. We con-
struct a bipartite graph Gv,w = ({v1, ..., vp}, {w1, ..., wq}, Ev,w) on p+q vertices
with the property that an edge (vi, wj) ∈ Ev,w if and only if the node vi can be
mapped to the node wj (i and j are integers in the ranges (1, ..., p) and (1, ..., q),
respectively). If the bipartite graph Gv,w has a maximum bipartite matching
with p edges, the node v can be mapped into the node w. Recursively solving
the problem for the nodes of G1 determines whether or not there is a top-down
subtree isomorphism of G1 into G2.

The algorithm for the construction of an actual isomorphism is based on the
following result.

Proposition 9 Let G1 = (V1, E1) be a tree isomorphic to a top-down subtree of
a tree G2 = (V2, E2). Let B ⊆ V1×V2 be the set of solutions to all the maximum
bipartite matching problems solved during the top-down subtree isomorphism
procedure on G1 and G2, described above. Then, there exists a unique top-down
subtree isomorphism M such that M ⊆ B.

Maximal and Maximum Common Subtree Isomorphisms

We proceed to define the central notions of a maximal and maximum common
subtree of a pair of trees. Again, due to the fact that subtrees can be top-down
or bottom-up, there is also a distinction between a top-down and a bottom-up
maximal and maximum common subtree. With a similar motivation as in the
previous section, again the definitions and results to be presented in the sequel
only hold for top-down common subtrees.

Definition 10 Let G1 = (V1, E1) and G2 = (V2, E2) be two trees. A top-down
common subtree of G1 and G2 is a triple (X1, X2,M), where X1 = (W1, S1)
is a top-down subtree of G1, X2 = (W2, S2) is a top-down subtree of G2, and
M ⊆ W1 ×W2 is a tree isomorphism of X1 to X2. A maximal top-down
common subtree of G1 to G2 is a top-down common subtree (X1, X2,M) such
that there is no top-down common subtree (X ′1, X

′
2,M

′) of G1 to G2 such that
X1 is a top-down subtree of X ′1 and X2 is a top-down subtree of X ′2. The tree
(X1, X2,M) is maximum if there is no top-down common subtree (X ′1, X

′
2,M

′)
of G1 to G2 such that the size of X ′1 is larger than the size of X1.

Lemma 11 A maximum common top-down subtree of a tree G1 to a tree G2

is also a maximal top-down common subtree of G1 to G2.
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We will use the abbreviation mcs to stand for a maximal common subtree.
The algorithm for constructing a top-down mcs isomorphism of a tree G1

to a tree G2 consists in constructing mcs isomorphisms of each of the subtrees
of G1 rooted at a non-root node v into each of the subtrees of G2 rooted at a
non-root node w. The resulting recursive algorithm is based on applying the
divide-and-conquer technique discussed in [155].

Similarly to the previous section, we will first describe a procedure for veri-
fying whether or not two nodes are to be mapped by a mcs isomorphism. The
procedure is again based on the construction of a bipartite graph, and solves,
this time, a maximum weight matching problem. A maximum weight matching
problem applies for weighted bipartite graphs and consists in finding a matching
whose edges’ weights sum up to a maximal value.

Let the node v of G1 and the node w of G2 be the two potential mapping
candidates with respective children v1, ..., vp and w1, ..., wq (p and q are integers).
We construct a bipartite graph Gv,w = ({v1, ..., vp}, {w1, ..., wq}, Ev,w) on p+ q
vertices with the property that an edge (vi, wj) ∈ Ev,w if and only if the mcs of
the subtree of G1 rooted at vi and the subtree of G2 rooted at wj is non-empty.
Let, in addition, that nonzero size be assigned as a weight to the edge (vi, wj).
The size of the mcs of the subtree of G1 rooted at v and the subtree of G2

rooted at w equals to the weight of a maximum weight bipartite matching in
Gv,w plus one.

Lemma 12 Let G1 = (V1, E1) and G2 = (V2, E2) be two trees. Let B ⊆ V1×V2

be the set of solutions to all maximum weight bipartite matching problems solved
during the procedure described above. Then, there is a unique top-down mcs
isomorphism M ∈ V1 × V2 with the property M ⊆ B.

The problem of finding a mcs for general graphs is NP-complete but in the
case of trees it can be solved in polynomial time [52]. Procedures are discussed
in [38]. Detecting maximum and maximal subgraphs in general in terms of
theoretical and algorithmic approaches is discussed in [93, 101].

2.1.3 Graph Similarity Measures and Distances

In the following, we will review some of the most commonly applied metrics and
measures of graph similarity in the context of the problem of graph matching.
Before doing so, we introduce definitions of a distance function and similarity
measure which will be needed throughout the rest of the thesis and therefore
are not only relevant to the contents of the current chapter.

Metric Spaces and Similarity Functions

Measuring graph similarity comes down to defining and applying an appro-
priate formal quantification of the shared commonality of two given graphs.
Intuitively, similarity between two objects can be measured in terms of their
distance in a certain (metric) space or in terms of shared common features. We
will start by defining and distinguishing between a distance function and a sim-
ilarity (dissimilarity) measure, which are core notions for the graph similarity
problem.
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Definition 13 Let X be a set and let x, y, z ∈ X. A metric or a distance
function2 on the set X is a function f : X × X → R with the following
properties:

f(x, y) ≥ 0, f(x, y) = 0⇔ x = y (positive definiteness) (2.4)

f(x, y) = f(y, x) (symmetry) (2.5)

f(x, z) ≤ f(x, y) + f(y, z) (triangle inequality) (2.6)

A pair of a set and a metric (X, f) defines a metric space.
The notion of similarity or dissimilarity is more liberal than that of a metric.

Dissimilarity is intuitively related to the distance between two entities, whereas
similarity is the exact inverse of dissimilarity. To assess these concepts usually a
measure of dissimilarity is defined which relaxes one or more of the conditions for
a distance function. We will introduce the most commonly adopted definitions
of similarity and dissimilarity between two entities [37].

Definition 14 Dissimilarity. Let X be a set and let x, y ∈ X. A dissimilarity
function on the set X is defined as a mapping δ : X×X → R with the following
properties:

δ(x, x) = 0 (minimality) (2.7)

δ(x, y) ≥ 0 (positiveness) (2.8)

δ(x, y) = δ(y, x) (symmetry) (2.9)

Definition 15 Similarity. Let X be a set and let x, y, z ∈ X. A similarity
function on the set X is defined as a mapping σ : X×X → R with the following
properties:

σ(x, x) ≥ σ(y, z) (minimality) (2.10)

σ(x, y) ≥ 0 (positiveness) (2.11)

σ(x, y) = σ(y, x) (symmetry) (2.12)

The problem of graph matching refers to determining the similarity of two
graphs. In a general statement of the problem, it is reduced to finding an isomor-
phism mapping between two graphs. Following the classification of graph match-
ing problems given in [11], we distinguish between exact and inexact matching.
Exact matching is defined as the graph matching problem when there exists an
isomorphism from one graph to another or from a subgraph of a graph to (a sub-
graph of) another graph. The term inexact matching is used to denote a class of
matching problems for which it is not possible to find an isomorphism between
the two input graphs. It consists in finding the best possible matching between
the vertices of two graphs, rather than the exact node-to-node correspondence.

From a complexity viewpoint, we can distinguish between graph matching
problems which are of undefined complexity (the general category of exact graph
matching problems (finding a graph isomorphism) with exceptions for some

2In computer science, the notion of s distance is sometimes considered as weaker and
thus not synonymous to a metric, in contrast to the pure mathematical sense of this notion.
Example is the edit distance, to be discussed below, which is not a metric in the general case.
However, throughout the thesis by metric and distance function we will refer to the same
concept.
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particular kinds of graphs (e.g. isomorphism of planar graphs [70])), problems
which have been proven to be NP-complete (the whole class of exact sub-graph
matching problems (finding sub-graph isomorphism) [52]), and, finally, problems
of polynomial complexity (tree matching problems [116], [122], [160]).

Finally, the algorithms available for solving graph matching problems can be
classified into optimal and suboptimal. As we have already observed, the problem
of finding a maximal common subgraph, which underlies most graph matching
algorithms, is NP-complete. A couple of state-of-the-art graph matching algo-
rithms and approaches designed for various application fields [133], [137], [152]
provide an optimal solution in exponential time and space which makes them
computationally intractable. On the other hand, suboptimal or approximative
methods are able to find a solution in polynomial time, but give no guarantee
that the solution found is not due to a local minimum trap [5], [32].

For a more advanced discussion of the overall problem of graph matching in
terms of theoretical foundations, algorithms and applications, we refer to [11]
and [19]. In the next sub-sections, we will define and discuss several of the most
commonly used graph distances and similarity measures which underlie and are
independent of the graph matching algorithm to choose.

Edit Distance

Edit distance is one of the most frequently used measures of graph similar-
ity, broadly applied for trees. The main idea behind it is that a tree can be
transformed into another tree by applying a set of operations, such as deletion
or insertion of vertices. Then, the distance between two trees is defined as the
shortest sequence of such operations, called edit operations, that transforms one
tree into another. However, since one edit operation might be more costly than
another, often the costs of the operations are taken into account in addition to
their number [19].

Definition 16 Let G1 = (V1, E1) and G2 = (V2, E2) be two trees. Define the
following set of elementary edit operations on G1 and G2:

1. deletion of a leaf node v ∈ V1 from G1, denoted (v, λ);

2. insertion of a node w /∈ V2 as a new leaf into G2, denoted (λ,w);

3. substitution of a node w ∈ V2 for a node v ∈ V1, denoted (v, w).

Deletion and insertion of non-root nodes imply deletion and insertion of incident
edges.

Definition 17 Let RT ⊆ (V1∪{λ})×(V2∪{λ}), where V1 and V2 are the vertex
sets of two trees G1 and G2, be a relation. RT is called a transformation from
G1 to G2 if it has the following properties:

1. {v ∈ V1|(v, w) ∈ RT , w ∈ V2 ∪ {λ}} = V1;

2. {w ∈ V2|(v, w) ∈ RT , v ∈ V1 ∪ {λ}} = V2;

3. (v1, w), (v2, w) ∈ RT ⇒ v1 = v2,∀v1, v2 ∈ V1 ∪ {λ} and w ∈ V2;

4. (v, w1), (v, w2) ∈ RT ⇒ w1 = w2,∀w1, w2 ∈ V2 ∪ {λ} and v ∈ V1.

21



We note that not any arbitrary sequence of elementary edit operations yields
a meaningful transformation. For example, deletion and insertion are only
allowed on leaf nodes, therefore they can only appear in a bottom-up order
(according to a proper tree traversal). The set of “allowed” transformations
on two trees is called valid transformations [155]. The cost of an elemen-
tary edit operation on trees G1 = (V1, E1) and G2 = (V2, E2) is a function
γ : V1 ∪{λ}×V2 ∪{λ} −→ R with the properties that γ is nonnegative definite,
symmetric and fulfills the triangle inequality. The defined cost function is a
metric and the space ({Γ}, γ), with {Γ} the set of trees, is a metric space. Con-
sequently, the cost of a transformation RT ⊆ (V1∪{λ})×(V2∪{λ}) of a tree
G1 = (V1, E1) to a tree G2 = (V2, E2) is defined as γ(RT ) =

∑
(v,w)∈RT γ(v, w).

Finally, the edit distance between two trees is given as follows.

Definition 18 Edit distance. Let V 1,2
R be the set of valid transformations of

a tree G1 = (V1, E1) to a tree G2 = (V2, E2). The edit distance between two
trees G1 and G2 is defined as δedit(G1, G2) = minRT∈V 1,2

R
{γ(RT )}.

In the following subsection, we present a different approach to measuring
distances between graphs, based on identifying identical sub-structures.

Graph Distance Based on the Maximal Common Subgraph

We will describe Bunke’s graph distance, based on the maximal common sub-
graph of two graphs [20]. Bunke et al. observe that when defining similarity
measures it is often desirable that they are metrics. Usually edit distance mea-
sures are metrics. Still, sometimes the metric properties are too restrictive with
respect to the domain of application. An advantage of Bunke’s distance in com-
parison to edit distances is that it does not depend on the cost of the underlying
edit operations, which are often computationally problematic.

Definition 19 Bunke’s graph distance. Let |G| denote the number of ver-
tices in a graph G. The distance between two non-empty graphs G1 and G2 is
defined as

d(G1, G2) = 1− |mcs(G1, G2)|
max(|G1|, |G2|)

,

where mcs stands for maximal common subgraph and |.| denotes graph cardinal-
ity.

Theorem 20 The distance d(G1, G2) introduced in definition 19 is a metric3.

Bunke’s distance takes into account the ratio of the number of vertices in
the maximal common subgraph of two graphs and the number of vertices in the
larger of both. Note that this is not abusive and theorem 20 holds because the
definition of maximal common subgraph itself (and the definition of common
sub-graph in general) underlies the isomorphism property. An important impli-
cation of the defined metric is that the pairwise distance of a class of graphs to
fixed graph might be quite small, still the distance between any two graphs not
including the fixed one might be quite big. This can be problematic in terms
of defining equivalence classes (or classes of similar graphs) by using Bunke’s
distance - a problem discussed in the concluding chapter of the thesis.

3A proof of the theorem is found in [20].
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Relation between edit distance and maximum common subgraph iso-
morphism

A main result from Bunke discussed in [18] states that the problem of edit-
distance-based graph matching and maximum common subgraph similarity are
related in the following manner

dedit(G1, G2) = |G1|+ |G2| − 2|mcs(G1, G2)|. (2.13)

This simple result shows that any algorithm for maximum common subgraph
determination can be used for graph edit distance and the other way round.

However, we note that the result above should hold for edit distances defined
on edit operations with equal costs. Otherwise, the formulation is not entirely
accurate, for the cost function (defined previously) does not play a role in the
expression (2.13).

Kernel Approaches

Kernel functions are widely used in machine learning in support of various clas-
sification and regression tasks. As a main body of the non-linear Support Vector
Machines, kernels are discussed in more detail in Section 2.2. They are widely
used for text categorization tasks, as well. In Section 2.4, we will expand on
this particular application of kernels by referring to much of the contents of the
current section.

The general intuition about kernel functions is that they measure the simi-
larity between two data examples (not in isolation, but in the context of a given
distribution). Geometrically one can think of a dot product of vectors which
provides an example of a kernel.

But how can kernels be of use in measuring similarities on discrete structures,
such as graphs and trees? In his survey paper, Gärtner introduces the so called
group of syntax-driven kernels for structured data [53] – kernels which handle
data that does not consist of mere flat attribute-value pairs, but has structure.
We will start by defining the string kernel (introduced by Lohdi, Christianini
and Shawe-Taylor in [94]) which underlies a commonly applied tree kernel-based
similarity measure we will discuss afterwards. To these ends, we introduce the
minimal necessary notation.

Let Σ be a finite set of characters, called an alphabet. A finite sequence
x = x1x2...xm of characters from Σ is called a string, the empty string is denoted
by ε. Let Σ∗ denote the set of all non-empty strings defined over Σ. The number
of occurrences of a string y in a string x is denoted as numy(x). A string kernel
counts the occurrences of a string s in two input strings x and x′ and is defined
as

k(x, x′) =
∑
s∈Σ∗

nums(x)nums(x
′)ws,

where ws is a weight which is fixed with respect to given data or a priori.
In a conceptually similar manner Collins and Duffy [28] defined a tree kernel.

Let G1 and G2 be two trees and let a subtree be defined as a connected subgraph
of a tree such that either all or none of the children of a vertex is in the subgraph.
Let hi(G) be the number of times the i-th subtree occurs in a tree G (some
enumeration of the possible subtrees taken into consideration). The tree kernel
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is defined as
k(G1, G2) =

∑
i

hi(G1)hi(G2).

To generalize, we will introduce a method by Haussler [69] for constructing
kernels on strings, trees and graphs which can be applied iteratively to build
a kernel on an infinite set from kernels. The family of kernels is known as
convolution kernels, for the resulting kernel on given objects is the product of
the kernels defined on their parts. Let x ∈ X and x′ ∈ X be two objects
which can be represented as vectors x,x′ ∈ X1 × X2 × ... × XD, where X,
Xi, 1 ≤ i ≤ D are non-empty, separable metric spaces. Let R be the relation
(X1×X2× ...×XD)×X and let its decomposition be defined as R−1(x) = {x :
R(x, x)}. The convolution kernel is defined in the following manner:

k(x, x′) =
∑

x∈R−1(x),x′∈R−1(x′)

D∏
i=1

ki(xi, x
′
i).

The graph matching problem with tree kernels has been addressed in re-
search papers by various authors, we review some of the contributions. Ba-
sic definitions, algorithmic complexity proves and evaluations are provided by
Smola [159] who also proves that the proposed tree kernel algorithm runs in lin-
ear time, thus avoiding dynamic programming with quadratic time complexity.
Neuhaus and Bunke [113] propose a convolution graph kernel function, which is
based on the graph edit distance and counts on evaluating on each step whether
or not the edit paths in two input graphs are valid. The claim is that the method
of the authors is more accurate than standard edit distance based methods and
their kernel variants. Using Schur-Hadamard inner product in an SVM setting,
combined with neural networks to avoid NP-completeness has been proposed
and empirically tested by Geibel et al. [73]. Geibel, Kühnberger and co-workers
suggested using variants of tree kernels for matching XML documents based on
their DOM4 trees [54, 55]. The authors propose to use the underlying structure
of documents as an indicator of their “type” or “genre” in a document classifica-
tion task; see, for more details, various publications by Mehler and co-workers,
e.g. [103].

2.1.4 Basic Concepts in Lattice Theory

The mathematical theory of lattices has shown to be a useful model to represent
concepts, their structure and relations [51]. A hierarchy of concepts is most
intuitively represented by a directed rooted tree (defined in the previous section).
However, the nodes of a tree are related by adjacency; it is only by intuition that
the adjacency relation is considered to represent the subsumption of concepts
within a hierarchy. Lattices, on the other hand, formalize ordered entities where
order is a relation formally more similar to subsumption than adjacency.

Ordered Sets

Order is a property of a set of comparable entities. The theory of order formal-
izes this notion in terms of binary relations between elements of ordered sets.

4DOM stands for Document Object Model and is a structured representation of XML
documents, defining their logical structure and ways of accessing and manipulating them.
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We will start our introduction to order and lattice theory by defining a central
concept – that of a partial order.

Definition 21 Partial Order. Let P be a set and let x,y, z ∈ P. An order or a
partial order on P is defined as a relation ≤, which has the following properties:

x ≤ x (reflexivity), (2.14)

x ≤ y and y ≤ x imply x = y (antisymmetry), (2.15)

x ≤ y and y ≤ z imply x ≤ z (transitivity). (2.16)

A pair (P,≤) of a set and a partial order is called a partially ordered
set (or a poset for short). Similarly to graphs, the notion of isomorphism is
introduced for ordered sets, as well. Two ordered sets P and Q are said to be
isomorphic (or “essentially the same”) if there exists a bijective map φ, called
order-isomorphism from P onto Q such that ∀x, y ∈ P : x ≤ y in P if and
only if φ(x) ≤ φ(y) in Q.

A central property of ordered sets is the so called duality principle. It states
that if a statement Φ is true for all ordered sets, so is the dual statement Φδ. A
dual statement is acquired from a statement by substituting the partial order
≤ with ≥. For every ordered set P we can construct its dual P δ by defining
x ≤ x′ to hold in P δ if and only if x′ ≤ x holds in P , for all x, x′ ∈ P . The term
dual and its derivatives will be used in the sequel with respect to the introduced
duality principle.

An ordered set can be equipped with two special elements – a bottom and
a top element. A bottom element of an ordered set P is an element ⊥∈ P
with the property that ⊥≤ x, ∀x ∈ P . Dually, P ’s top element is an element
> such that for all x ∈ P it is true that x ≤ >.

Lattices and Complete Lattices

Introducing upper and lower bounds of elements of ordered sets gives rise to the
definitions of a lattice, a complete lattice and a semi-lattice.

Let P be an ordered set and let S ⊆ P . An upper bound of S is defined
as an element x of P such that for all s ∈ S, s ≤ x holds. Dually, a lower
bound of S is an element y ∈ P with the property that t ≥ y, ∀t ∈ S. The
set of all upper bounds of S is denoted by Su and the set of all lower bounds
of S is denoted by Sl. If Su has a least element x, then x is called the least
upper bound (or supremum, denoted supS) of S, which is equivalent to the
following two statements:

(1) x is an upper bound of S,
(2) x ≤ x′ for all upper bounds x′ of S.

In a dual manner, the greatest lower bound (or the infimum, denoted
infS) of S is defined as the greatest element of Sl (if it exists).

Now taking the whole set P we will make the following observations:

(1) If P has a top element, then supP = >. When P has no top element
supP = ∅.
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(2) If P has a bottom element, then infP = ⊥. When P has no bottom
element infP = ∅.

As a matter of notation, the concepts of least upper and greatest lower bound
are equally expressed in the following manner. The notation x ∨ x′ stands for
sup{x, x′} and the notation x∧x′ stands for inf{x, x′}, read, respectively, as “x
join x′” and “x meet x′”. Similarly, we alternate the notations supS and

∨
S,

read the join of S and infS and
∧
S, read the meet of S.

We are now ready to give the definition of a lattice and a complete lattice.

Definition 22 Lattice. Let P be a non-empty ordered set. If x∨x′ and x∧x′
exist, ∀x, x′ ∈ P , then P is called a lattice.

Definition 23 Complete lattice. Let P be a non-empty ordered set. If
∨
S

and
∧
S exist, ∀S ⊆ P , then P is called a complete lattice.

Semi-lattices

We have defined a lattice as a partially ordered set closed under both binary
operations supremum and infimum. Relaxing this condition by demanding that
a partially ordered set is closed under only one of the two binary operations
gives rise to the notion of semi-lattice.

Definition 24 Semi-lattice. Let P be a set partially ordered by the binary
relation ≤. Then (P,≤) is a join semi-lattice if for any two elements x, x′ ∈ P
the least upper bound sup(x, x′) exists in P . Respectively, a meet semi-lattice is
defined when for any two elements x, x′ ∈ P the greatest lower bound inf(x, x)
exists in P .

Note that a semi-lattice can be trivially transformed into a lattice by adding
a top element for a meet lattice and a bottom element for a join lattice.

2.2 Introduction to Support Vector Machines

The current section aims to acquaint the reader with the basic ideas of binary
classifications with support vector machines. Before we proceed to that, we
start with some words about machine learning, in general.

2.2.1 Computers and Learning

Machine learning finds an important place in solving a big variety of real life
problems. It evolved from the rather philosophical question of whether and
how could a machine be trained to learn from its “experience” and from the
practical need for a machine to be able to do so. Naturally, answering this
question and motivating further research in the area, was highly furthered by
the development of electronic computers with high capacities and computational
speed which helped to establish machine learning as a standard, nevertheless
developing branch of Computer Science (CS) and Artificial Intelligence (AI).

One distinguishes between several different kinds of (machine) learning and
we will briefly explain them.
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Supervised Learning is about learning from a data set containing example
pairs of inputs and outputs, referred to as training data or a training set. The
basic assumption is that the set of input-output pairs contains an input-output
relationship which the learning algorithm is to uncover and apply as an input to
output mapping function on unseen data. Unsupervised Learning is applied
in the case when no outputs are initially available and the learning algorithm
acquires some knowledge of how and under which dependencies the data have
been generated. In Semi-supervised Learning (also and less commonly re-
ferred to as Query Learning), the machine learner has the ability of learning
various tasks by querying about the output corresponding to a given input. Re-
inforcement Learning, discussed and applied broadly in AI, develops decision
mechanisms of taking an action out of a set of actions in order to move from
one state to a predefined goal state, the decision being a function of the current
state [30].

Depending on the output, the learning problem is characterized as binary
classification in the case when the outputs are binary values, multiple classifi-
cation when the outputs take their values from a number of finite classes (or
categories), and regression – in the case when outputs have real values.

In the next section, we will overview the Support Vector Machines, a promi-
nent classification method, which will play a central role in our ontology match-
ing approaches, providing a technique for selecting characteristic variables.

2.2.2 Overview of Support Vector Machines

The Support Vector Machines are supervised learning classification techniques
introduced in the mid 1990s by Vladimir Vapnik and coworkers. The method
has proved to perform very well in practice for both binary and multiple classifi-
cation as well as regression tasks on large data sets in diverse application areas.
The mathematical machinery behind the SVMs reposes on theoretical grounds
in four different mathematical fields – Optimization Theory, Reproducing Ker-
nel Hilbert Spaces [4], Linear Classification [132], and Vapink and Chervonenkis
Generalization Theory [157]. For reasons of space, we cannot give a detailed ac-
count of all aspects. Instead, we will provide enough knowledge about SVMs in
order to understand the ideas behind SVM-based variable selection approaches
developed in the past decade, as well as to be able to introduce our method.
For thorough introductions to SVMs, we refer to the books of Cristianini et al.
[30] and Vapnik [157], as well as the papers of Massart et al. [14] (discussing
the statistical performance of SVMs), and Burges [21] (providing a brief but
exhaustive overview of the method). We will broadly follow the notations used
by Vapnik, Cristianini and Burges.

Generalization Properties

A supervised machine learning task usually takes place in two main phases: first,
a training phase, when the machine learner is given data to infer a classification,
regression or, generally, a decision rule from and, secondly, a test phase, when the
learner is confronted with unseen data examples to apply (hopefully correctly)
the decision rule on.

The ability to generalize on unseen data, after having learned the training
data is essential and central to every learning machine. The following quotation
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from Burges gives an insight on that [21]:

A machine with too much capacity is like a botanist with a pho-
tographic memory who, when presented with a new tree, concludes
that it is not a tree because it has a different number of leaves from
anything she has seen before; a machine with too little capacity is
like the botanists lazy brother, who declares that if its green, its a
tree.

The conditions under which a learner has sufficiently good generalization
properties so that it does not behave like the botanist with photographic mem-
ory, but is also sufficiently precise in its judgments, so that it does not behave
like the botanist’s lazy brother have to be studied and defined.

Let us consider the following binary classification layout. Assume we have l
observations xi ∈ Rn and their associated trusted “truth” yi ∈ {−1, 1}. Data
are assumed to be i.i.d. (independent and identically distributed), drawn from
an unknown probability distribution P (x, y). The goal of binary classification
is to “learn” the mapping xi → yi which is consistent with the given examples.
Let {f(x, α)} be a set of such possible mappings, where α denotes a set of
parameters. Such a mapping is called a classifier and it is deterministic – for a
certain choice of x and α it will always give the same output f .

Since the data are drown from a distribution P , the natural measure of error
would be the probability that a random instance is misclassified. The actual
risk, or the expectation of the test error for such a learning machine is

R(α) =

∫
1

2
|y − f(x, α)|dP (x, y). (2.17)

The quantity 1/2|y − f(x, α)| is called loss. Based on a finite number of
observations, we calculate the empirical risk

Remp(α) =
1

2l

l∑
i=1

|yi − f(xi, α)|, (2.18)

which is a fixed number for a given training set {xi, yi} and a certain choice of
parameters α.

For losses taking values 0 or 1, with probability 1−η, 0 ≤ η ≤ 1, the following
bound on the actual risk holds:

R(α) ≤ Remp(α) +

√
h log( 2l

h ) + 1− log(η4 )

l
, (2.19)

where h is a nonnegative integer which will play a core role in our variable
selection procedure, called the VC dimension, measuring the capacity of the
classifier5. We note that the presented risk bound does not depend on P (x, y)
and it can be easily computed provided the knowledge of h. We will briefly
introduce this parameter.

Let us consider the set of functions {f(x, α)} with f(x, α) ∈ {−1, 1},∀x, α.
In a binary classification task there are 2l possible ways of labeling a set of

5VC stands for the initials of Vapnik and Cherovonenkis who introduced the theory in the
1980s.
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Figure 2.3: Structural risk minimization I.

Figure 2.4: Structural risk minimization II.
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Figure 2.5: A separating hyperplane and a maximal margin in R2.

l points. If for each labeling there can be found a member of {f(α)} which
correctly assigns these labels, we say that the given set of points is shattered by
the given set of functions. The VC dimension is a property of such a family of
functions, which is defined as the maximum number of training points that can
be shattered by that family.

The bound (2.19) gives an insight on one very important aspect of statistical

learning. The term

√
hlog( 2l

h )+1−log( η4 )

l , called VC confidence is “responsible”
for the capacity of the hypothesis space (including hypotheses with the ability
to learn unseen data without an error). The other right-hand quantity of (2.19)
– the empirical risk, measures the accuracy attained on the particular training
set {xi, yi}. What is sought for is a function which minimizes the bound on the
actual risk and thus provides a good balance between capacity and accuracy –
a problem known in the literature under different names such as bias variance
tradeoff, overfitting or capacity control. Structural risk minimization, sketched
in Figure 2.3 and Figure 2.4, provides a theory to do so. The set of functions is
divided into nested subsets ordered by VC-dimension. The one which assures
the lowest bound on the risk functional is picked out.

Linear Classification

We come back to binary classification with support vector machines. SVMs are
based on a family of linear functions {f(x, α)} mapping elements from the input
space to a binary output, as introduced so far with α being the parameters of
the linear function f(x). The classification decision is according to the sign of
the linear function at the point to be mapped. Geometrically, it can be thought
of as a hyperplane separating the space of the inputs in two halves in a way
that the margin between the two classes is maximized (shown in Figure 2.5).

More formally, let us consider the input space X ⊆ Rn and the output
domain Y = {−1, 1} with a training set S = ((x1, y1), (x2, y2), ..., (xl, yl)) ∈
(X,Y )l. SVM is a linear real function f : X → R with

f(x) = 〈w,x〉+ b,

where α = (w, b) ∈ Rn × R and 〈·, ·〉 denotes the inner product in a vector
space (a dot product in an Euclidean space). The separating hyperplane in the
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input space X is defined by the set {x|f(x) = 0}. The decision rule assigns an
input vector x positive if and only if f(x) ≥ 0 and negative – otherwise. (The
inclusion of 0 in the first case and not in the second is conventional.)

We are looking for the best decision function f(x) which separates the input
space in a way that the distance between the positive and negative examples
closest to the hyperplane is maximized. The parameters of the desired function
are found by solving the following quadratic optimization problem:

min
w∈Rn,b∈R

1

2
‖w‖2

under the linear constraints

∀i = 1, ..., n, yi(〈w,xi)〉+ b) ≥ 1.

For computational reasons the problem will be solved in a Lagrangian set-
ting. This is useful for two main reasons: first, the constraints will be replaced
by constraints on the Lagrangian multipliers which are easier to handle and,
second, the training data points will appear only in the form of dot products
which, we shall see, is useful for generalizing to the nonlinearly separable case.

After that argumentation, the original problem is transformed to minimizing
the Lagrangian functional

LP ≡
1

2
‖w‖2 −

l∑
i=1

αiyi(〈xi,w〉+ b) +

l∑
i=1

αi (2.20)

with respect to w and b, where αi are non-negative Lagrangian multipliers
(i = 1, ..., l). However, minimizing 2.20 is equal to solving the dual Lagrangian
problem – maximize

LD ≡
l∑
i=1

αi −
1

2

l∑
i=1

αiαjyiyj(〈xi,xj〉) (2.21)

with respect to the Lagrangian multipliers. This follows directly from setting
the derivatives of LP with respect to w and b to zero, yielding

w =
∑
i

αiyixi

and ∑
i

αiyi = 0.

A solution w, b of the initial optimization problem must satisfy the follow-
ing necessary and sufficient conditions (known as Karush-Kuhn-Tucker (KKT)
conditions):

∂

∂wv
LP = 0, v = 1, ..., n (2.22)

∂

∂b
LP = 0 (2.23)

yi(〈xi,w〉+ b) ≥ 0, i = 1, ..., l (2.24)

αi ≥ 0, ∀i (2.25)

αi(yi(〈xi,w〉+ b)− 1) = 0, ∀i. (2.26)
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A bound on the VC-dimension

The VC-dimension, discussed in the beginning, is going to play an important
role in our SVMs-based variable selection procedure, to be presented in Chapter
4. In general, it is difficult to compute the VC-dimension directly, but we can
compute an upper bound for it, depending on the weight vector w and on
properties of the data.

Consider hyperplanes of the kind {x|f(x) = 〈w,x〉+ b = 0}. The following
lemma (Vapnik [157]) provides an upper bound on the VC-dimension.

Lemma 25 If all example vectors xi are contained in a ball of radius R and
for all exmples it holds

|〈w,x〉+ b| ≥ 1,

then the set of hypotheses {f(x)} has a VC-dimension h bounded by

h ≤ min(R2‖w‖2, l) + 1.

SVMs with Kernels

Figure 2.6 summarizes the steps undertaken towards finding a solution in the
linearly separabel case. The power of SVMs is that even if data are not lin-
early separable in the input space, they can be mapped into a (possibly higher
dimensional) space, called feature space where a linear boundary between both
classes can be found (cf. Figure 2.7 for an illustration). The mapping is done
by the help of the transformation

φ : X −→ F = {φ(x)|x ∈ X} ⊆ RN ,

where N is a positive integer or infinity. The set of linear hypotheses in the
feature space is constructed in the same way as in the original input space,

f(x) = 〈w·φ(x)〉+ b =

N∑
i=1

wiφi(x) + b. (2.27)

We come to the final step which makes SVM so easy to apply. As we have
seen, in Lagrangian theory, (2.27) has the dual representation

l∑
i=1

αiyi〈φ(xi), φ(x)〉+ b. (2.28)

In the latter formulation, the nonlinear transformations of the original data φ
appear only in the form of an inner product which can be replaced by a kernel
function with the property

K(x, z) = 〈φ(x), φ(z)〉.

In result, we do not need the explicit knowledge of the (possibly nonlinear)
transformation φ, nor the resulting (possibly higher dimensional) feature space.
In the input space we will use a kernel function which acts as a dot product in the
feature space. The formal algorithm of finding the decision function is similar
to the one from the linear case with the difference that the dot products are
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Figure 2.6: SVMs: The linearly separable case.

Figure 2.7: SVMs: The linearly non-separable case.
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replaced by that kernel function. The expressiveness of the learning machines
is increased a lot by the introduction of kernels – the underlying linearity of the
classifiers remains intact which preserves their computational tractability.

The necessary and sufficient conditions for a function, defined in the original
space to be an inner product in the feature space are given by Mercer’s theorem
[21], [30]. The simple condition of Mercer’s theorem is that the kernel must be
a positive semi-definite function.

There are many plausible choices of a kernel function which have already
proved to be quite efficient in practical applications. Among many popular
choices, we will outline the polynomial and the radial basis function kernels
given by:

K(x,y) = (〈x,y〉+ 1)p (polynomial) (2.29)

K(x,y) = e−γ‖x−y‖
2

(radial basis function) (2.30)

Note that each kernel function depends on one or a set of parameters. In
the examples above these are the degree d or the parameter γ. Picking up the
right kernel and then setting its parameters appropriately is a difficult task (see
research on model and parameter selection, e.g. [30], [9]), usually done manually
by using heuristics or methods like cross-validation [30].

Finally, kernels which do not operate on vector spaces and therefore do not
fulfill Mercer’s condition have also been introduced to deal with data which are
not representable in a vector space (or its representation is costly and inefficient),
like strings and graphs. Such examples, known as kernels for structures, are
considered in Sections 2.1.3 and 2.4 and the sources cited there.

2.3 Variable Selection

Variable selection is a basic problem in a number of real life statistical analysis,
classification and regression tasks. Applying a variable selection procedure to a
learning task has many benefits, such as enhancing descriptiveness (it can im-
prove the visualization of the data and the understanding of hidden relations),
achieving better generalization and / or gaining computational power. The task
of variable selection is to evaluate with respect to some predefined criteria the
importance of a variable (or a block of variables) for the outcome of a given ma-
chine learning task, should that be prediction, classification or a simpler data
analysis problem. The result of a variable selection procedure can be a list of
the input variables ordered by importance or informativeness. On the one hand,
this helps to reduce the dimension of the input space by eliminating uninforma-
tive, noisy or redundant variables. In that way we ensure better computational
efficiency and improve generalization. On the other hand, in various domains of
application, where the learning tasks are of supervised nature, such as process
control, forecasting, text categorization or gene selection it is important to find
out more about the input – output relations that hold in a dataset by pointing
out the input variables, which most strongly affect the response. In a classi-
fication task, it provides mechanisms for ranking the variables with respect to
their discriminative power. In our study, we are interested in classification tasks
for text categorization and the focus falls on the latter application of variable
selection.
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We make a distinction between the terms “variable” and “feature”, both
used (sometimes confusingly) to denote similar but distinct entities in statisti-
cal and machine learning terminology. The term “variable” is most commonly
used for the original input variables, while the term “feature” stands for vari-
ables constructed from the input “variables”. Both terms are often used in an
substitutable manner; a disambiguation is, however, needed when the features
are implicitly computed from the variables like, for instance, in kernel-based
methods.

One of the contributions of this dissertation is the definition and applica-
tion of a novel variable selection criterion, based on Support Vector Machines,
which will be introduced in Section 4.3.3. For an overview of standard variable
selection applications and existing theoretical approaches we refer to the study
of Guyon and Elisseeff [63]. Variable subset selection methods for text-learning
have been discussed and evaluated in [109]. A part of the next section of this
thesis is also dedicated to selection techniques for text categorization, since they
are of particular importance for some of the main results. SVM-based methods,
which are directly relevant to our approach, are discussed separately in Section
2.3.2.

2.3.1 Standard Variable Selection Techniques

According to the typology of variable selection techniques brought out by Guyon
and Elisseeff [63], one distinguishes between variable ranking, variable subset
selection and space dimensionality reduction by feature construction. We outline
the main characteristics of each of these methods.

Variable ranking evaluates the contribution of single variables by assigning
to each the value of a scoring function. The scoring function is calculated from
the data. It can be based on correlation criteria (estimating the correlation
between a variable and the output), or information theoretic criteria (such as
an estimation of the mutual information between a variable and an output).
Equally, the predictive power of an individual variable can be evaluated by
using as a criterion the performance of some classifier built with this variable
only.

However, ranking variables individually leads to neglecting the informative
power of variables taken in groups. Therefore the second important group of
techniques unites variable subset selection methods. The selection of groups
of variables can be done in three different manners, where from one can further
distinguish between three types of subset selection techniques: wrappers, filters
and embedded methods. The difference between the three classes of methods is
in their relation to the machine learning process. Wrappers use the machine
learner as a “tool” to score groups of variables according to their predictive
power [86]. For that reason they are not specific to a given learning machine.
Filters, on the other hand operate on a dataset before introducing the machine
learner – the variable subset selection is a pre-processing mechanism. Finally,
embedded methods act simultaneously with the learning machine by adjusting
the scores of the subsets in the time of training. Figure 2.8 sketches the temporal
relation of the three methods with the training phase in a machine learning task.

One of the main goals of variable selection is to improve efficiency by reducing
dimensionality and hence complexity. The third important class of selection
techniques are based on space dimensionality reduction by constructing
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Figure 2.8: Selection techniques in relation to training in time.

features (principal axes) out of the input variables and projecting the data onto
the newly constructed feature space. The most pertinent variables are those
which contribute most to the construction of the new principle axes.

Clustering is one of the most prominent feature construction techniques. The
main idea is to find clusters of similar variables among the set of original input
variables and replace each cluster by a feature which is the cluster’s centroid.

Singular value decomposition (SVD) is another feature construction method
originating from factor analysis and matrix factorization. It is a fact that in
many learning problems where hundreds of thousand of variables are available, a
much smaller number of them are linearly independent. SVD-based techniques
make use of that fact in order to construct new features as linear combinations
of the input variables by performing SVD on the matrix containing as rows the
observations6 and as columns – the input variables.

Latent Semantic Analysis, discussed in Section 2.4 of this chapter is based
on that technique. Other related approaches are two of the most common
descriptive statistics methods – the Principle Component Analysis and the Dis-
criminant Analysis, which on their turn have been dedicated some more space
to later on, in Section 4.3.2. Both PCA and DA project the input data on prin-
ciple axes which are constructed by linear combinations of the input variables.
Naturally, different linear combinations, i.e. assigning different weights to the
input variables, corresponds to constructing different axes. In our approach,
what we are interested in both PCA and DA analyses is the way that classes
are represented and separated in a projection over one or two principle axes.
For that reason, the variables which contribute at most for the construction of
these axes are those that are most important for the separation of the instances
projected over these axes. These variables are also said to best discriminate
between the classes.

2.3.2 Variable Selection for SVMs

The SVMs have many attractive sides – their performance does not depend on
the distribution of the data safe that they are i.i.d., it does not demand a linear
input-output relation and they are computationally advantaged over competing
methods. The decision function is calculated only on a small number of input
points (the support vectors). At least theoretically, the generalization properties
of SVMs do not dependent on the size of the input space which makes variable
selection little prominent for learning with SVMs. However, the listed properties
turn them into a good candidate for a variable selection tool to be used self-
dependently. In addition to that, some authors have shown that even though

6The term “observations” is common for denoting the examples (or instances) in a dataset.
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theoretically unnecessary, variable selection improves SVM learning in practice
[64, 126].

SVM-based variable selection has been studied in the past couple of years,
although, to the best of our knowledge, with surprisingly little intensity. We
briefly review the most important related endeavors.

Guyon et al. (2000) proposed the SVM-RFE (standing for Recursive Feature
Elimination) algorithm [64] for selecting genes which are relevant for cancer
classification. The algorithm selects r out of l initial variables with r < l based
on a backward sequential selection. The removal criterion for a given variable
is minimizing the variation of the weight vector ‖ w ‖2, i.e. its sensitivity with
respect to a variable.

A method based on finding the variables which minimize bounds on the
leave-one-out error for classification was introduced by Weston et al. (2000)
[163]. The leave-one-out is a bound on the actual risk, alternative to the one
introduced in Section 2.2, based on the support vectors. To get an estimate of
the bound, for all training points the following procedure is applied: a training
point is removed, SVMs are re-trained over the data without the removed point
and tested on it. The expectation of error over all training sets with one point
left out gives us the desired bound. The bound is intuitive and quite elegant
and formally it looks as follows:

E[Rl−1] ≤ E[NSV ]

l
, (2.31)

where Rl−1 is the risk of a machine trained over l − 1 observations, E[Rl−1]
is the expectation of that risk for all possible choices of sets of size l − 1, NSV
denotes the number of support vectors over a set of l−1 observations (its expec-
tation is taken over all possible such sets). Weston et al. tested their criterion
on toy data, artificially generated for the experiments and on real-life data for
face detection, pedestrian recognition and cancer morphology recognition. The
performance of the selection method has been evaluated by comparing the gen-
eralization error in a classification task when using the selected features only
and when using the whole set of features which includes noise by construction
(in the toy data), or by nature (in the real-life problems).

Rakotomamonjy et al. (2004) suggest a variable selection procedure for
SVMs based on the sensitivity of the margin according to a variable. The
guiding heuristics of their approach is:

A variable which is little informative and thus little important for
the decision function, is a variable to which the margin 2/‖ w ‖ is
little sensitive [126, 127].

To demonstrate the viability of their selection method, the authors replicated
the experiments on toy data from Weston et al. and carried out additional
experiments for pedestrian recognition, outperforming the results reported by
Weston and colleagues in [163].

Finally, we will cite one last contribution by Bi et al. (2003), who devel-
oped the VS-SSVM variable selection method for regression tasks applied to
molecules bio-activity prediction problems [13]. The suggested variable selec-
tion method is a wrapper technique: it uses the performance of the learner with
respect to a group of selected variables as a criterion of their importance. Bi
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et al. point out that, although successful in induction tasks, wrapper meth-
ods can be computationally very expensive on a large number of variables. To
reduce computational costs, the variable selection is performed by the help of
linear SVMs as a preprocessing step to induction tasks with non-linear learning
machines.

In Section 4.3.4, we will present our own contribution to the variable selection
research for SVMs, based on variations of the VC dimension of the classifiers.
The current section will close by an introduction to text categorization – a field
of machine learning, in which a central part of the solutions proposed in this
thesis is grounded.

2.4 Text Categorization

Text categorization is a machine learning classification task which takes as input
data a collection of text documents written in some natural language. This could
be the set of all web-pages in a web directory, the emails that a certain person
has received during the last year, etc. Assume that all these text documents are
grouped together in classes of some kind – the categories of the web directory,
“spam” vs. “not spam” in the email example. The task of text categorization
consists in assigning the correct class label to an unseen text document, given
a dataset consisting of correctly classified documents. Automatic filtering of a
large amount of text documents is useful for presenting to the user only the ones
which are of importance to her or the ones which correspond to a given query.

Instance-based approaches to modeling and comparing ontologies often rely
on text categorization techniques. An ontological concept is referred to by a
word, a set of words or a set of documents and can be viewed as a category
unifying entities which are represented as or appear in text documents. The
methods for instance-based concept alignment developed in this thesis (cf. Sec-
tion 4.3) apply different text classification techniques, as well, and therefore, in
the following paragraphs, we will describe several ground notions and approaches
from this field of machine learning and natural language processing. Many of
the topics discussed below are covered thoroughly in the book by Manning and
Schütze [98].

2.4.1 Representing Text Documents as Feature Vectors

In order to be able to perform classification or other machine learning tasks on
text documents, we need to render them in a form, which is a suitable input of
a computer program and allows this program to run efficiently in terms of time
and space complexity.

In the current section, we will introduce a standard approach to represent
a text document as a vector in an n-dimensional feature space, based on the
frequency of the appearances of word stems within the document and known
as the TF/IDF vector model. A word stem is a form of a word which results
from removing the information relevant to flection and case from the word [123]
(a processes known in computing as lemmatisation). That method renders
words which may look intuitively the same for humans because they share a
morphological root, but appear different to computers, into one single “word”
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– for example, the words “plays”, “played” and “playing” are represented by a
single word stem “play”.

In the following sections, we will not distinguish between the terms “word”,
“word stem” and “term”.

In order to additionally simplify the task of representing human-produced
text in a numerical format, often a certain kind of pretreatment of the input text
data is required. This most commonly consists in removing so called stop-words
(topic-neutral words which appear too often in the text corpus), such as definite
and indefinite articles, conjunctions and propositions (“or”, “but”, “as”, “the”,
“a”, etc.), as well as words which appear too few times in a single text or in
the whole corpus. The collection of terms of the corpus which are retained and
which will be used to describe a single document will be called a vocabulary.

The representational standard TF/IDF, a short for Term Frequency / In-
versed Document Frequency, consists in coding a text document by an n –
dimensional feature vector, where the value of each feature is relative to the
frequency of the appearance of a word within the text document, scaled by the
number of documents in which the word appears within the whole document
data base. The number n of words to be considered depends on the particular
application and on the user’s choice – in the most specific and expensive case n
equals the number of all words encountered in a training corpus.

We will give a formal definition of the TF/IDF model starting by introducing
some notation. Let the number of times a word wi appears in a text document
d be denoted by TF (wi,d). Clearly, a document d containing n words can be
coded by an n-dimensional TF-vector by calculating the values of the TF (wi,d)
features for all i = 1, ..., n. However, the performance of algorithms using this
representation is improved a lot by scaling each of the dimensions of the vector
by the so called inversed document frequency, or IDF for short. Let the number
of documents in which a word wi occur within the whole text document dataset
be DF (wi). The inverse document frequency of a word, given that m is the
number of documents in the training set, is calculated by

IDF (wi) = log(
m

DF (wi)
). (2.32)

Finally, the TF/IDF feature vector corresponding to a document d on n words
looks like that:

d = (TF (w1, d)IDF (w1), TF (w2, d)IDF (w2), ..., TF (wn, d)IDF (wn)).

Clearly, due to the fact that each document can contain a different number of
words and in order to be able to project all the vectors onto one single vector
space where distances can be measured, a normalization of the length of the
document vectors is needed, before proceeding to the classification task. Most
of the vectors will remain sparse since most of the documents in a training
dataset will not contain all the words from the vocabulary.

In the rest of the chapter and of the thesis, we will predominantly consider
the TF/IDF document representation model, except where stated otherwise. We
mention, for completeness, that this is not the only possible text representation.
Simpler presentations include collecting the raw counts of the term occurrences
in the documents. More complex methods, introduced in [106], consist in defin-
ing an attribute for each word position in a text document whose value is the
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actual natural language word which appears at this particular position. This
method of text representation is commonly applied in Bayesian learning text
classification, discussed below.

2.4.2 Dimensionality Reduction

As already mentioned above, since words are used as features, the document
vectors might become of a prohibitively large dimension, reaching hundreds
of thousands of terms. This can lead to a situation in which the essential
information is becoming hard to extract and the computational efficiency of the
applied learning algorithms is reduced. As it has been observed by Goller [57],
dimensionality reduction is also useful in order to avoid overfitting, even for
Support Vector Machines.

Text categorization is an inductive learning task and all of the feature se-
lection techniques discussed from a general viewpoint in Section 2.3 can be
applied. In the current section, we will outline a few (automatic) techniques for
dimensionality reduction applied particularly for learning and classifying text. A
thorough evaluation of some of the selection techniques on large categorization
problems is presented by Mladenic [109] and Yang [167, 168].

One of the most commonly applied selection methods is information gain
[106]. The method suggests an information theoretic approach to evaluate the
goodness of a term with respect to a set of categories. It is based on measuring
the number of bits of information obtained for a given category before and after
the removal of a certain term.

Another frequently used method tightly related to information gain is mu-
tual information in which one considers the co-occurrences of a term and a
category [26]. We will present a variation of it, known as the point-wise mu-
tual information. Let t be a term and c – a category and let A be the number
of times t and c co-occur, B – the number of times t occurs alone, C – the
number of times c occurs alone and m – the total number of documents in the
dataset. The mutual information criterion is estimated by

I(t, c) = log
A×m

(A+ C)× (A+B)
. (2.33)

A related approach uses the χ2 - statistics by testing the lack of indepen-
dence between t and c [166]. The criterion is estimated by

χ2(t, c) =
m× (AN − CB)2

(A+ C)× (B +N)× (A+B)× (C +N)
,

where N is the number of times neither t, nor c occurs. Based on the χ2

- statistics, Sebastiani and co-workers proposed the GSS coefficient given
simply by the difference AN − CB [136].

The criteria discussed so far are similar in that they look into the information
about the term-category associations. A second group of methods consists of
criteria which are not task-specific in that sense.

The number of documents in which a term occurs is clearly another straight-
forward criterion for the term’s importance. Document frequency thresh-
olding is a simple feature selection technique, which is based on the document
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frequency for each term in the training dataset. Terms with an infrequent oc-
currence are considered as unimportant for the regrouping of documents into
categories.

The importance of a single term can also be evaluated by the so called term
strength criterion [164]. The quantity that this technique measures is the like-
liness of a term to appear in documents that are assumed to be closely related.
The relatedness of documents is measured by a certain similarity measure (usu-
ally the cosine value, discussed in the next section).

Based on an experimental evaluation of the feature selecting techniques for
text categorization tasks discussed above, Yang and Pederson [168] reported that
the Information Gain and the Chi-square methods prove to be most efficient.
Sebastiani [136] indicates GSS as the most efficient of the proposed techniques.
However, the efficiency of one method or another remains a question of a par-
ticular application and used data. In our study, we apply feature selection for
different ends than the ones suggested by the authors of [168, 136] – instead of
dimensionality reduction, we aim at evaluating the predictiveness of a small set
of features with respect to a class. We will see in the empirical evaluation of
our results (Section 5) that for that goals different selection techniques show to
be more appropriate.

Feature selection in text-learning can be also based on descriptive statisti-
cal methods, such as Principal Components Analysis and Discriminant Analysis
(discussed in Section 4.3 and in [77, 48]) and the related Latent Semantic Analy-
sis (LSA). These methods differ from the ones cited above in that they construct
a set of new features (fewer than the original number of features) by regrouping
together semantically similar terms and forming optimal dimensions. We will
describe LSA in some more detail below.

Latent Semantic Analysis is a technique of major importance in natural
language processing (NLP), introduced by Landauer and co-workers in the late
1980s [91]. It is Landauer’s claim that LSA is also a cognitively plausible model
of the way humans representation of meaning reflects the words they read and
hear. Leaving aside the discussion of the cognitive aspects of the method, we
focus on the fact that LSA is broadly applied in text categorization as well as
in general information retrieval, finding relations between terms, cross language
retrieval and other NLP tasks.

An old idea in NLP, and one we discussed in details above, is that documents
can be represented as vectors in a space, which is constructed by assigning an
orthogonal direction to every term. This leads to the creation of spaces of
hundreds of thousands of dimensions. LSA evolves from the intuition that such
a high dimensionality is useless, based on the heuristics that there are many
hidden (latent) relations between the terms. For example, the terms car and
automobile are likely to appear in similar documents, just as guitar and piano,
etc. For that reason, documents as vectors in a high dimensional space where
each dimension is a single term will not “occupy” all possible regions of this
space, but will be grouped in small subspaces of it. Based on that finding, LSA
constructs a lower dimensional concept space by combining related terms in a
single dimension.

LSA starts by representing a text corpora as a matrix in which, standardly,
each row stands for a term and each column – for a text document. Usually,
documents are coded as TF/IDF vectors in which every single element of the
matrix contains a number relevant to the frequency with which a term appears in
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a document. Let the term-document matrix be A. In mathematical terms, the
discussion about term relatedness from the previous paragraph can be summed
up to the following statement about the matrix A: the rank of A is much lower
than min(n,m). (Remember that the rank of a matrix is the number of linearly
independent rows or columns and is at most equal to the smaller of the numbers
of rows and columns [58].)

As a second step, LSA performs a singular value decomposition (SVD) on A.
SVD, discussed also in [58], represents a rectangular matrix as a product of three
matrices: one describing the original row entities as vectors of derived orthogonal
factor values, another describing the original column entities in the same way,
and a third one which is a diagonal matrix containing scaling values. The
multiplication of the three matrices results in the original rectangular matrix:

An×m = Un×rΣr×rV
T
r×m, (2.34)

where r is the rank of A (r ≤ min(n,m)) and U and V are column orthogonal
matrices (UTU = V TV = I, where I stands for the identity matrix).

By using this decomposition, terms and documents are translated into a
common concept space of dimension r lower than n (the original number of
terms). Every row i of the matrix U can be viewed as a refined representation
of a term i and every row j of V can be viewed as a refined representation
of a document j, which results from the orthogonal factoring of the rows and
columns of A. Since terms and documents can be equally viewed as vectors
living in an r-dimensional space, the document-document, term-term and term-
document similarities can be evaluated by the help of a distance metric or a
similarity measure of the user’s choice – usually the cosine between vectors (cf.
next sub-section).

In order to relieve computational complexity, only the k (k << r, k ≈ 300)
largest values on the diagonal of Σ are taken, together with their corresponding
vectors from U and V . Thus, A is approximated by

An×m = Un×kΣk×kV
T
k×m. (2.35)

Finally, LSA as a feature selecting technique is based on deciding on the
goodness of a feature with respect to a certain class of documents by measuring
their distance or similarity to that class in the LSA space.

2.4.3 Measuring Document Similarity

There are different plausible choices of a distance metric or a similarity measure
defined on a set of documents coded as TF/IDF vectors. The particular choice
is task and data dependent and in most of the cases, once the document vectors
are computed, it is easy to try out different distance measures and pick out the
most appropriate one.

A review of several commonly used distances and measures is found in [87].
Among them, the most applied ones are the Cosine similarity measure and
the Euclidean distance defined for two documents d1 = (d1

1, ..., d
1
n) and d2 =

(d2
1, ..., d

2
n) living in an n-dimensional space by the well-known formulas:
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- Euclidean distance:

deuc(d1,d2) =

√√√√ n∑
i=1

(d1
i − d2

i )
2

- Cosine similarity measure:

dcos(d1,d2) =

∑n
i=1 d

1
i · d2

i√∑n
i=1(d1

i )
2 ·
∑n
i=1(d2

i )2

We note that kernels can be also used to evaluate the similarity of doc-
uments based on the general intuition that they are measures of similarity
between two data examples. The simple dot product of vectors provides an
example of a kernel and can be used as a similarity measure. As we shall see in
next section, a special kind of kernel for structures is applied as a measure of
the closeness in meaning of two documents.

2.4.4 An Overview of Text Categorization Approaches

Let us again recall the setting of the classification problem that we are to solve
and the notations that we have decided to use. Our training data consists of m
documents coded as n-dimensional vectors, di ∈ Rn, i = 1, ...,m. Additionally,
let there be K categories c1, ..., cK . Each of the documents in our training
set is assigned an output value yi ∈ {c1, ..., cK}, according to its class label.
The number of documents in a category ci is denoted by mci . Finally, let
d = (d1, ..., dn) be an unseen document vector that we want to classify in one
of the predefined categories.

Text categorization approaches use machine and statistical learning tech-
niques to train an automatic classifier on a dataset of the described type with
adequate generalization properties which will allow for the correct label assign-
ment of unseen documents [57, 167]. We review some of the most prominent
learning techniques that have been successfully applied so far to the task of
categorizing text documents.

Naive-Bayes Learner

Bayes theorem for conditional probabilities is often of help for solving text cat-
egorization problems [106]. The classification technique provides an estimation
of the probability of a class, given the feature vector of a new document by
using the training data. The conditional class probability is given by

P (ci|d) =
P (ci)P (d|ci)

P (d)
.

The learner has the part “naive” in its name, because, in order to estimate the
quantity above, it makes the assumption that words are conditionally indepen-
dent. This assumption is too strong and generally wrong. It is a fortunate
fact that the Naive-Bayes classifier performs very well in practice, nevertheless.
Conditional independence assumed leads to the following representation:

P (ci|d) = P (ci)

n∏
j=1

P (dj |ci). (2.36)
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Note that P (d) has been removed from the formula because it is a con-
stant with respect to the categories. Estimates of the two probabilities left to
calculate, based on the training set, are given in the following way:

P̂ (C = ci) =
mci

m
(2.37)

P̂ (dj |ci) =
1 + nij

n+
∑n
k=1 nki

, (2.38)

where nij denotes the number of times a word j occurs in documents from the
category ci [1].

Rocchio Algorithm

A largely applied classification method, proposed by Rocchio [128], consists in
first building a prototype vector for each category ci, i = 1, ...,K by taking the
average of all training documents belonging to that category. In order to assign
a class to an unseen document d, the similarity of each prototype vector and d
is measured (commonly using the cosine measure). Then d is assigned the class
whose prototype vector is found to be closest to d.

Nearest Neighbors Learner

Nearest-neighbors methods for classification tasks produce a prediction of the
class-value of a new instance based on the most commonly encountered class-
value in the set of training points closest to the new instance in the input space.
For continuous valued target functions, the k nearest neighbors prediction is
calculated by

f̂(x) =
1

k

∑
xi∈Nk(x)

yi,

where yi corresponds to the value of the function in the i-th training instance and
Nk(x) is the set containing the k closest to x training points [68, 106]. k-nearest
neighbor classifiers have shown very good performance in text categorization
tasks.

For a binary classification task, we will give a simple classification rule [98].
Take a proximity of a vector d in the input space containing its k-nearest neigh-
bors and let k1 be the number of positive and k2 the number of negative exam-
ples among them. The instance d is assigned positive if the estimation of the
conditional probability of membership

P (+1|d) =
k1

k

is greater than the estimation of the conditional probability of membership

P (−1|d) =
k2

k
;

the document is assigned negative otherwise.
Generalization to multiple classification is done trivially by solving a series

of binary-class problems.
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Decision Trees

The training sample can be used in order to construct a decision tree against
which an unseen document is matched in order to find out its class-label. There
are several decision trees algorithms which have been applied for text catego-
rization and we will describe one of the most popular ones, CART [2].

CART consists in constructing a binary decision tree by splitting the vectors
at each node with respect to one single vector component. In that the algorithm
attempts to keep the collection of vectors in each resulting sub-category as less
diverse as possible. The vector component which splits the documents best
according to that criterion is the one which keeps the node-category diversity
low. Commonly, entropy is used as a measure of diversity7, given by the well
known formula

K∑
i=1

p(ci|t) log p(ci|t). (2.39)

In the quantity above, p(ci|t) is the probability of the class cj given the
decision tree node t and is estimated by

p̂(ci|t) = mi(t)/m(t), (2.40)

where mi(t) is the number of documents of class cj in t and m(t) is the cardi-
nality of t. The decrease of diversity serves as a measure of the degree of impor-
tance of a single component, i.e. one maximizes the quantity diversity(before
split)−[diversity(left child)+diversity(right child)].

The CART procedure runs until each document is grouped in a category
of its own (the data is overfitted) and only then a pruning procedure removes
those branches of the tree which have the least additional predictive power for
the documents found on their leaves.

Making up for this drawback, CHAID – another commonly used decision
tree technique – contains a criterion to stop growing the tree before overfitting
of the data occurs [82].

Latent Semantic Indexing (LSI)

LSA has been discussed in the previous section as a feature selection technique.
In its application in information retrieval, LSA, known as Latent Semantic In-
dexing (LSI) treats every query q as a small document which is projected onto
the k-dimensional LSA space by the help of the transformation

q̂ = Σ−1
k×kU

T
k×nqn. (2.41)

The query’s relevance to a document or a group of documents is evaluated again
by the help of a distance metric or a similarity measure.

Despite of using only k < r < n orthogonal directions in order to describe
the data, LSA and LSI suffer a considerable computational cost. In order to
cope with this drawback, Cristianini and co-workers [31] have introduced a
kernel-defined version of the method.

7Note that the method shares similarities with the previously introduced feature selection
techniques Information gain and Mutual information, for it is also based on uncertainty
reduction.
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Topic Hierarchies

It is a commonly encountered text categorization problem to have to train an
automatic classifier on a training set where the class labels are related in a hier-
archical structure connected by subsumption. An example of such an intended
organization of documents is every web-directory (such as Yahoo!8, the Open
Directory Project9, and other). The documents label assignments follow the
inheritance rules of the hierarchy: every document that belongs to a category
ci also belongs to a category cj if cj is the parent of ci.

The task of the classification is to assign to an unseen document a path form
the tree-hierarchy which starts at the root (because all documents are trivially
assigned to the root category) and ends with the node which is the most-distant
to the root but still relevant to the document node. For that purpose, a set
of search strategies can be applied, among the most popular ones being greedy
search and best first search (discussed and compared in [24]).

Support Vector Machines and Text Categorization

The application of the Support Vector Machines classifier (see Section 2.2 for
an overview) to text categorization tasks compared to other inductive learning
methods is discussed broadly by Joachims in a 1998 paper [74]. By using the
Reuters 21578 dataset10, Joachims evaluated the performance of SVMs (with
polynomial and radial-base kernels) compared to four state-of-the-art techniques
– Naive-Bayes, Rocchio, Decision trees and k-Nearest Neighbors. The method
proved to perform better than those techniques, substantially and significantly.
Thanks to the good generalization properties of the method on high dimensional
datasets, the feature selection task can be omitted, making the procedure less
complex and time costly. Dumais et al. [40] preformed similar evaluation, which
confirmed the results by Joachims reporting that the method performs excel-
lently on large categorization problems, outperforming most of its contenders.

There are several main reasons why SVMs have been so successful. Most
of the text-mining11 problems are set in a space of a very large dimensionality,
reaching more than 10,000 features, and SVMs has proved to be able to deal with
high dimensions. The vectors of documents are usually sparse – this is again
not a problem for an SVM algorithm to perform properly. Finally, Joachims
argues that most of the text learning problems are linearly separable, and the
original setting of the SVM classification consists in finding an optimal hyper-
plane between separable classes of observations. We note that this argument
needs an additional remark. By linear separability should be understood that
data are separable by the help with either hard or soft margin, because even
if data appear to be linearly separable, the underlying distribution is usually
not; should that be the case, applying the hard margin classifier might lead to
overfitting.

8http://www.yahoo.com
9http://www.dmoz.org/

10Reuters 21578 is a publicly available dataset containing articles from Reuters news agency,
compiled by David Lewis in 1987, http://www.research.att.com/lewis.

11Text mining is a term which denotes the domain of machine learning dealing with natural
language texts (representation, pretreatment, classification, etc.).
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Kernels Accounting for Semantic Proximity

We will close this section with a note on categorization methods based on ker-
nels. Lohdi et al. [95] have argued that the construction of a feature vector out
of a text document can be just as costly and as complex as the categorization
task itself. In addition, by using term frequency features all information related
to word order is lost. In Section 2.1.3, we have introduced and discussed kernel
methods on structures, such as graphs and trees. We have pointed out that
these methods are applicable on text documents as well, as long as a structural
representation of text can be made available [103] and are suggested to per-
form efficiently for text categorization tasks not allowing for the drawbacks of
(explicit) feature extraction methods [78].

We will stress on one problematic side of this group of approaches – docu-
ments are considered as sequences of symbols without using domain knowledge.
A feature space is constructed by the set of all non-contiguous substrings of k
symbols. By applying a string kernel the similarity of two documents is given by
a simple heuristics: The more substrings two documents have in common, the
more similar they are considered to be [95]. In fact, the feature vectors of the
documents are only implicitly represented by using string alignment techniques.

In the feature extraction model documents are real valued vectors living in a
certain vector space of some dimensionality. Documents using distinct, although
semantically similar terms are considered unrelated. For that reason, this model
has been additionally criticized for its inability to exploit semantic similarity
of terms. Kernel approaches can account for that drawback, as discussed by
Kondola et al. in [81]. The similarity of two documents di and dj is estimated by
using a kernel evaluating their dot product by taking into account the semantic
similarity of the terms which compose them in the following standard manner:

k(di,dj) = diPd′j, (2.42)

where .′ denotes the transpose of a vector. What makes (2.42) different from a
standard scalar product is that P is a semantic proximity matrix, which fulfills
Mercer’s conditions (see, e.g. [30] for a definition) defined in a special way to
account for semantic proximity of the terms that define the vectors di and dj.
In fact, every entry Pab(= Pba) of the matrix should give the strength of the
relation of the terms a and b.

The authors propose two methods of (implicitly) computing the matrix P .
The first method suggests that if we view documents as bags of words, we can
equally view terms as bags of documents, in which the proximity of two terms
will be calculated on the basis of the correlation of their document vectors. The
second method is based on representing the set of all words in a given corpus as
a graph, where each node stands for a word and the edges between nodes stand
for words co-occurrences [47]. Semantically closer terms will be less distant in
the co-occurrence graph.

To sum up, we note that text categorization is a fast developing and im-
portant subfield of machine learning, furthered by and furthering results in
neighboring subfields of statistical inference, data mining and NLP. Because of
the generality of the presented approaches, most of the results discussed in the
current section are valid and can be applied, subject to minor modifications, on
more general (categorical) multimedia data, such as videos or images.
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2.5 Summary: A Framework for Ontology
Matching

In the sections above, we have tried to review as concisely and in the same time
as exhaustively as possible several standard subfields of mathematics, machine
learning and statistical inference as a background for a wide range of ontology
matching approaches which will be discussed throughout the following chapters.

We started by presenting basic results and definitions from graph and lat-
tice theory (Section 2.1). As we will see in the ensuing chapters, graphs are
helpful for visualizing and embodying the structural properties of an ontology.
Although relations of order are not explicitly defined for graphs, intuitively a
tree can be thought of as an ordered set of nodes, where the adjacency relation
of nodes is, by convention, substituted by a partial order. We introduced lat-
tices and semi-lattices, which are defined as sets equipped with a partial order
relation. In fact, formally, a tree can be viewed as a particular semi-lattice.
This gives rise and enables replying to a central question: how can an ontology
matching environment, defined on hierarchical structures (tree-like ontologies)
be generalized for ontologies containing other than subsumptional relations. We
will discuss this question in more detail in Chapter 4 of the thesis. Additionally,
a common mathematical model of ontological knowledge representation is given
by the so called Formal Concept Analysis (FCA), which now has become a stan-
dard field of lattice theory. Although not directly related to our approach, FCA
has been presented later in Chapter 3 of the thesis, together with a bridging
approach for translating an ontology into a concept lattice.

The structure of a set of concepts, or knowing how a concept is related
to other concepts, can tell us a lot about the semantics of the entities that
they model. However, structure alone cannot account for the semantics of a
given concept or what could its extension be. On simply structural bases, we
cannot judge whether or not two concepts taken in isolation are similar or
dissimilar and to what degree. Therefore, the main emphasis of the thesis
will fall on instance-based approaches to concept similarity. In the current
chapter, we gave an introduction to Support Vector Machines and discussed
issues related to their generalization properties (Section 2.2), we introduced
main concepts from variable and feature selection (Section 2.3), and, finally,
we revised approaches to automatic text categorization (Section 2.4). These
techniques operate entirely on real-world instance data and will be our basic
tools for measuring the semantic closeness of concepts as a part of an overall
procedure for extensional (instance-based) ontology matching.

As different as some of the fields described in this chapter may appear at
a first glance, all the discussed results will be necessary in order to introduce
a general approach to overcoming semantic discrepancies by combining these
results into a single framework for ontology matching. In addition to that, the
presented overview sections provide a broad enough ground for discussing a
wide variety of other related approaches and tools for ontology matching from
theoretical, practical, conceptual and motivational viewpoints. This is where
the main focus of the following chapter of the thesis falls.
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Chapter 3

Ontology Matching

The present chapter discusses ontology matching by combining two main per-
spectives. On one hand, we approach the problem from a broader point of view,
speculating on possible origins of that problem by taking a cognitive science
stance. On the other hand, we present in a structured manner that part of the
state-of-the-art of the research in ontology matching, which is relevant to our
contribution to the field.

We start by discussing the question of why it is difficult to define an ontology
and try to formulate a definition, which covers most of the common conventions
of what an ontology is and fits best the matching approach that we propose
(Section 3.1). Further, we discuss and classify possible application scenarios
(Section 3.2) and present two standard ways of modeling ontologies by using
description logics and formal concept analysis (Section 3.3). They are not di-
rectly relevant to our approach, but are building blocks for many approaches
related to ours. Section 3.4 contains a discussion of main motivational and
conceptual issues concerning the problems of ontology matching and semantic
heterogeneity, trying to sketch their evolution and origins from psychological
and broader computational points of view. Finally, a classification of differ-
ent existing ontology matching approaches is given in Section 3.5, before we
conclude the chapter (Section 3.6).

3.1 Defining an Ontology

Ontologies in Artificial Intelligence have been introduced to describe the seman-
tics of data in order to provide a uniform framework of understanding between
different parties. Ironically enough, despite this intention, there exists little
agreement on a common definition of an ontology among different authors, many
of which have proposed their own formal definitions, each taking into account
different aspects of the acquisition, modeling and intended application of on-
tologies. The main common reference to an ontology definition was provided by
Gruber back in 1993, describing ontologies as knowledge bodies which bring a
formal representation of a shared conceptualization of a domain – the objects,
concepts and other entities that are assumed to exist in a certain area of interest
together with the relationships holding among them. Gruber wrote:

An ontology is an explicit specification of a conceptualization. The
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term is borrowed from philosophy, where an Ontology is a system-
atic account of Existence - the study of what there is. For AI sys-
tems, what “exists” is that which can be represented. When the
knowledge of a domain is represented in a declarative formalism, the
set of objects that can be represented is called the universe of dis-
course. This set of objects, and the describable relationships among
them, are reflected in the representational vocabulary with which a
knowledge-based program represents knowledge [61].

Gruber’s definition suggests that an ontology possesses loosely a set of con-
cepts and a set of relations between these concepts. The core-bodies of ontologies
are taxonomies – hierarchical structures that organize concepts by a subsump-
tion (is_a) relation. Web directories, such as Yahoo! or the Open Directory
Project are examples of taxonomies which classify items in a given domain of
interest. In the sequel, we will speak of hierarchical ontologies and we will define
precisely what we mean by that in Chapter 4, Section 4.1.1, but let us never-
theless discuss what could a formal definition of an ontology in a broader sense
look like.

Despite the relative liberality among the members of the scientific commu-
nity concerning the question “what is an ontology?”, we will provide one formal
definition, which is general enough to satisfy many existing understandings of
that question, including ours.

Alexander Mädche and Steffen Staab suggested a set of characteristics that
an ontology should or could possess which they called ontology primitives [97].
The set of ontology primitives consists of:

1. a set of lexical entries L for concepts and relations;

2. a set of concepts C;

3. a taxonomy of concepts with multiple inheritance (heterarchy) HC ;

4. a set of non-taxonomic relations R described by their domain and range
restrictions;

5. a hierarchy (or heterarchy) on the relations R, HR;

6. mappings F and G that relate concepts and relations with their lexical
entries, respectively;

7. a set of axioms A that describe additional constraints on the ontology and
allow to make implicit facts explicit.

We will make several comments on the list of primitives above, in order to
clarify its components.

• The set L is understood as the set of direct lexical references to the con-
cepts and relations in question, e.g. “School” for the concept School,
“Parent” for the relation parent.

• The taxonomy is defined by a partial order on the set of concepts.
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• The set R is left without a precise definition of what kind of relations
it might contain. Some examples are the partonimic relation (part_of),
as well as non-standard relations defined by the ontology engineer (e.g.
parent, employed_by, graduated_at, etc.).

• The set A includes axioms, which do not follow directly from the defined
relations and concepts, but are important for modeling the respective do-
main. They can come from background knowledge sources like dictionar-
ies, thesauri or top-level ontologies.

Based on the proposed list of primitives (but not considering all of its in-
gredients), Stumme and Mädche gave the following definition of an ontology
[144]:

Definition 26 A (core) ontology is a tuple O := (C, is_a,R, σ), where C is a
set whose elements are called concepts, is_a is a partial order on C, R is a set
whose elements are called relation names (or relations for short), and σ : R → N
is a function which assigns to each relation name its arity.

An extended version of this definition is found in [79].
We note that the definition above does not prevent from the possibility each

of the defined sets to be the empty set, for example the set R, or even the set
C. And if an ontology with no relations between its concepts is trivial but still,
at least in theory possible, an ontology which consists only of relations but no
concepts does not have neither practical nor theoretical meaning, for relations
are defined on a set of concepts. For that reason, we add to definition 26 one
necessary condition for O to be an ontology: C 6= ∅. In fact, adding or removing
elements from the definition above moves the ontology that it defines on the
axis of expressiveness. An ontology which contains only a set of concepts is the
least expressive one. We gain more expressiveness by adding the relation is_a

and further relations defined on the set of concepts.
In the next sub-section, we will consider various ontology application sce-

narios.

3.2 Ontology Applications

“Ontology applications” is the title of the last and most voluminous part of
the Handbook of Ontologies, edited by Stefan Staab and Rudi Studer [143]. Its
eleven chapters go into different aspects of application of ontologies in multiple
real life scenarios. Since this is one of the few available endeavors in classifying
ontology application fields to date, we will describe it briefly in the sequel.
We will further argue that the application fields can be organized in a more
consistent manner.

Staab and Studer have conventionally classified the ontology application
fields into two big families – Knowledge Management and Interoperability and
Integration (of Enterprise Applications) (Figure 3.1).

The first class of applications aims at answering the question how ontolo-
gies can be of help in support of the identification, creation, representation and
distribution of knowledge. This includes the use of ontologies to support the
corporate memory of a a virtual business partnership using flexible, but well
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Figure 3.1: Ontology applications: the classification of Staab and Studer.

understood for both humans and machines document-based data structures.
Ontologies are main bodies in the Semantic Web [12], therefore researchers and
practitioners have put efforts into developing different Semantic Web improve-
ment scenarios. In that context, ontologies are applied in various topics, such
as Recommender Systems (Web Page Filtering), Knowledge Integration (the
OntoWeb Portal project1), provision and improvement of hypertext, Semantic
Layering (or “making sense of what we find”’). Finally, using ontologies to
support eLearning finds ultimately place in this general class of applications.

The second class of applications is centered around the role of ontologies
for providing interoperability and integration of enterprise applications. Dis-
cussed are applications in the fields of Process Control (within a company or
between multiple partner companies), semantic interoperability of software (how
to enable the cooperation of two software applications that were initially not
developed for this purpose) and eCommerce. Finally, ontologies are able to man-
age large data bases; this has found place in Staab and Studer’s classification
in the context of bio-informatics – a broad contemporary ontology application
field.

We would like to comment on the structure and the completeness of the
proposed classification.

• Provided the big variety of real life areas where ontologies play a role,
splitting the various application fields in only two classes is not granular
enough.

• Moreover, the reader is left with the impression that most applications of
both classes at the end have to do with knowledge management for the
purposes of the eBusiness, which is a false suggestion.

1http://www.ontoweb.org/
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• Virtual Organization, Knowledge Integration and Semantic interoperabil-
ity in their essence tackle with the same problem and are driven by the
same motivation of providing a mutual framework for semantic homogene-
ity and aim at similar application domains.

• Semantic Layering, Hypertext and Recommender Systems can also be
grouped together because, as observed above, they are basically Semantic
Web driven applications.

• Interoperability and Integration of data may be viewed as a sub-domain
of Knowledge management.

• Some important application fields have been left out.

– Ontologies in support of problem solving is a prominent application
domain. Problem solving methods provide reusable reasoning com-
ponents by specifying the way in which new facts can be inferred
from existing facts on the basis of some set of logical axioms com-
plementing an ontology. In that sense they could be classified in the
Knowledge Management part of ontology application tree or they can
form a class of their own – ontologies as inference systems.

– Planning in Artificial Intelligence deals with building action strate-
gies to be realized by intelligent agents. Applying ontologies in plan-
ning for providing semantics to the sequences of actions is a growing
research topic.

– Ontologies play an important role in Natural Language Processing.
Esteval and co-workers [42] discuss the possibility of coupling on-
tologies with the lexicon used in a natural language component of a
system for facilitating presenting and retrieving of information.

Our own contribution to a classification of the ontology application domains
builds on the work of Mizogouchi [108] and Staab and Studer by using parts
of the typology presented by Mizogouchi in order to classify the application
domains discussed by Staab and Studer and some more fields that we find
necessary to include. The new classification tree is represented in Figure 3.2.

We have split the applications in three main blocks, containing intersecting
application instances.

• Ontologies providing a common vocabulary

This is the most intuitive and straightforward type of ontology application:
having a common vocabulary is the first step towards the systematization
and the sharing of knowledge of a given domain.

• Ontologies in support of information access

Ontologies provide vocabulary for annotation of web resources and enable
agents to use hierarchy and class relations in order to interpret this vocab-
ulary. This is a step towards making information access more intelligent
and using the enormous information sources of the World Wide Web.
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Figure 3.2: Application fields of ontologies: a suggested classification.

• Ontologies for mutual understanding

Mutual understanding considers two types of communicating agents – hu-
mans and software agents. Each of them can be on either side of the
communication line.

Communication between humans can be facilitated by ontologies by pro-
viding environments for knowledge-intensive engineering such as concur-
rent engineering, business process re-engineering and other.

A big part of the ongoing ontology research driven by the core ideas that
lie in the project of the Semantic Web [12] concerns understanding between
humans and software agents, seen in the case of web resources search and
use. (An application scenario of ontologies on the semantic web scale is
presented in Figure 3.3.)

Communication between software agents has been discussed above in terms
of allowing the cooperation of two software applications that were initially
not developed for this purpose.

Finally, the interested reader may like to consider the work of Gaitanou
[49] which presents yet another classification of the ontology application fields
divided into six main fields: Semantic Web and knowledge management, Large
scale applications – machine translation, E-commerce, Multimedia and graphics,
Peer-to-peer networks and Pervasive computing environments.
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Figure 3.3: Semantic Web Ontologies.

3.3 Modeling Ontologies

We will discuss two basic models for ontologies, based on entirely different the-
oretical mechanisms: description logics, which evolved from knowledge repre-
sentation research [91] and formal concept analysis, which is considered as a
sub-field of lattice theory and one of its prominent practical applications [51].

3.3.1 Ontologies in Description Logics

In our study, we focus on hierarchical ontologies designed for text categorization.
We use order theoretic and graph theoretic approaches in order to embody
their structural properties and measure their structural similarity. We infer
conclusions on the ontologies semantic closeness by combing structural measures
with instance-based concept similarities, based on modeling concepts as sets of
text documents.

In the sequel, we will give a parallel representation of (hierarchical) ontologies
within a Description Logics (DL) framework. DL stands for a set of expressive
formal languages largely applied in representing ontology terminologies. We will
argue that the AL language (standing for Attributive Language) is the sufficient
language to describe the ontologies of our interest. Before we do so, however,
we give some remarks on the motivation and evolution of Description Logics.

Knowledge Representation (KR) in Artificial Intelligence aims to provide a
high level description of the world embedded in intelligent applications which
enable a system to find implicit consequences of explicitly represented knowl-
edge. Description logics evolved as a framework which provides a representation
of the knowledge of a domain (the “world”) by defining the relevant concepts
(the terminology) and using these concepts to specify properties of objects and
individuals occurring in the domain (the world description) [112].

In Figure 3.4, we have traced the most important moments in the KR history,
which have led to the development of the Description Logics based languages.
As we can see from the diagram, on one hand knowledge representation has
been developing in a purely logic-oriented framework; on the other hand and
mostly not independently from the former, non-logic-based approaches have
been applied. The latter include semantic networks based representations, fur-
thered by the famous experiments by Collins and Quillian [28] in which nodes
characterize concepts (sets of individuals) and links between nodes characterize
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Figure 3.4: KR: A historical track.

relationships. A hierarchy is defined by the is_a relationship: the more specific
concept inherits the properties of the more general one. More complex relation-
ships (roles) can be also represented as nodes. These kinds of relationships are
also inherited by the sub-concepts in the hierarchy. Most importantly, semantic
networks allowed the inference of new relationships on the basis of old ones.
The observation that semantic nets can be viewed as fragments of First Order
Logic, the development of Frame Languages, combined with the need to provide
semantics and more expressiveness to structure-based representations led to the
introduction of the Description Logics family [7].

To sum up, DLs are a family of knowledge representation formalisms
equipped with a formal, logic-based semantics and reasoning is their central
service. We outline three basic facts about DLs [112]:

• The basic syntactic building blocks are atomic concepts (unary predi-
cates), atomic roles (binary predicates) and individuals (constants);

• The languages use a rather small set of constructors for building complex
concepts and roles;

• Implicit knowledge about concepts and individuals can be inferred auto-
matically by the help of inference procedures.

The way the entities listed above interact is sketched in Figure 3.5. The
expressiveness of DL languages change with respect to the defined constructors.
The Attributive Language (AL), often considered as the minimal DL language
of practical interest, is described in some more detail below.
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Figure 3.5: DL: Elementary and complex descriptions.

Syntax Semantics
A| atomic concept
>| universal concept >I = ∆I

⊥| bottom concept ⊥I = ∅
¬A| atomic negation (¬A)I = ∆I \AI
C uD| intersection (C uD)I = CI ∩DI
∀R.C| value restriction (∀R.C)I = {a ∈ ∆I |∀b : (a, b) ∈ RI → b ∈ CI}
∃R.>| limited existential

quantification (∃R.>)I = {a ∈ ∆I |∃b : (a, b) ∈ RI

Table 3.1: DL: Syntax and semantics of AL.

The Attributive Language (AL)

Syntax

The basic syntax of AL underlies all description logics. It consists of a set of
concept names (unary predicates), a set of role names (binary relations) and
definitions of new concepts from concept names and role names using construc-
tors. An AL-concept is every atomic concept, the top concept > and the bottom
concept ⊥. Additionally, if C is an atomic AL-concept then so is its comple-
ment ¬C; if C and D are AL-concepts, so is their intersection (conjunction)
C uD; if C is an AL-concept and R is a role name, then ∀R.C is also an AL-
concept (value restriction); and, finally, if R is a role name, then ∃R.> is also
an AL-concept (existential restriction) (see Table 3.1 (left)).

An extended version of AL logics may include concept disjunction C t D,
where C and D are AL-concepts, full existential quantification – if R is a role
name, then ∃R.C is also an AL-concept and number restriction ≤ nR.C and
≥ nR.C, where C is a AL-concept and R is an AL-role.

Semantics

Let ∆I be one of the possible domains over which the AL Description Logic
quantifies – a non-empty set of objects and let ·I be an interpretation function,
which maps individual, concept and role names to, respectively, elements, sub-
sets or products of the domain. More precisely, for an atomic concept C, its
interpretation is given by CI ⊆ ∆I . Analogously, a role R is interpreted by ·I

57



as RI ⊆ ∆I ×∆I .
The AL-concepts interpretation is given in Table 3.1 (right). For the ex-

tended AL, we have additionally:

(C tD)I = CI ∪DI ,
(∃R.C)I = {x ∈ ∆I | there is a y ∈ ∆I with 〈x, y〉 ∈ RI , and y ∈ CI}.
(≤ nR.C)I = {x ∈ ∆I |]RI(x,C) ≤ n},
(≥ nR.C)I = {x ∈ ∆I |]RI(x,C) ≥ n}, where ]N denotes the cardinality of

a set N and RI(x,C) := {y|〈x, y〉 ∈ RI and y ∈ CI}. If x ∈ CI , we say that x
is an instance of C in I, and if 〈x, y〉 ∈ RI , then y is called an R-successor
of x in I.

Formalizing ontologies in a TBox

In order to be able to do reasoning with ontologies, one needs to define a central
ontological notion, the so called TBox, explained as a set of terminological
axioms which describe the intensional knowledge of the world. Axioms are
equivalences of the kind C ≡ D or inclusions, such like C w D for two concepts
C and D. More formally, we give the following definitions.

Definition 27 Subsumption and equivalence of concepts. Given two con-
cept names C and D, C subsumes D, denoted by C w D if and only if it is true
that CI ⊇ DI , for all I. The equivalence relationship, denoted by C ≡ D is
induced by C w D and D w C, interpreted as CI = DI .

Definition 28 A general concept inclusion (GCI) is of the form C v D,
where C, D are AL-concepts. A finite set of general concept inclusions is called
a TBox. An interpretation I is a model of a TBox T if and only if it satisfies
all GCIs in T , i.e., it holds that ∀C : C v D ∈ T , CI ⊆ DI .

Remark 29 Defining axioms as inclusions only, and not as equivalences is
sufficient, following definition 27. In that sense, concept definitions can be ex-
pressed by two inclusions.

Formalizing ontologies in a TBox is a well studied task. We will sketch the
general procedure which one follows.

Before introducing the specific formal language in which the ontology is
to be presented (which will lay the “walls” of the TBox), one usually defines
the possible worlds by restricting the allowed interpretations. That is done by
declaring a set of GCIs. The properties of each of the elements of our world
can be expressed by additional GCIs. The concepts contained in our world
or application domain are defined by concept definitions of the type A ≡ B.
A defined concept is every concept which is found on the left hand side of a
≡-expression [44]. In doing so, it is important to ensure that there are no
multiple definitions, as well as that the defined names do not occur in any of
the additional GCIs.

Example: A definition of a concept:
AcousticGuitar ≡

MusicalInstrumentu(≤ 6 hasStrings.>)u(≥ 6 hasStrings.>)u∃isHollow.>
To sum up, a TBox can, on one hand, axiomatize the basic notions in an

application domain (the primitive concepts) by GCIs and role inclusions. On the
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other hand, more complex notions (the defined concepts) can be introduced by
concept definitions. The subsumption hierarchy of the defined concepts induces
the taxonomy of the TBox [6].

World Description: The ABox

The ABox is defined as a set of assertions about the individuals, sometimes
called membership assertions. It contains the extensional knowledge about the
domain, described by the TBox.

Definition 30 Syntax and semantics of the ABox. The ABox is a finite
set of assertions of the form C(a) or R(a, b), where a and b are individuals, C
is a concept and R is a role. The interpretation I(∆I , ·I) is a model for two
individuals aI ∈ ∆I and bI ∈ ∆I under the conditions:
I |= C(a) iff aI ∈ CI and
I |= R(a, b) iff (aI , bI) ∈ RI .

Example: the assertions Father(PETER) and hasChild(PETER, JOHN) are
a part of an ABox and mean that the individual Peter is an instance of the
concept “Father” and has a child, John.

Hierarchical ontologies in AL

As stated before, we are interested in ontologies that can be structurally seen
as directed rooted trees (see Definition 39, Section 4.1.1). Later, we introduce
a procedure of generalization which allows by the help of operations on trees
(such as a Cartesian product) to deal with more general structures, such as semi-
lattices and DAGs. Nevertheless, in the center of our attention remain ontologies
structured around a strict hierarchical backbone containing only subsumptional
(is_a) relations between concepts, so called hierarchical ontologies. We will
see in Section 4.2 that there is a trivial translation of hierarchical ontologies
into trees, where the root node of the tree represents the most general ontology
concept, all other nodes represent sub-concepts of the root and its successors
and all edges represent the subsumptional relations between classes. It is just
as simple to represent the hierarchical ontologies in AL by using the analogue
to a tree-structure.

• The root node is the top concept >.

• Any other node of the tree is a AL concept.

• The adjacency relation is_a between two nodes corresponds to the relation
v between two concepts.

An interpretation I = (∆I , ·I ) consists of the set ∆I = M , where M is
the set of all instances of concepts contained in a document set ∆ as will be
defined later and ·I maps a role to a subset of M ×M . All the definitions of the
semantics of the concepts and the relations remain unchanged. For example, the
concept C1uC2 will be interpreted in the following way: (C1uC2)I = CI1 uCI2 ,
where (C1)I ⊆ M and (C2)I ⊆ M . All other interpretations follow trivially
from the definitions above.
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The following section focuses on Formal Concept Analysis - a data driven
model for conceptual knowledge representation, formally introduced as a sub-
field of lattice theory.

3.3.2 Ontologies and Formal Concept Analysis

Formal Concept Analysis (FCA) is another theoretical framework of represent-
ing the knowledge in a certain domain of interest, which is different from DL-
based models of concepts and their relations mainly in the fact that FCA always
relies on data, on some set of objects or a fragment of the world in order to con-
struct a model. Ontologies, in general can exist without instances, simply as
intensional structures; FCA is rather an artifact derived from a dataset [27].

Again, due to the fact that this work focuses exclusively on tree-structured
ontologies, which categorize documents, we will discuss the Formal Concept
Analysis model within the scope of hierarchical document populated structures.

Formal Concept Analysis

Formal Concept Analysis (FCA) has been introduced as a mathematical theory
for concept modeling in terms of order and lattice theory. It incorporates a
mathematical description of the notions of concept extension and intension. An
ontology is modeled as a complete lattice where each lattice node represents a
concept as a pair of a set of objects and a set of attributes. Each concept inherits
the attributes of its super-concepts and each concept contains all objects of its
sub-concepts. We will present several formal definitions and properties, taken
from the introductory book by Ganter and Wille [51].

Definition 31 A (formal) context is a triple K := (G,M, I), where G is a
set whose elements are called objects, M is a set whose elements are called
attributes, and I is a binary relation I ⊆ G ×M . (g,m) ∈ I is read “object g
has attribute m”.

Definition 32 For A ⊆ G and B ⊆M , we define the corresponding sets

A′ := {m ∈M |∀g ∈ A : (g,m) ∈ I}

and
B′ := {g ∈ G|∀m ∈ B : (g,m) ∈ I}.

A (formal) concept of a formal context K (definition 31) is defined as a pair
(A,B) with A ⊆ G, B ⊆M , A′ = B and B′ = A. A and B are correspondingly
the extent and intent of the formal concept (A,B).

We note that the use of the same term “concept” in FCA and in ontologies for
denoting different things sometimes causes confusion. Both approaches are just
two different models for concept representation independent from one another
both historically and conceptually. Ontology concepts are most close in function
to the attributes of FCA for reasons related to their similar roles of unary
predicates on the set of objects [144].

The following proposition presents some important properties of the intents
and extents of formal concepts.
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Proposition 33 Let K := (G,M, I) be a formal context and let A,A1, A2 ⊆ G
and B,B1, B2 ⊆M . For the object sub-sets, it holds

1. A1 ⊆ A2 ⇒ A′2 ⊆ A′1

2. A ⊆ A′′

3. A′ = A′′′

for the attributes subs-sets it holds

1. B1 ⊆ B2 ⇒ B′2 ⊆ B′1

2. B ⊆ B′′

3. B′ = B′′′

and
A ⊆ B′ ⇔ B ⊆ A′ ⇔ A×B ⊆ I.

A proof of the proposition, although straightforward, can be found in [51].
Formal concepts can be ordered in a conceptual hierarchy naturally evoked

by the subconcept-superconcept relation. A “cow” is a subconcept of an “ani-
mal” because all cows are animals. A partial order is introduced on the set of
formal concepts in order to model the concept hierarchy.

Definition 34 Let (A1, B1) and (A2, B2) be two formal concepts. It holds that
(A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2 or, equivalently (due to proposition 33), B2 ⊆
B1.

Hierarchical ontologies as concept lattices

The relation between ontologies and formal concepts has been a subject of dis-
cussion in the past years. As stated above, the main difference between FCA
and ontologies, is that the former relies on instance-data to a higher degree
than the latter. However, since we are studying ontologies with instances, we
will attempt to provide a straightforward manner of stating the correspondences
between the elements of an ontology (instances and concepts) and those of a
formal concept lattice (objects and attributes).

In previous studies, it has been argued that, most naturally, ontology con-
cepts are directly identified with formal concepts. However, the fact that at-
tributes can be viewed as concepts themselves2 furthered the development of
the view that ontology-concepts are more likely to correspond to both the at-
tributes and the objects of a formal concept lattice (see an example from the
tourist domain taken from Cimiano et al. in Figure 3.6).

In the current section, we will discuss what is another possible approach
to translate tree-structured ontologies containing text documents (instances)
assigned to their nodes into concept lattices in terms of FCA. We will criticize
a state-of-the-art approach (reviewed as well in Section 3.5) and discuss a more
intuitive, in our view, manner of accomplishing the goal.

2Cited by Cimiano, Hesse argues that “[attributes] are units of thought which are gained
by abstraction, and hence they are also concepts” [27].
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Figure 3.6: A formal concept lattice into a taxonomy (from [27]).

The FCA-Merge approach to ontology mapping, introduced by Stumme and
Maedche in 2001, is a method for merging two ontologies, populated with in-
stances taken from a set of text documents relevant to both ontologies. The
approach applies natural language processing techniques and FCA to derive a
concept lattice as a result of the merging procedure which is further transformed
back into a merged ontology [144]. For each ontology Oi a unique formal context
Ki := (Gi,Mi, Ii) is generated in the following manner. The set of documents
DOi corresponding to Oi is taken as the object set of the formal context, i.e.
Gi := DOi and the set of ontology concepts is taken as an attribute set, i.e.
Mi := COi . The relation (g,m) ∈ Ii holds whenever a document g ∈ DOi

contains an instance of m ∈ COi .
As the identification of the set of documents with the FCA object set is

straightforward, we will argue that identifying the set of ontology concepts with
the set of FCA attributes is, at least, not highly intuitive. A formal concept
consists of attributes and objects such that, when ordered in a concept lattice,
each concept inherits the attributes of its super-concepts and contains all objects
of its sub-concepts. The inheritance rules that hold for concepts are different
from those holding for attributes. A concept in a hierarchical ontology inherits
the properties of its parent-concept. An attribute from a FCA-concept is more
similar to what we have just called properties, than to the ontology-concept
itself. Merely mapping the attributes to the ontology-concepts makes it unclear
how exactly the subsumption of concepts is realized in terms of FCA-attributes.

We see that as a problematic side of this approach and, in order to avoid
this confusion, we propose making use only of the documents assigned to the
concept nodes in order to define a formal concept and translate an ontology into
a FCA concept lattice.

Let us divide the set of documents in two major sets of subsets in the fol-
lowing manner. For any given concept Ci, let DCi

sup denote the set of documents
assigned to the concept Ci and all of its super-concepts. Analogously, let the
set DCi

sub denote the set of documents assigned to the concept Ci and all of its

sub-concepts. The set DCi
sub is the extension of the concept Ci, containing all

62



Figure 3.7: Hierarchical ontology to FCA.

concepts instances and is thus translated into the concept’s object set in FCA.
The set DCi

sup, on the other hand, is more similar to the concepts intent, because
this is the set of documents whose associated concepts are subsumers of Ci. For
that reason the set DCi

sub is identified to the FCA attribute set of a concept.
Let n be the number of concepts in a given ontology O. In terms of a formal

context, we define:

∪i=1,...,n{DCi
sup} := M

∪i=1,...,n{DCi
sub} := G

The relation I is again defined as I ⊆M ×G, or equivalently (m, g) ∈ I and
one reads: a document as an object m has a document g as its attribute.

Finally, we note that some nodes, such as the root node, need not always be
assigned a document to, which will deprive them of attributes. To make up for
that we introduce the slack document d0 to be assigned to the root node and
additional slack documents d0

i to be assigned to other document-less nodes.
We will illustrate the presented idea with one example. Figure 3.7 repre-

sents a hierarchical ontology with documents assigned to its concept nodes (the
concepts instances). Let the set of documents be D = {d0, d1, ..., d14}. The
relation I is presented on Table 3.2.

• The top concept ᵀ is translated into the formal concept

ᵀ := (Aᵀ, Bᵀ), with Aᵀ = {d0, d1, ..., d14} = D and Bᵀ = {d0}.

• The ontology concept C1 is translated into the formal concept

C1 = (A1, B1) with A1 = {d1, ..., d9} and B1 = {d0, d1}.

• The ontology concept C3 is translated into the formal concept

C3 = (A3, B3) with A3 = {d2, ..., d7} and B3 = {d0, d1, d2, d3}.
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I d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d12 d14

d1 x x x x
d2 x x x x
d3 x x x x
d4 x x x x x x
d5 x x x x x x
d6 x x x x x x
d7 x x x x x x
d8 x x x x
d9 x x x x
d10 x x x
d11 x x x
d12 x x x x
d13 x x x x
d14 x x

Table 3.2: FCA: The relation I.

• The ontology concept C7 is translated into the formal concept

C7 = (A7, B7) with A7 = {d4, d5} and B7 = {d0, d1, ..., d5}.

• The bottom concept ⊥ is translated into the formal concept

⊥= (A⊥, B⊥) with A⊥ = ∅ and B⊥ = {d0, d1, ..., d14} = D.

It is straightforward to verify that the concepts, as defined here, follow the
rules for formal concept subsumption as introduced in definition 34. For a sketch
of a proof, let us take for instance concept C7 and C3, for which in the ontology
tree, it holds that C7 ≤ C3, where the partial order ≤ stands for the relation
is_a. The same relation between the two concepts holds when taken as formal
concepts, i.e. (A7, B7) ≤ (A3, B3), since A7 ⊆ A3 and B3 ⊆ B7.

3.4 Ontology Matching: Motivations

In the broadest sense, ontology matching is the process of finding correspon-
dences between the elements of two or more heterogeneous ontologies. Because
of the nature of our approaches to ontology matching which are combined of
(sub-)approaches that are themselves heterogeneous, in this section, we will not
give a formal definition of ontology matching to adher to throughout the whole
study. Instead, we will discuss in a broader sense different motivational ques-
tions and aspects of the problem that form the background of this field. Later
on, however, when presenting our approaches, we will formally state what is un-
derstood by matching (concepts or taxonomies) within the framework of each
stage of the approaches.

The following section introduces phenomena related to the possible ambigui-
ties emerging among communities in representing semantic knowledge which, we
have claimed, underlie the problem of ontology heterogeneity, presented further.
Since semantic similarity is introduced to re-establish the links between different
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Figure 3.8: The meaning triangles of Ogden and Richards and Sowa.

conceptual representations of the same entities and thus provide basic building
blocks for an ontology matching procedure, similarity will be discussed later on
in relation to human concept formation and measuring semantic proximity of
concepts.

3.4.1 Representation of Semantic Knowledge

In order to explain the problem of ontology matching, its motivation and pos-
sible solutions, we need to examine more deeply the representation of seman-
tic knowledge and a phenomenon called semantic heterogeneity. Ogden and
Richards [117], back in 1936, described the relation between the real world
objects, the concepts (defined most commonly as mental representations) and
symbols (language expressions) introducing the so called meaning triangle: a
symbol stands for a real world object and evokes a concept; a concept refers to
a real world object. Later on, in 2000 John Sowa [141] built on top of the mean-
ing triangle the knowledge representation triangle, aiming to show how a person
connects his concept with a certain conceptual representation. On the knowl-
edge representation triangle’s vertices we find: the concept (a vertex from the
meaning triangle), a representation of a concept (which models the concept) and
a concept of representation (which relates to the concept of the representation
of a concept). Figure 3.8 summarizes these ideas.

Clearly, the mental representation (concept) and the choice of a symbol
(word) for a given real world object may differ among different people. For ex-
ample, the symbol for a given real world object, say an electric guitar amplifier,
may differ because of the language different people choose to use. “Amplifier”
might be the symbol chosen by an English speaking person, while it is more
likely that a German native speaker chooses the symbol “Verstärker” for the
same real world object. More over, even among people that have reached an
agreement on the use of a common natural language, the symbolic ambiguity
might still appear. It is possible that a guitar player that works everyday with
electric guitar amplifiers and knows a lot about different kinds of amplifiers (for
which reason he needs to distinguish between them) might call it a “Squire”
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(following the brand of his favorite amplifier manufacturer), someone else might
still use the symbol “Amplifier” or the abbreviation “Amp”.

The conceptual ambiguity appears quite often, too, since different people
develop different mental representations of one and the same set of real world
objects, depending on the categorization principles they decide to use and the
references to the category they have among the real world objects. It is argued
that this is a complex process in the core of which lie various historical and cul-
tural conditions, as well as complex psychological processes [131]. Particularly
important is the question what role similarity plays in this whole process and
how is it defined and perceived, especially because similarity of concepts helps
us judge on their semantic proximity. (Section 3.4.3 and Section 3.4.4 of this
chapter focus on questions related to the principles of human categorization and
similarity assessment.)

Finally, going up to the knowledge representation triangle, we will find dif-
ferent representations of one and the same real world object, since its con-
ceptualization varies among different people. We will claim that this is where
ontology heterogeneity, as defined in the introduction of the thesis, evolves from.
Solving the heterogeneity problem by the definition and application of various
measures of (semantic) similarity of concepts introduces rules for trnaslation
between different conceptual systems - essential for the mutual understanding
and interoperability between (human or artificial) agents.

3.4.2 Ontology Heterogeneity: Aspects of the Problem of
Ontology Matching

Ontologies, as knowledge representation bodies, suffer the problem of knowl-
edge representational heterogeneity described above for many reasons, mostly
because of the limitations following from the decentralized and strongly human-
biased nature of ontology acquisition. Ontologies are being created from differ-
ent people and communities independently from one another and this process is
largely manual or, in the best case, semi-automatic. In many open and evolv-
ing systems and applications with decentralized nature where ontologies are
broadly applied, such as Peer-2-Peer Systems, eCommerce or the widely dis-
cussed Semantic Web [12], it is unlikely that different parties would adopt the
same ontologies to represent the same fragments of knowledge. This has lead to
the creation of a considerable number of ontologies, which describe similar or
overlapping domains of knowledge but their elements do not explicitly match
– a phenomenon that we have called in the introduction of the thesis ontology
heterogeneity. (See Figure 3.9 for an illustration of two ontologies which share
a semantic overlap).

Ontology matching amounts to reducing ontology heterogeneity and, ulti-
mately, overcoming the barriers in front of knowledge sharing. In the beginning
of the section, we spoke of the problem of heterogeneity in knowledge repre-
sentation. Ontology heterogeneity originates at that problem and can occur in
many different forms. Many authors have provided classifications of the differ-
ent types of mismatches that can occur among schema, databases and ontologies
[10, 43, 85, 139]. Following the heterogeneity typology by Euzenat and Shvaiko
[43], one distinguishes between four main types of heterogeneity and we will
briefly describe each of them.
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Figure 3.9: Overlapping ontologies.

Syntactical heterogeneity concerns ontologies, which are expressed in differ-
ent formal languages [3]. As argued by many authors, this type of heterogeneity
is among the easiest to overcome. It should be tackled on a theoretical level by
defining correspondences between the constructs of the different languages.

Terminological heterogeneity is about vocabulary mismatch: differences in
the choices of names when referring to the same ontological entities (concepts,
relations or instances). Usually, lexical or instance-based matching techniques
are applied in order to find correspondences between such entities.

Conceptual heterogeneity refers to three sub-types of differences when mod-
eling the same domain of interest:

• Differences in coverage: two ontologies describe different or partly over-
lapping domains, from the same perspective and in the same detail;

• Differences in granularity: two ontologies describe the same domain, from
the same perspective, but in different details;

• Differences in scope: two ontologies describe the same domain with the
same level of detail, but from a different perspective.

Finally, semiotic or pragmatic heterogeneity collects mismatches in how en-
tities are interpreted by people in a given context and is hard to model compu-
tationally.

Of course, the typology presented above is not universal and the different
heterogeneity types often appear simultaneously. For instance, syntactical het-
erogeneity, as described here, can result in semantic differences; terminological
differences, on the other hand, are also considered in various sources as syntac-
tical; etc.

As already observed, reducing heterogeneity is achieved in terms of identify-
ing similarity. More generally speaking, the match as an operation on structured
information can be defined as an operation, which takes two ontologies as an in-
put and produces a mapping between those elements of the two ontologies that
correspond semantically to each other. Therefore, the task of ontology matching
can be viewed as the identification of similarities between the different elements
of two distinct ontologies, by applying a defined distance function or measure
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of similarity between two ontologies or their alignable elements3 [66]. A very
general definition of this process can look like that:

Ontology matching is the process of identifying the implicitly con-
tained similarities between the elements of two heterogeneous on-
tologies, which cover the same or similar domains of knowledge but
their elements do not explicitly match.

We have seen that there are two notions, which lie at the core of the problem
and the process of ontology mapping – the notion of similarity and the notion of
categorization and conceptualization. They are strongly related and interfering
concepts which have been studied broadly in many fields of natural science
and humanities. Even though discussed from different angles by psychologists,
philosophers and AI-people, we find it a worthwhile effort to have a glance at
some prominent psychological models of human similarity assessment, category
and concept formation, as well as at some philosophical discussions concerning
the role of similarity in human categorization in order to provide a broader
ground for the study of the problem of ontology matching in terms of conceptual
similarities.

3.4.3 The Role of Similarity in Human Categorization

The relation between similarity and categorization, these two ground concepts
in human cognition, has been changing in the views of philosophers and psychol-
ogists during the past decades. The intuitive idea that similarity is at the core
of categorization was broadly accepted during the 1970s. The main argumenta-
tion provided by defenders of this theory like Eleanor Rosch and co-workers [131]
was that similar objects are found in the same category; an object is assigned
to a category, whose other member-objects it is most similar to. Categorization
has inductive properties: knowing that an object belongs to a given category,
we are able to infer properties of that object as long as they are common for
other members of the same category (a phenomenon referred to by Sloutsky as
inductive generalization [140]).

In the mid-seventies, Nelson Goodman, as cited by Quesada [124], criticized
this view by putting forward the argument that similarity as a concept is itself
vague and ill-defined. The philosopher rejected the validity of the intuitive
statement that two objects are similar and thus belong to the same category
because they have many common properties. Any two objects, according to
Goodman, have infinitely many similar and infinitely many dissimilar features.
For example, a feather and a cannonball have the common property that they
weigh less than 100 kg and also less than 101 kg, etc. Therefore, it makes
sense to talk about similarity only if we have specified in what respect we judge.
Thus, categorization is about “respects” and not about similarity. In relation
to that, in the 1980s it became a popular view that categorization cannot be
accounted for by similarity, but rather by our theories about the kind of things
(features, properties) that an object can be characterized by. These theories
form explanatory systems around which our categories – fragments of our world
knowledge – are organized. A series of empirical studies by Rips providing

3By alignable elements we mean elements that correspond to the same component of an
ontology definition. Alignable are the sets of concepts of two ontologies, but not the set of
concepts of one ontology and the set of relations of the other.
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evidence for the validity of this “theory-based” model of conceptualization is
discussed by Hampton in [67].

However, despite the harsh criticism of the similarity-based approach to
categorization, similarity did come back to the categorization scenario again. As
Sloutsky [140] and Hampton [67] argued, the theory-based model is problematic
for it does not explain where does the conceptual knowledge which organizes
the things in the world in categories originate. Most probably, they claim and
provide in their turn experimental evidence, it is based on simpler perceptual
components. Thus the focus has been switched back on enhanced similarity
based approaches which make up for the drawbacks of the classical similarity
account of categorization.

3.4.4 Accounts of Human Similarity Assessment

We will focus on a couple of standard and some recent approaches to modeling
human similarity assessments – the principles that lie in the basis of how humans
judge on two entities as being similar or dissimilar. Currently, there are several
big groups of similarity models that contain approaches which are considered
to be psychologically and cognitively plausible. We will go into four of them –
spatial models, feature models, hierarchical structure models and models based
on transformational distance. The models from each of the four groups have
their strengths and their weaknesses and none of them is seen as the only generic
similarity model, but rather as a model which is efficient with a given respect.
Therefore, we will emphasize a set of relatively recent approaches which are
particularly relevant for ontology engineering, semantic web applications and
text categorization, as pointed out in a comparative study by Jose Quesada
[124]. A more profound overview of the existing semantic similarity models is
found, for example, in the doctoral thesis of A. Schwering [135].

A discussion that compares our approach to ontology matching and semantic
similarity to the accounts of similarity presented below and situates it among
them is found in Section 5.4.2 of the thesis.

Spatial models

The idea that internal representations of external stumili can be modeled by
using a metric space was initially proposed by Roger Shepard in the late 1950’s
[138]. A metric space is defined by a metric, or a distance function d which
takes two elements of a set and returns a real non-negative number – their
distance – and has the properties minimality (d(x, y) ≥ d(x, x) = 0), symmetry
(d(x, y) = d(y, x)) and triangle inequality fulfillment (d(x, y) +d(y, z) ≥ d(x, z),
where x, y and z are three elements of some abstract space; see definition 13
from Section 2.1.)

Multidimensional scaling (MDS) was proposed by Shepard and co-workers
as an approach to represent closeness of data in a metric space. The main idea
is that objects are represented as vectors in a multidimensional space, where
the dimensions of the space are continuous features of some kind. The distance
between two objects in a n-dimensional space is given by Minkowski’s formula

dmink(xi, xj) = (

n∑
k=1

|xik − xjk|r)
1
r ,
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where r is a parameter to be fixed and xik is the k-th dimension value of xi and
xjk is the k-th dimension value of the element xj .

A prominent follower of the MDS methods is the Latent Semantic Analysis,
discussed in Chapter 2 - a spatial model of similarity between documents and
words which is based on projecting data onto dimensions defined by distinct
contexts in text corpora (a semantic space). However, a serious drawback of
MDS and LSA in particular in the context of semantic web applications is that
they are based on using statistical information, whereas most of the data on the
semantic web is written in some kind of a formal language and controlled by
logical operations.

Feature models

Amos Tversky, among others, is known as a firm opponent to the spatial models.
He provided empirical evidence that the three main assumptions that define
a distance function are often broken when it comes to human judgments of
similarity [153].

Minimality violations have been observed on judgments of the similarity
of complex objects as opposed to the similarity of simpler ones. The more
complex structure two identical objects have, the more they seem to be similar
as compared to simpler identical objects.

Violations of the symmetry assumption have been pointed out by an example
which now has become classical. Subjects were asked to judge the similarity of
North Korea to China and the similarity of China to North Korea. The two
countries have been more often judged to be similar in the first case than in the
second one.

Finally, arguments that the triangle inequality does not necessarily hold for
any three objects have been provided, as well. An example in support of that
critique of the spatial model is the fact that although a lamp is similar to the
moon, and the moon is similar to a football, a lamp and a football still have
very little in common.

Evolving from these criticisms, feature models are based on the assumption
that objects are assessed as sets of features. The similarity of x and y is measured
as a function of the intersection and complements of their corresponding sets of
features X and Y 4:

σtversky(X,Y ) = f((X ∩ Y ), (X \ Y ), (Y \X),Θ, α, β). (3.1)

We recall that ∩ denotes set intersection and \ denotes set difference (Figure
3.10). Θ, α and β are parameters which are most commonly set empirically and
serve to attribute greater or smaller weights to either of the three set-related
quantities.

We will pay some more attention to a recently proposed feature model which
is among the first ones that attempt to operate on text corpora. The Topic
model introduced by Griffiths and collaborators a few years ago [60] focuses on
the relations between words in language use on the one hand and the relations
between words and concepts, on the other hand. The topic model is centered
around the idea that there exists a probability distribution from which a set

4The given formula is a general statement of Tversky’s similarity, where it is not indicated
how do the entities precisely relate.
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Figure 3.10: Tversky’s feature model.

Figure 3.11: The topic model (taken from [60]).

of words has been generated that can be inferred, called a topic. The gist of
any set of words (like, for example, a document) can be represented by the
means of a probability distribution over a set of topics. The words that are
assigned a higher probability by a given topic are those that reflect that topic’s
content. An example, taken from the paper Topics in semantic representation
by Griffiths et al [60] is shown in Figure 3.11: words are organized by probability
distributions (topics); the probabilities of words under three different topics is
shown in the table (left); on the right, we see the words contained in each topic
ordered by probability with respect to a topic. A set of topics can be learned
automatically from text corpora by the help of Bayesian statistical methods,
which, according to the authors, throws a bridge to the way in which humans
would form semantic representations when presented with the same collection
of texts.

The topic model suggests increased association between two words if a topic
assigns high probabilities to these words and decreased if this topic assigns high
probability to one word, but not to the other. In that respect, the analogy with
feature models based on equation (3.1) is relatively straightforward, because
feature models are equally based on both common and distinctive features in
order to claim similarity of entities.

Quesada [124] observes that the topic approach is particularly relevant for
ontology mapping and semantic web representation problems, because it com-
bines statistical learning with structured representations – an advantage of the
method compared to Latent Semantic Analysis or semantic network approaches
(not discussed here, see [28] for a reference).
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Figure 3.12: SR: Structured representations.

Hierarchical models of structured representations

Hierarchical models, also known as alignment models, assert that in judging the
similarity of two objects or concepts not only common and distinctive features
are important, but also information related to the structure of the objects and
concepts to be compared. In other words, judging similarity involves a process of
structural alignment. These claims were supported by a number of experiments
(see, for example, [100]), which have shown that in assessing similarity the
relation between objects and the relation between relations play an important
role.

Let us have a look at the series of pictures a), b) and c) presented in Fig-
ure 3.12. By simply comparing features, we would have to operate with sets
containing elements like “black”, “gray”, “round”, “triangular” and “medium-
sized”. The structured representation model suggests that the relations between
the elements of each object or concept, such as “above”, “under” or “rotated”
are to be taken into account. Indeed, the features of each entitiy are organized
in a hierarchy which preserve and represent the structure by the help of these
relations (an example is shown on the diagram in Figure 3.13). The similarity
is then assessed in terms of a series of alignments, first – on relational, and then
– on feature level.

Although models based on structured representations are at least intuitively
closest to the data structures on the semantic web, their application is still not
evident. The main limitations of these approaches originate at the fact that their
generality (performance on larger data samples) has not been empirically tested.
In addition, the structured representations used in psychological experiments are
manually generated and it is not clear how extracting structure representations
can be done automatically within this framework [124].

Transformational distance models

It has been suggested that the distance between two entities x and y can be
expressed as a function of the minimal number of operations that are needed in
order to transform the entity x into an entity x′ which is identical to y. Such a
function is called a transformational distance between x and y.

Transformational distance models are among the most general similarity
models. They are based on the assertion that two entities are similar if their
transformational distance is small [65].

We have discussed the edit distance in the introduction to graph theory
and the related string edit operation in the introduction to text categorization
(Chapter 2). These techniques provide examples of transformational distance
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Figure 3.13: SR: Hierarchically organized features.

models. Among other promising approaches, we will outline the syntagmatic
paradigmatic (SP) model [36] which is also related to string edit approaches. It is
as well a presumably good candidate to solve semantic representation problems
on the semantic web, the main reason for which lies in the fact that the SP
model works from plain text and the expensive step of structuring flat data is
not required [124].

The SP model has been recently proposed by Dennis and colleagues [35]. The
suggestion is that sentence processing in general language acquisition is char-
acterized as retrieval from memory [36]. The interpretation of verbal stimuli is
done through two types of word associations – syntagmatic associations of words
that tend to appear together in the same sentence (like “read” and “book”), and
paradigmatic associations of words which tend to appear in the same context,
although not necessarily together in the same sentence (like “book” and “arti-
cle”). In language acquisition, a target sentence is aligned to sentences retrieved
from memory by the help of sets of syntagmatic and paradigmatic constraints.
The set of thus retrieved sentences constructs the interpretation of the stimulus
sentence. Two sentences are assessed as similar or as conveying the same in-
formation if pairs of words from both sentences are aligned to the same sets of
words from the sentences retrieved from memory through SP associations, i.e.
if they have the same interpretation.

3.4.5 Terminological Disambiguation

We will close this section with some remarks on the terminology used by ontology
matching researchers and practitioners.

The study of ontologies, especially in the context of Internet and web-based
applications, is a relatively new field of Artificial Intelligence and Computer
Science. This is one reason why, anyone who has been confronted with research
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papers written by different authors on the topic will have noticed a certain
lack of agreement on a common terminology. Particularly speaking of ontology
matching, it is a common thing that different authors use different terms in order
to address similar or identical concepts. Since we do not make an exception
from this practice, in this section, we will attempt to disambiguate between
the different terms used to denote ontology matching and similar techniques by
defining them in the way that they are used throughout this work. A broader
list of terminological definitions is found in the Ontology Matching book by
Jérôme Euzenat and Pavel Shvaiko [43].

Ontology Matching is the most general term standing for the process of
searching and identifying correspondences between the elements of two distinct
ontologies and the relations that hold between them. Throughout this thesis,
we also use this term in the most general sense to denote a procedure or an
algorithm for reducing heterogeneity between two source ontologies.

Ontology Mapping is a stricter notion than matching, related more closely
to the mathematical concept of mapping. Ideally, a mapping takes the elements
of one ontology and, through a defined mapping function, finds their image on
the set of elements of a second ontology. Throughout this thesis the terms map-
ping and matching are used in a more or less interchanging manner. However,
a priority is given to the use of the term “mapping” as referring to finding cor-
respondences among two sets of cross-ontology concepts, whereas “matching”
denotes rather the general process of mapping the concepts and other elements
of two ontologies.

Ontology Alignment is a structured set of correspondences between the
entities of two or more ontologies. ”Structured” indicates that correspondences
are looked for only among sets of entities of the same type (for example concepts,
relations, instances, etc.).

Ontology Reconciliation, as the name indicates, aims at reducing the
differences between two (or more) ontologies, which requires changes in one or
in all input ontologies, until their content is harmonized. This term is used by
defenders of the idea that the creation of a globally consistent ontology is not
only impossible but also not necessary; instead, ontologies have to be enabled
to co-operate locally, only with respect to a given application [66].

Ontology Merging, finally, is often of a very big practical interest and
consists, contrarily to ontology reconciliation, in the creation of a new ontology
from two (or more) source ontologies, which have some semantic overlap [144],
by executing a matching or alignment procedure.

3.5 A Classification of Ontology Matching Tech-
niques and Approaches

We will review the state of the art in the field of ontology matching by outlining
the most relevant with respect to our study theoretical and practical endeavors.
In doing so, we will group similar approaches together by first presenting two
classifications of ontology matching approaches. The first one is provided by
Rahm and Bernstein (2001) and is among the most general available frameworks
[125]. The second one builds on the first one and was published by Euzenat and
Shvaiko in their ontology matching book (2007) [43].
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Figure 3.14: Matching approaches (Rahm and Bernstein).

Rahm and Bernstein’s Classification

In 2001, Rahm and Bernstein [125] published a classification of schema matching
approaches which can be seen in Figure 3.14. We will explain the nodes of
the classification tree and will position our approaches within the proposed
framework. Note that, in the diagram, we have replaced the word “schema”,
originally used by the authors, by the word “ontology”; however, both names
will be used in the remainder of the section.

On the down most level of the taxonomy we find opposed Linguistic and
Constraint-based approaches. Linguistic approaches rely on names and textual
description of ontology elements and their relations. Most of the concepts in an
ontology contain a textual definition – a natural language description defining
them, which enables a linguistic evaluation of the similarities. Constraint based
approaches make use of relationships.

On the next upper level of the matching approaches tree are classified
Element-level versus Structure-level techniques. This discriminates mappings
performed on single ontology entities from those performed on entire ontologi-
cal structures.

Further on, Rahm and Bernstein consider that schema matching approaches
can take into account either only information contained in the structure of the
ontologies – Schema-only-based, or they can as well make use of the instances
contained in these ontologies, or their data content – Instance / Content-based.

The highest level class-separation in Rahm’s classification tree concerns the
use of multiple matchers as opposed to individual matching techniques. One one
hand, one may decide to use an individual approach, which relies on only one
mapping criterion. On the other hand, one could apply a composite matcher that
can be manually or automatically composed from several individual matching
approaches.

Finally, the result of the mapping may relate one or more elements from
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Figure 3.15: Matching approaches (Euzenat and Shvaiko (a fragment)).

the first schema to one ore more elements of the second one. That defines the
mapping cardinality which results in four possible cases 1:1, 1:n, n:1 and n:m
map. During the matching procedure, auxiliary information, such as dictionar-
ies, thesauri or previous matching descriptions, can come in use, too. Thesauri
help explore and use synonyms and super- or sub-ordinate relations between
terms. Dictionaries are useful for translating from one language to another,
which is particularly helpful when dealing with ontologies in multilingual en-
vironments, as well as for providing explicit semantics of concepts in terms of
linguistic definitions.

The ontology matching procedures that we are about to present in the next
chapter of the thesis are composite approaches, because they combine two differ-
ent ontology matching criteria – structural and instance-based. In Figure 3.14,
the path that these approaches follow in Rahm and Bernstein’s tree is traced in
double line5.

Euzenat and Shvaiko’s Classification

Euzenat and Shvaiko, in their 2007 book [43], provided a very detailed classifi-
cation of ontology matching approaches, which builds on Rahm and Bernstein’s
taxonomy, but is more exhaustive and granular, taking into consideration the
advances made in this dynamic field in the time gap between the two publica-
tions. In building their classification, the authors have used as guidelines four
main criteria: exhaustivity (the sub-categories of a given category all together
contain exactly the extension of that category), pair-wise disjointness of the cat-
egories, homogeneity of classes and, finally, adding and modifying classes until
saturation has been reached.

In Figure 3.15, we have presented a fragment of Euzenat and Shvaiko’s clas-
sification which we consider to be granular enough for the purposes of our study
and for giving a ground for situating our approach and related mehtods. We will
discuss in more details each of the different categories of methods by putting a
closer focus on approaches which are directly relevant to ours.

5The double-line path in Figure 3.14 passes through individual approaches, but goes further
down in two different directions, showing that it combines two individual approaches.
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3.5.1 Structural and Terminological Approaches

Structural and terminological approaches are often used in combination. In the
current subsection, we will also discuss them together, giving more attention
to structural techniques to emphasize their importance and relevance to our
approaches.

Basic assumptions and similarity measures

Terminological methods comprise two major groups of approaches – those that
use strings in order to match names of entities, and those that rely on linguistic
information contained in dictionaries and thesauri combined with techniques
from Natural Language Processing in order to compare the similarity of terms
and their relations and overcome problems evolving from synonymy and poly-
semy. Both groups of techniques have been discussed previously in this thesis
(see Chapter 2, Section 2.1.3 and Section 2.4.4) and, therefore, we will not delve
into further details. Instead, we pay more attention to structure-based mapping
techniques, also because structural similarity is central to our approach.

The structure of an ontology can be studied on two different levels with
respect to either a single ontology element, known as internal structure, or
the way in which a set of elements are related, known as relational structure.
Methods based on the former structure type look into similarities of the sets
of properties of two elements, the datatypes used to describe them or their
properties, the cardinalities that sets of values of two properties are “allowed”
to reach, etc. These approaches are suited to schema matching problems where
one disposes readily with an internal structure of the database entities.

In our approach, however, we do not rely on the explicit availability of such
structural information, but we are rather concerned with comparing blocks of
elements together with the relations that hold between them. This is exactly the
focus of relational structure based methods; the matching problem is typically
situated in a graph-theoretical framework where an ontology is modeled as a
graph whose vertices and edges are labeled by concepts and relations names,
correspondingly. The matching of such “ontology graphs” is usually reduced to
solving a graph isomorphism problem and identification of a maximal common
sub-graph of two graphs. All graph-matching techniques discussed in Section
2.1.3 and in the sources cited there are suitable for approaching this problem.
However, we will look closer at methods and measures designed specifically for
matching tree-structured ontologies for two reasons: first, a taxonomy (a tree
of concepts related by subsumption) is the backbone of an ontology and a lot
of theoretical and practical efforts have been dedicated to mapping taxonomic
structures, and, second, our procedures for ontology mapping rely heavily on
the hierarchical relation of concepts within the source ontologies, generalizing
to non-hierarchical structures on the basis of the underlying hierarchies.

Most approaches to ontology matching, which have a hierarchical structure
similarity measurement component, are based on looking into the structures of
two or more input ontologies separately from one another, and not to compar-
ing their structures explicitly. The measures of concept similarity that they
utilize concern concepts within one single hierarchy. Why is that nevertheless
interesting for matching different ontologies?

The common intuition is that as long as two classes from two distinct on-
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tologies have been identified as similar (by the help of terminological or other
approaches), based on the relation of each of these classes with the rest of the
classes in their taxonomies, we can trace up or down in the hierarchies other
pairs of similar classes. Below, we will give definitions of some concept similarity
measures and distances which have been applied to these ends so far.

Let H = (C,≤) be a hierarchy on the set of concepts C. The most intuitive
method of evaluating the proximity of two nodes within a single hierarchy is
to measure the length of the shortest path connecting them (see, for example,
[43]).

Definition 35 The shortest path distance between two elements c′, c′′ ∈ C is
given by

δpath(c′, c′′) = minc∈C(ne(c
′, c) + ne(c

′′, c)),

where ne returns the number of edges between two nodes.

Wu and Palmer, as referred to in [43], noticed that simply counting the
edges between two classes is not a valid criterion: nodes closer to the root of
a hierarchy might be totally dissimilar, although very close in terms of path
distance. They proposed a new measure of similarity which takes into account
that observation.

Definition 36 The similarity of two elements c′, c′′ ∈ C is measured by

σwp(c
′, c′′) =

2ne(c
′ ∧ c′′, rootH)

ne(c′, c′ ∧ c′′) + ne(c′′, c′ ∧ c′′) + 2ne(c′ ∧ c′′, rootH)
,

where rootH denotes the root of the hierarchy H, c′ ∧ c′′ is the least common
subsumer of c′ and c′′6 and ne is as defined in definition 35.

As we can see, the denominator of σwp in definition 36 is very similar to δpath
from definition 357. Wu and Palmer’s measure of similarity is based on the
previously introduced path-length distance, scaled by the path-length distance
of the nodes least common subsumer to the root of the hierarchy, expressed by
the quantity ne(c

′ ∧ c′′, rootH).
Finally, as we will see below, the Jaccard similarity coefficient is widely used

for measuring instance-based similarity of ontologies. However, a structural
similarity measure which applies it has been also introduced [43].

Definition 37 Let C+(c) denote the set of superclasses of c ∈ C. (Conven-
tionally, c /∈ C+(c).) The similarity of two elements c′, c′′ ∈ C is given by

σjac−str(c
′, c′′) =

|C+(c′) ∩ C+(c′′)|
|C+(c′) ∪ C+(c′′)|

.

In the following, we will discuss several state-of-the-art approaches that com-
bine terminological with structural similarity criteria for matching ontologies
and utilize the measures and distances introduced above.

6Note that using the notation c′ ∧ c′′ is a way of avoiding the longer minc∈C notation
introduced in the definition above.

7Their roles of numerator and denominator in the two formulas are inversed, for one is a
measure of similarity and the other – of dissimilarity
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Related approaches

The Anchor-Prompt algorithm. The system was developed and imple-
mented by Natasha Noy and colleagues in the beginning of the decade and has
since been recognized as an important state-of-the-art contribution to the field
[114].

Anchor-Prompt uses the common graph representation of ontologies – each
class corresponds to a node of the graph, an arc between two nodes exists when-
ever a relation between the corresponding classes is available. The algorithm
starts by manually or automatically selecting a set of pairs of similar concepts
from both ontologies – the so called “Anchors” – usually identified through lex-
ical matching. The main idea which the procedure further builds on is that if
there have been found two pairs of similar concepts (two “Anchors”) and there
exists a path connecting the concepts in each of the two ontologies, it is very
likely that the entities found on those paths are also similar. The algorithm
works by simultaneously traversing the paths and testing the similarity of the
classes found on each step of the traversals.

The Cupid system. As we have seen in the previous section, Bernstein
and Rahm have contributed a lot for providing a systematical account of the
existing ontology matching approaches. Cupid, the system that they proposed
together with Madhavan builds on many of the existing to the date of its devel-
opment schema matching approaches, including linguistic-based, element-based
and structure-based matching [96]. It is a generic matching approach, which
has not been developed in the light of a particular intended application.

Cupid works in three steps. The first step is the linguistic analysis of the
individual schema elements (names, data types, etc.). The system uses a the-
saurus to identify synonyms and abbreviations. The second phase consists in
a structural matching. Nodes in the schema-graphs whose parents have been
matched in the first step are considered as matching candidates. In both phases,
a similarity coefficient is calculated for each match-pair. The final step gener-
ates the actual mapping by picking up those pairs of potential mappings which
have maximal similarity coefficients.

The Onion tool. Mitra and Wiederhold [107] argued against the need
of constructing and maintaining a global consistent ontology as a result of an
ontology matching procedure. Instead, they proposed an approach to ontology-
composition which assists the linking of certain parts of the input ontologies
composing smaller domain ontologies only for the needs of a given application.
The Onion tool for ontology articulation which they presented serves to enable
querying simultaneously multiple ontologies represented as labeled graphs. It is
based on an algebra for knowledge composition, featuring operators like union,
intersection, difference. The alignment consists of a set of articulation rules.

Figure 3.16 provides a sketch of the main ideas behind Onion. Considered
are two sources of information, “Factory” (Source 1) and “Store” (Source 2).
They must share information in order to enable queries, such as “Purchasing”
(Application context 1).

The Chimaera tool. Proposed by McGuinness and colleagues in the early
00’s [102], Chimaera aides an ontology engineer in a process of merging two or
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Figure 3.16: The Onion tool (adapted from [107]).

more source ontologies. It relies mainly on terminological criteria (similarities
of the vocabularies used for concepts indicates similarity of their semantics) in
combination with relation-based criteria (using the taxonomic structure of the
terms in order to judge on the semantic nature of the respective concepts).

The authors make the observation that ontologies are handled predominantly
by non-experts in knowledge representation and engineering – a reason to focus
on user-friendliness in the development of their tool. In an easy and intuitive
to work on user interface, the tool suggests to the engineer sets of potentially
similar concepts-candidates for merging (for example, the concept “mammalia”
from one ontology and the concept “mammal” from another).

A newer version of the tool contains a diagnostics component, which evalu-
ates (partial) correctness and completeness of the resulting merged ontologies.

3.5.2 Extensional Approaches

Basic assumptions and similarity measures

Extensional ontology matching, also known as instance-based matching, com-
prises a set of theoretical approaches and tools for aligning two or more hetero-
geneous ontologies based on their extensions – the instances that populate their
concepts. The question of how a set of instances of a concept is defined will be
considered in Chapter 4 of this thesis. We mention here that in hierarchically
structured data, a concept can be defined as a set of those instances that are
directly assigned to it, or as a set of all instances assigned to the concept and
its successors in the taxonomy, what we will later call hierarchical and non-
hierarchical instantiation. An example of a hierarchical instantiation is given in
Figure 3.17, D1, D2 and D3 are the sets of instances of the leaves of the tree.
The very question of what is an instance – an object, a word, a text document,
an image, etc., will be also discussed in Chapter 4, because it is relevant to a
particular approach and application, not in general. For the moment, we will
content ourselves with using an abstract notion of an “instance”, understood
as some kind of a real-world data entity, member of a given class within an
ontology.

Various concept similarity measures have already been proposed together
with matching systems that employ them. Often in applying these measures
it is necessary to consider a set of thresholds controlling data sparseness or
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Figure 3.17: Hierarchical instantiation of a taxonomy.

defining the degree of similarity. For an overview of instance-based mapping in
terms of measures, thresholds and types of concept instantiation, we refer to
the empirical study carried out by Isaac et al. [72].

A common approach to modeling concepts by their instances is the set-
theoretic approach. The relatedness of a pair of concepts is an outcome of a
properly chosen measure of similarity, based on estimations of the intersections
of two sets of instances. Two concepts A and B are considered similar when
A ∩ B ≈ A ≈ B and dissimilar when A ∩ B = ∅. The problematic aspect of
this technique is, obviously, the very strong assumption of presence of identical
instances in both instance sets which would ensure the presence of a non-empty
intersection.

Alternatively, a measure of concept similarity can be introduced on the ba-
sis of the cosine similarity measure between two class centroids. This implies
modeling a class by the average vector of the instances that it contains. We will
call this measure prototype similarity, given by

simproto(A,B) = s
( 1

|A|

|A|∑
j=1

iAj ,
1

|B|

|B|∑
k=1

iBk

)
. (3.2)

where s(·, ·) is the standard cosine similarity and iA is an instance of the concept
A. A drawback of that approach is that it tends to flatten the structure and,
although appropriate for leaf nodes, is prompt to fail for higher level concepts.

Among the most popular choices of a similarity measure is the Jaccard coef-
ficient [39] as well as a couple of standard statistical measures which have been
already applied for extracting semantics out of natural texts based on term co-
occurrence, such as mutual information (MI) and information gain (IG), which
have been discussed in Section 2.4 of the thesis. The Jaccard coefficient simi-
larity is defined as it follows.

Definition 38 Jaccard Coefficient. Let P (X) be the probability of a random
instance to be an element of X and let A and B be two sets. The Jaccard
coefficient is a similarity function defined as:

σJacc(A,B) =
P (A ∩B)

P (A ∪B)
. (3.3)

Isaac et al. [72] observed that the similarity defined by (3.3) does not take
into account the relative “quality” of the matching between A and B. A and
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B are likely to be judged equally similar if the match (A, B) is based on 100
instances or on only one. To correct this problem, Isaac proposed the corrected
Jaccard similarity in which less frequently co-occurring annotations are assigned
a smaller score (the factor 0.8 is chosen on the bases of a series of empirical
tests)8.

σJacc−corr(A,B) =

√
P (A ∩B)× (P (A ∩B)− 0.8)

P (A ∪B)
. (3.4)

Finally, note that P (A∩B) = P (A,B) and P (A∪B) = P (A,B)+P (A,B)+
P (A,B), where the entity P (A,B) denotes the probability that a random in-
stance belongs to both A and B (the joint probability of A and B). The task of
measuring the similarity of two concepts is then redefined as finding an appro-
priate estimation of each of their four joint probabilities, based on the instances
that they contain. We will see a way to do this in one of the related approaches
[39] described in the next section.

Related approaches

We will review several instance-based approaches which we find intriguing and
central to the state-of-the-art of the field. A more detailed description will be
given to those of them which are to a higher degree relevant to our matching
approach.

The GLUE tool. In their paper Learning to map between ontologies
on the semantic web from 2002 Doan et al. introduced the instance based
inter-taxonomy mapper Glue, based on machine learning techniques for semi-
automatic derivation of concept similarity assertions [39]. The method is based
on one central claim, which is that we need not to commit to a particular defini-
tion of similarity. Once we have an approach to calculate the joint distributions
of the classes, a similarity measure of any kind can be computed over these
terms.

We will present how this is done in Doan’s paper. Let O1 = (C1, is_a) and
O2 = (C2, is_a) be two ontologies, let IO1 and IO2 be the sets of instances
belonging to the ontologies correspondingly and let A ∈ C1 and B ∈ C2 be
two different concepts of each ontology, viewed as sets of instances. A term like
P (A,B) can be estimated by the fraction of instances that belong to both A and
B. The task is thus reduced to deciding for each instance whether it belongs to
A ∩B or not. Given that the input includes instances of A and instances of B
separately from one another, the problem can be addressed by machine learning
techniques for classification (such as the Support Vector Machines (SVM), the
k-Nearest Neighbors (kNN) or the Naive Bayes learner (NB), used by Glue) to
create a classifier on A and apply it on B and vice-versa.

The quantity P (A,B) is approximated by using the cardinalities of both sets
and their intersections in each ontology.

P (A,B) =
|A ∩O1

B|+ |A ∩O2
B|

|IO1 |+ |IO2 |
, (3.5)

8Isaac et al. [72], as well as other authors [162] use the cardinalities |X| instead of the
probabilities P (X), used by [39] and [150], to formulate the Jaccard similarities. It is straight-
forward to prove, however, that both ways of notation are equivalent.
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Figure 3.18: Approximating joint probabilities by a machine learning classifier.

where ∩O1
denotes that we are intersecting instances belonging to O1 only.

The probability of an arbitrary instance to belong to both A and B can be
approximated in terms of the number of instances of A and B in both ontologies
and the whole number of instances contained together in O1 and O2 [156].

Let us consider B ∈ O2. We separate the instances of O2 into instances that
belong to B and that do not belong to B. We do the same with the instances
in A ∈ O1 and use the separated data in O1 as positive and negative examples
on which a machine learning classifier is trained. The classifier is applied on
the instances in B and thus we come up with an estimation of the quantity
|A ∩O2

B|. We repeat the procedure inversing the roles of A and B in order to
obtain |A∩O1B| (Figure 3.18). The same algorithm is applied for the other joint
probabilities until we have approximations of all three of them. The similarity
between the concpets A and B is given by the Jaccard coefficient (3.3) estimated
as a function of the joint probabilities.

Further, Glue computes the |C1| × |C2| similarity matrix of all possible
pair-wise concept similarities. In order to find the best possible mapping config-
uration, the procedure combines the observed similarities with domain-specific
constraints and heuristic knowledge.

A related to Glue approach, based on Support Vector Machines and using
literature-based corpus was proposed by Lambrix et al. in [89].

The FCA-merge approach. FCA-merge, based on Formal Concept
Analysis (introduced in Section 3.3.2) was proposed by Stumme and Mädche
[144] and is another approach which relies on the assumption that two ontologies
use the same instances taken from a set of text documents relevant to both
ontologies. It provides its own mechanisms of extracting instances of concepts
from text corpora, answering a basic critique to some instance-based approaches
that rely on common instances, that source ontologies are unlikely to share
the same sets of instances. The approach applies natural language processing
techniques and FCA to derive a concept lattice which is further transformed into
a merged ontology. As this summary of FCA-Merge suggests, a translation of
an ontology into a concept lattice and back to an ontology takes place during
the merging procedure.

The generation of a formal context from an ontology is done as it follows.
For each ontology Oi (as defined in Section 3.1), a unique formal context Ki :=
(Gi,Mi, Ii) is generated in the following manner. The set of documents DOi

corresponding to Oi is taken as the object set of the formal context, i.e. Gi :=
DOi and the set of ontology concepts is taken as an attribute set, i.e. Mi := COi .
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Figure 3.19: FCA-merge.

The relation (g,m) ∈ Ii holds whenever a document g ∈ DOi contains an
instance of m ∈ COi . By using FCA techniques, a concept lattice involving
both ontologies is generated from merging the formal contexts corresponding to
each of them. Finally, a merged ontology is derived from the concept lattice.

The method is sketched in Figure 3.19 in three steps. Step 1 consists in
generation of instances (can be skipped if the source ontologies share the same
instance set); the application of FCA techniques for deriving a merged concept
lattice takes place in step 2; Step 3 generates an ontology out of the merged
concept lattice.

Mapping via classification. An interesting recent approach to concept
mapping was proposed by Wang and colleagues [161]. Its essential idea con-
sists in replacing the mapping problem by a classification one by introducing
a similarity space in which every point represents a pair of matched concepts.
Labeling correct matches with a positive label and incorrect ones – with a nega-
tive label, allows for a machine learning classifier to learn on training data9 and
automatically classify new pairs of concepts as mappings of similar concepts or
not.

The method relies on the fact that each instance is represented by a set
of features (if it is a book, these could be the title, the author’s name, the
publisher, etc.). Concepts, on their turn are also represented as sets of features
by extracting information about the term occurrences of each of the features
of the instances that are contained in this concept. In our book example, a
concept will contain the features title, author’s name, publisher, each of which
will be represented as a vector of the frequencies of occurrence of each of the
values of title, author’s name and publisher as features of the instances. In other
words, every concept feature contains counts of the occurrences of all values of
the instance features. Finally, for a given pair of concepts, a feature vector is
constructed to reflect the mapping of that pair of concepts. Every component
of this feature vector is the cosine distance between the corresponding concept
features (e.g. the cosine between all “title” term-occurrences in concept 1 and
all “title” features in concept 2).

The idea of extracting features reflecting a pair of concepts from the features
of the instances of that concepts is sketched in Figure 3.20.

In that way a feature vector – a point in the so created “similarity space” –

9Although not explicitly stated by the authors, it is assumed that the class information
in the training set is provided by experts in the field (human supervisors) or it comes from
previous mappings performed by another mapping technique.
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Figure 3.20: Feature extraction (adapted from [160]).

is associated to every pair of possible mappings. Since not every point in that
space will correspond to a real mapping, the authors suggest the hypothesis
that there can be found a correlation between the label of a point (positive, if
the point represents a “true” mapping and negative, otherwise) and the points
position in the space which gives rise to reformulating the mapping problem
into a binary classification task.

The Caiman tool. Lacher and Groh [88] contributed to the ontology
mapping research with their system Caiman, created to facilitate the retrieval
and publishing of documents among communities.

Caiman adopts an extensional ontology modeling approach by defining con-
cepts as sets of relevant documents, coded as TF/IDF vectors. In the mapping
process, every concept in each of the source ontologies is represented as a fea-
ture vector by using the well known Rocchio algorithm – the concept’s feature
vector is calculated as the average of the documents that are assigned to this
concept. The similarity of two concepts from two different ontologies is assessed
by measuring the cosine distance between their corresponding feature vectors,
denoted by p(ai, bj) for two concept vectors ai and bj .

For a fixed i, the algorithm which Caiman exploits measures the quantity
p(ai, bj) for all j and assigns a mapping between ai and bjk for the node bjk
which produces the highest value of p. If two nodes bjl and bjm produce very
similar p-values, the cosines of their parents is calculated until the difference
between their corresponding p-values becomes significant (with respect to a
fixed threshold). This final characteristic of the method puts it a step closer
to structure based matching techniques, because it suggests using hierarchical
information from the ontology graphs.
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Matching of instances
Thor et al. [147] proposed a matcher operating on ontologies of strictly hier-

archical type designed predominantly in a bottom-up manner for the purposes
of e-commerce. The system is of highly narrow application domain, because it
relies on the existence of an unique id-key of every concept instance (a plausible
assumption for a restricted category of ontologies such as on-line catalogs). The
ontology matching problem is then reduced to an instance catalog-id alignment
problem.

Folksonomy concept mapping. Folksonomies are data structures which
result from a collaborative bottom-up annotation process. Wartena and Brussee
[162] proposed an instance-based method for mapping folksonomic concepts,
based on the distribution of tags in each concept. The main argument which
enables the application of a similarity measure based on these distributions is
that, although the process of tagging is highly human biased and noisy (tags
like “to read” or “interesting” do not bring any qualitative information for the
tagged article), only the relevant tags will reach high frequencies. Halpin et al.,
as cited by Wartena and Brussee have proven that the distribution of tags (for
entities which are being frequently tagged) converges over time.

Concepts as document vectors. An ontology mapping procedure, based
on vector distances and bearing characteristics of structural as well as instance-
based techniques was suggested by Su [145]. The main assumption of the ap-
proach is that one has two input ontologies, each with a set of documents as-
signed to its relevant concepts. Every leaf-node concept is modeled as a vector
which is computed as the average vector of the vectors of all documents assigned
to it. The non-leaf concepts are represented as feature vectors which are com-
puted from the feature vectors of their descendants. For every pair of concepts,
a similarity measure based on the cosine vector distance is calculated.

A few more instance-based mapping methods are discussed in [43], while [46]
presents a benchmark for instance-based ontology mapping in order to facilitate
the evaluation of the different techniques proposed in the literature. Additional
overview of ontology reconciliation techniques is found in [66] by Hameed et al..
The study aims at explaining, from an engineering and enterprise viewpoint,
where the problem of ontology mapping evolves from and overviews some up-
to-date tools for merging of ontologies. A strong point is the attempt to study
the ground reasons for the emerging ontology mismatches by providing multi-
perspective classifications of ontology dissimilarities. Finally, a comparison of
commonly applied ontology distances was recently proposed by David et al. in
[41].

3.5.3 Semantic-based Approaches

The group of semantic-based approaches unites methods, which rely on logical
deduction in order to justify and verify a set of previously generated mappings.
As this definition suggests, these methods usually consist of two main parts:

1. Anchoring the source ontologies. This is the process of initial align-
ment of two (or more) source ontologies by matching them against an
existing external resource of some kind. This can be a formal top-level
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ontology, such as DOLCE (Descriptive Ontology for Linguistic and Cog-
nitive Engineering) [50] and SUMO (Suggested Upper Merged Ontology)
[121], a formal domain specific ontology like, for instance, the FMA (For-
mal Model of Anatomy) ontology in the medical domain, or an informal
resource, like WordNet10. The main characteristic of this method is that
the input ontologies (the mapping candidates) are first aligned to (parts
of) the background ontology. Checking if the concepts and relations of
the source ontologies correspond to one another is performed by the help
of reasoning services in the background ontology.

2. Applying deductive techniques. The second part of the mapping pro-
cedure consists of verifying the consistency and the completeness of the
correspondences found in the first phase and entailment of new alignments.
To these ends, on applies techniques from propositional or description log-
ics for verifying semantic satisfiability of the correspondences and deduce
new knowledge.

We will illustrate how semantic-based approaches look like in action by the
help of a small example. Let our task be to match two music-ensembles related
ontologies, denoted O1 and O2. We decide to use the (fictional) Music Ensembles
Ontology (ME), which provides formal domain knowledge, as a background
source to which our input ontologies will be anchored. In result, we come up
with a set of assertions binding the elements of the two ontologies with relations,
such as ≡, v, etc.

Let the concept Orchestra_O_1 from O1 be mapped to the concept
MusicEnsemble from the FMA ontology and let the concept Player_O_2

from O2 be mapped to the concept Musician from the ME ontology. This
immediately entails that the concept Player_O_2 is a part of the concept
Orchestra_O_1, because a part-of relation holds between the concepts Musician
and Orchestra in the ME ontology11

Now let us have the following two parts of O1 and O2 (written in description
logics):

ChamberOrchestra = Strings u ≤ 15 musician,

Orchestra = StreichAndWoods u ≤ 50 player12.

The former means that a chamber orchestra is a collection of not more than 15
string instrumentalists and the latter means that an orchestra is a collection of
not more than 50 strings and woods instrumentalists.

Let us have the following initial alignments from the anchoring stage of the
mapping:

musician = player

10http://wordnet.princeton.edu/
11As observed in [43], this mapping of concepts and their relations might be less straightfor-

ward when using WordNet where the word “Player”, for instance, has many different senses
among which one has to disambiguate.

12The word “Streich” is often used to denote the part of an orchestra containing only string
instruments. The word “Woods” here stands to denote the wood instruments section of an
orchestra. The concept “Streich and Woods” denotes the union of both sections.
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Strings v StreichAndWoods.

The latter two alignments entail that a chamber orchestra is a subcategory
of orchestra:

ChamberOrchestra v Orchestra.

Semantic-based approaches do not fall in the focus of the work carried out
in this thesis; therefore, we will not delve into further details. We propose the
interested reader to consult the work of Bouquet, Shvaiko, Serafini and others
(cited in [43]), the IF-Map method by Kalfoglou and Schorlemmer [79], the
review of semantic metrics by Hu et al. [71], as well as related publications by
Kühnberger and Ovchinnikova [118, 120].

3.6 Summary: Ontology Matching

Throughout the sections above, we have discussed different issues related to
the interdisciplinary domain of research known under the name of ontology
matching. We have seen that there are many possible definitions of an ontology,
just as there are plenty of application fields, ranging from knowledge integration,
semantic interoperability, through natural language processing, problem solving
and reasoning, to facilitating business interaction and increasing the efficiency
of production. In view of the variety of definitions and application fields, an
ontology, in the broadest sense, is understood as a collection of concepts and
relations defined on these concepts, which altogether describe the knowledge in
a certain domain of life and provide basis for reasoning and inferring new facts.

Ontology matching is defined as the process of finding correspondences be-
tween the elements of two or more ontologies, which are assumed to cover the
same or similar domains of knowledge, but their components are not explicitly
mapped to one another. We have attempted to study the reasons why such
conceptual and terminological discrepancies appear from a psychological and
broad computational points of view and have provided an account of the role of
similarity in human concept formation.

From the perspectives of applications and computational models, we have
presented a classification of the existing theoretical and practical contributions
(matching systems, procedures / algorithms and tools), organized in classes
with respect to their conceptual and methodological characteristics. We have
particularly emphasized on two major groups of techniques, which are directly
relevant to the approach developed in this thesis: structural and instance-based
techniques.

The basic conclusion concerning the performance and efficiency of structure-
based techniques is that structure, although an important bearer of the seman-
tics of a group of concepts, does not provide sufficient ground to build a self-
dependent matching procedure. Structural techniques have to be, therefore,
used in combination with terminological and / or extensional approaches.

Instance-based techniques, on the other hand, prove to be a more reliable
indicator of semantic proximity of concepts and ontologies. In consequence,
more and more recent research efforts are invested in that direction. They
can be used in combination with other techniques, but also as an independent
indicator of semantic similarity, as it has been observed by many authors (see
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Section 3.5). The biggest challenge for instance-based approaches remains to
overcome one of their most frequent and least realistic assumptions that the
same set of instances exists for both (or the many) source ontologies to be
matched.

In the next chapter of the thesis, we will expand on the theoretical grounds
of our own contribution to the field. We will combine structural and exten-
sional methods, developing graph-theoretical and machine learning approaches
to address the problem of ontology matching, attempting to answer frequent
critiques to some of the existing approaches, reviewed in the chapter that we
have just closed.
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Chapter 4

Composite Approaches to
Ontology Matching

Among the main contributions of this thesis are two novel procedures for on-
tology matching that combine structural and extensional techniques yielding
assertions on the overall semantic similarity of two source ontologies. The first
procedure, introduced in Section 4.4, relies mainly on instance-based matching
techniques; the structure of the source ontologies comes in use in the definition
of a recursive algorithm for instance-based concept similarity verification, which
optimizes the search of similar concepts among the source concept trees. The
second matching procedure, discussed in Section 4.5, has a stronger structural
component and explores different possible cases with respect to the structure
and the extension of two (hierarchical) source ontologies. The outcome of the
first procedure is a set of concept alignments, whereas the second procedure
gives indications how both ontologies (or their overlapping parts) can be merged
together, if from an engineering and application viewpoint this is necessary.

In the next couple of sections, we will describe separately the components of
the two composed approaches before we explain how they will combine for the
goals of an overall ontology matching task. We start by describing the environ-
ment, in which the task will be accomplished by stating our main assumptions
(Section 4.1). We proceed to discuss the structural properties of ontologies and
to define their similarity in terms of a graph-isomorphism problem (Section 4.2).
The central part of this chapter and of the theoretical and practical contribution
of the thesis is the study of instance-based measures of ontology similarities and
how they can be combined in an independent extensional ontology matching
procedure (Section 4.3). After presenting the two matching approaches (Sec-
tions 4.4 and 4.5), we close the chapter by a short summary of our main results
(Section 4.6).

4.1 Assumptions

Clearly, given the complex structure that an ontology may possess with respect
to the various application fields and relation definitions that it may contain, it
might become prohibitive or simply lack sense to discuss the problem of ontology
similarity from a very general point of view. Or, as Welty and Guarino [62]
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observed, talking about ontologies only makes sense regarding a certain context.
Therefore, we will start by specifying the frames in which the study of ontology
similarity will be carried out in terms of the following basic set of assumptions.

The focus falls on ontologies which:

• are hierarchical, i.e. make use of but are not restricted to declarative
hypernym / hyponym (is_a) relations (in a broader sense, that means
that there exists a hierarchical structural body of each ontology);

• are designed to categorize text documents1 with respect to different topics;

• are populated – there exists a set of documents correctly assigned to their
nodes;

• share an extensional overlap.

In the sequel, we will discuss in more details the assumptions on the list
above.

4.1.1 Definition of a Hierarchical Ontology

In Chapter 3 (Section 3.1), we saw that there is little agreement among authors
on a common definition of an ontology. If not partially underlying it, this is at
least symbolic for the problem of ontology mapping: few people would have a
common clearcut convention of what an ontology is – clearly, a fact which does
not help to provide a common ground for ontology acquisition and construction.

We will make our own contribution to the list of ontology definitions, some
of which we have discussed in the previous chapter of this thesis. Explicitly,
in our study, we deal with hierarchical, tree-structured ontologies designed to
categorize text documents such as web pages with respect to their contents.
Generalizations to non-hierarchical ontologies are done under the assumption
that a hierarchical body can be extracted out of each of the considered source
ontologies.

Definition 39 A hierarchical ontology is a pair O := (CO, is_a), where CO is
a finite set whose elements are called concepts and is_a is a partial order on
CO with the following property:

• there exists exactly one element A0 ∈ CO such that {B ∈ CO, B 6=
A0|(A0, B) ∈ is_a} = ∅,

• for every element A ∈ CO, A 6= A0, there exists a unique element A′ ∈ CO
such that (A,A′) ∈ is_a.

1As noted already, the procedures described below generalize to instances of other nature
(e.g. images), under the assumption that they can be represented as real-valued vectors of
some kind. The term “document” is used throughout the text to substitute the more abstract
term “instance”; however, “document” can be also seen as used abstractly to denote a real
word data entity, which need not be limited to a text written in a given natural language.
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As commented previously (Section 3.1), the case CO = ∅ is trivial and con-
sidered as excluded, although the given definition does not explicitly suggest
so.

Finally, note that definition 39 is purely intensional and does not imply
the existence of instances of the ontology concepts. Therefore, throughout the
succeeding sections, we will throw light upon the question of how do we assume
concepts, instances and documents are related.

4.1.2 Documents, Instances, Concepts, Ontologies

There is just as little agreement about the relation between documents, in-
stances, concepts and ontologies, as there is about a common definition of an
ontology and the former seems to be a direct consequence of the latter. The
definition of a hierarchical ontology we have just given clarifies the relation be-
tween the concepts within a single ontology. We will continue by explaining the
assumed relation between documents, instances and concepts in our ontology
matching scenario.

In a bottom-up setting, a set of documents can serve as a basis to extract
ontological information. Methods which provide solutions in that direction have
been discussed in the previous chapter (see for example [35, 124, 144]). On the
other hand, one may adopt a top-down approach by first creating an ontology
and only afterwards populating it with instances. These could be words or
expressions contained in properly classified documents, or the documents them-
selves [25]. This is the strategy applied in many ontology engineering solutions
aiming to “fit” the knowledge of a domain into a formally and formerly cre-
ated structure. A practical reason for that is the fact that it is computationally
less costly to populate a created ontology with instances than to extract struc-
ture out of a flat pool of instances, what the alternative bottom-up approaches
suggest.

In either way, we assume that the ontology population phase had already
taken place. More precisely, we assume the existence of an extension of each
ontology which is a collection of annotated text documents (web-pages) assigned
to that ontology and distributed among its nodes. We will use the documents,
assigned to a given concept, as instances of that concept in order to model it.

After clearing up the question of what we consider to be a legitimate concept
instance there still remains an important question unanswered, namely how is
the set of instances of a given concept defined? Assuming that we have a set of
annotated instances for each ontology (i.e. for each instance there is a pointer
to which ontology concept it refers to), there are two possibilities. The first one
is to ignore the hierarchical structure of the underlying taxonomy and take as
instances of a given concept only those that are directly assigned to it and let us
call that a non-hierarchical instantiation. The second possibility is to include in
the set of instances of a concept all instances assigned to that concept and all of
its descendants in the concept hierarchy – a hierarchical instantiation [72]. An
illustration is provided in Figure 4.1: in a hierarchical instantiation setting the
node c2 would contain the documents set {d1, ..., d6} and c1 would contain the
complete document set {d1, ..., d8}. In a non-hierarchical setting, the document
c2 would only contain the document d1, etc.

Usually, the choice of one of the two types of instantiations is motivated by
semantic considerations dependent on the particular intended application. In
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Figure 4.1: Example: a document populated taxonomy.

Figure 4.2: Doubly annotated documents.

some web directories, like for instance Yahoo!, the assignment is understood as
direct assignment of documents to a node and not to its super-nodes in which,
naturally, not all taxonomy classes are assigned documents. Concerning our
approach, the instance-based concept similarity measures, presented in Section
4.3 perform independently on the assumed type of concept instantiation. Ac-
cordingly, Isaac et al. have reported that in an instance-based matching task,
it is expected the results in both hierarchical and non-hierarchical instantiation
to be very competitive [72]. Nevertheless, for the purposes of our overall ontol-
ogy matching approaches, we adopt a hierarchical instantiation of concepts, for
reasons to become clear during the presentation of the proposed procedures.

Finally, a document may be assigned through its annotation to more than
one ontology nodes and to more than one ontologies. Cross-ontology doubly
(or multiply) annotated instances are considered separately and independently
for each ontology. A doubly (or multiply) annotated document within a single
ontology can be considered to be an instance of the least common subsumer of
the concepts, which it is originally assigned to (as shown in Figure 4.2a), or a
copy of it can be kept in each of the nodes to which it is originally assigned
(Figure 4.2b). If the quantity of multiply annotated documents in an ontology
is significant, taking the former approach can be problematic, risking to lift a
lot of instances up in the hierarchy, thus weakening the structure. Therefore, we
suggest to keep documents as instances of their respective nodes, as indicated
by their annotation.

We will place in a formal frame the preceding discussion about the associa-
tion of documents to an ontology and their distribution among its nodes.

Let Ω = {O1, ..., Oi, ..., Ok} be a finite set of ontologies and ∆ =
{d1, ...,dj, ...dl} – a finite set of text documents about a given domain of inter-
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est. Each text document is represented as an n-dimensional TF/IDF vector (as
described in Chapter 2 (Section 2.4) and in [74]). Let

γ : Ω→ 2∆ (4.1)

be an injection from the set of ontologies to the power set of the documents.
For every O ∈ Ω and DO ∈ 2∆, so that γ(O) = DO there exists an injection

g : CO → 2DO , (4.2)

which assigns documents to the ontology nodes. For the purposes of our study,
we assume that the function g maps every element of CO to a set of documents
and assigns to a class the union of the sets of documents assigned to all nodes
subsumed by this class.

4.1.3 Types of Document Intersection

An entity that plays a key role in the approach described in Section 4.5 is the
intersection of the sets of documents D1 and D2 assigned respectively to two
source ontologies O1 and O2. The relative size of the intersection indicates how
similar the extensions of both ontologies are and to what extent the domains
that they cover overlap. In our procedure this quantity plays a twofold role. In
the first place, it comes to confirm or reject one of our basic assumptions, namely
that the ontologies of interest share a certain extensional overlap, i.e. that they
are good mapping candidates. Further on, at the final mapping stage, com-
bined with the structural and instance-based mapping techniques, it helps yield
quantitative judgments on the granularity and population differences between
the inputs and how these differences can be overcome.

However, working with the mere intersections is too naive when the sets of
elements are vectors of natural language text documents. It is very likely that
documents from both sets that are very similar, yet not identical, will remain
out of the intersection. For example, an article and its abstract might have
different TF/IDF vectors although they are semantically very similar. There-
fore, we need a theoretical approach to deal with that by taking into account
not only identical, but also to a large extent similar documents. We will dis-
tinguish between three different types of intersection: the strict intersection,
or the standard set intersection, the relaxed intersection, containing the strict
intersection and documents from both sets which are close in a vector space,
and the modified relaxed intersection, containing the first two plus documents
which are close in a semantic space.

We make the convention that the use of the term “intersection” in the sec-
ond and the third type of intersection described above is a slight abuse to the
common notation, since, as it will be seen further, it carries the characteristics
of both an intersection and a union. A possible fuzzy set formulation of the
problem, which helps to avoid this terminological conflict, is presented at the
end of the section.

A Distance Metric on a Set of Documents

As discussed previously (cf. Chapter 2), the distance between two documents
can be measured in a vector space constructed from the terms occurring in
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the documents or their combinations used as dimensions. There are different
plausible choices of a distance metric or a similarity measure defined on a set of
documents coded as TF/IDF vectors (or any other numerical format) living in
a multi-dimensional space of some kind. The particular choice is task and data
dependent and in most of the cases, once the document vectors are computed, it
is easy to try out different distance measures and pick out the most appropriate
one. In Section 2.4, we have introduced the well-known Euclidean distance and
cosine measure of similarity. A review of some more commonly used distances
is found in [87] and the sources cited there. For the purposes of our study at
this point we need not commit to one particular distance metric. Instead, we
will introduce an abstract distance between two documents, dist(d1, d2), with
the convention that dist is a metric and defines a metric space on the set of
documents.

Let D1 and D2 be two document sets corresponding to the ontologies O1

and O2, respectively. We will consider two documents d1
i ∈ D1 and d2

j ∈ D2

taken from these sets similar if their distance is smaller than a fixed threshold,
i.e.

dist(d1
i ,d

2
j ) ≤ cd,

where cd is a strictly positive parameter (set by the user). We should keep in
mind that taken into account the fact that the ontologies we are dealing with are
domain specific (i.e. the documents they organize are already rather similar),
small variations of the constant cd would lead to important differences in the
similarity judgments.

Strict and Relaxed Documents Intersections

We will introduce the notion of relaxed intersection which integrates similar
documents from both sets as opposed to the standard strict set intersection.

Definition 40 A Strict Intersection (SI) of the sets of document D1 and D2 is
the set

SI(D1, D2) = D1 ∩D2

and their Relaxed Intersection (RI) is the set

RI(D1, D2) = {d1
i ,d

2
j |dist(d1

i ,d
2
j ) ≤ cd,d1

i ∈ D1,d
2
j ∈ D2}.

We note that SI(D1, D2) ⊆ RI(D1, D2). The difference between both is
shown in Figure 4.3.

An Account for the Semantic Similarity of Documents

The relaxed intersection helps to include into consideration documents from
both input sets which are not identical but rather similar. Still, it does not
account for documents which are of substantially different word content, because
the similarity is measured in terms of a distance in a term-vector space (i.e.
word-co-occurrences are what count), and not in terms of the semantic closeness
of the documents. Two documents that use semantically related, but distinct
words will show no similarity by measuring their vector distances and will neither
fall into the strict, nor into the relaxed intersections introduced above.
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Figure 4.3: Types of document sets intersections.

Kandola, Shawe-Taylor and Cristianini [81] proposed a method for repre-
senting and computing semantic proximity of documents by the help of a kernel
based similarity measure using a semantic proximity matrix. The method is
reviewed in Section 2.4 of the second chapter of the thesis (see equation (2.42)).
Another method by the help of which one extracts information about the se-
mantic closeness of terms and documents is based on Latent Semantic Analysis
(also discussed in Section 2.4).

We suggest that in measuring the documents set intersection it is important
to include documents which share semantic commonalities, not accounted for
by their term occurrences vectors. Let σsem(di,dj) be a measure of semantic
similarity2 of two documents di and dj based on either semantic proximity
matrices (equation (2.42)) or LSA (in this case this is again most commonly the
cosine distance, but applied in the semantic spaces generated by LSA, and not in
the original vector space). Our proposal is to apply σsem on the set of documents
which remain from the initial sets D1 and D2 after removing their relaxed
intersection (RI), i.e. we apply the σsem(d,d′) for all d ∈ D1 \RI(D1, D2) and
for all d′ ∈ D2 \RI(D1, D2).

Let the documents from D1 and D2 which are found to be semantically close
via σsem form the set

SC(D1, D2) = {d1
i ∈ D1,d

2
j ∈ D2|σsem(d1

i ,d
2
j ) ≥ csem}, (4.3)

where csem is a parameter to be fixed.
We define the modified relaxed intersection of documents which contains the

relaxed intersection from definition 40 and the semantic intersection defined in
(4.3) as (see Figure 4.3):

RImod = RI ∪ SC. (4.4)

In our procedure, we will use the modified relaxed document intersection
instead of the strict one and by documents set intersection we will mean the
modified relaxed intersection, except if specified otherwise.

As a final remark, we note that the modified relaxed intersection provides
the most general notion of semantic proximity of two sets of documents and
therefore it is preferable to work with. However, dependent on the corpus, it is

2For the time being assume this is an abstract similarity measure, its explicit definition
being application relevant.
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Figure 4.4: Prototype document in case 1) and case 2).

theoretically possible to achieve satisfactory results by using only the strict or
the relaxed intersection.

A Fuzzy Set Formulation

Exploring the potential of expressing the relaxed intersection of documents by
the help of a fuzzy set formalism is a worthwhile effort. Since the fuzzy set
theoretic approach remains out of the scope of the thesis, we will only sketch a
possible approach to this problem.

Fuzzy set theory has been introduced by L. A. Zadeh in the sixties of the
past century as a generalization of the standard theory of sets [169]. A fuzzy
set is defined on a given space of objects X as a couple (A, fA), where A is
characterized by fA – a function that expresses the degree of membership of
every element of X to A by assigning to every element x ∈ X a value from the
interval [0, 1].

In our scenario, we start by considering two cases: 1) the strict intersection
D1 ∩D2 is non-empty and 2) the strict intersection D1 ∩D2 is the empty set.
In both cases, we aim at defining a special document vector, dproto, which is
a prototype of the shared commonality of both sets. In case 1), we formulate
dproto as the average vector of all vectors contained in D1 ∩D2; in case 2), we
compute the pairwise distances between each vector in D1 and each vector in
D2 and define dproto as the average of the two closest vectors from both sets
(see Fig. 4.4).

We proceed to translate the notion of a relaxed document intersection in
a fuzzy set formulation. We take the union of both document sets D1 ∪ D2

as the space X. The relaxed intersection of D1 and D2 will be defined as the
couple (A, fA) where the membership function fA relates to the distance of
each element of D1 ∪ D2 to the prototype vector and is defined as fA(d) =
1−dist∗(d,dproto), where dist∗ is the distance function dist scaled in the interval
[0, 1]. The modified relaxed intersection is defined in a similar manner, by first
taking the membership function fsemA (d) = σ∗sem(d,dproto), where σ∗sem is the
scaled version of σsem in the interval [0, 1] and then computing the fuzzy union
of fA and fsemA . We recall that, in fuzzy set theory, the latter will be expressed
by Max[fA(d), fsemA (d)], ∀d ∈ X.

In practical terms, fixing a threshold of degree of membership enables us to
define a notion of set intersection based on the fuzzy formulation above, which
gives crisp criteria of which documents are to be taken into account. Figure
4.5 gives the analytical interpretation of the fuzzy union and the fixed threshold
resulting in the definition of a modified relaxed intersection in the case when X is
the real axis. We note that the fuzzy approach depends on only one parameter,
namely the threshold of degree of membership, whereas the approaches that
rely on crisp set definitions (described in the beginning of this section) imply
the choice of two parameters.
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Figure 4.5: The bell-shaped curves represent the functions fA and fsemA . The
fuzzy union Max[fA(d), fsemA (d)] is depicted by the continuous segments of the
two curves.

4.2 Structural Ontology Similarity

We proceed to explore the advantages of a properly chosen graph representation
of ontologies for the efficiency of the structural ontology similarity determina-
tion. We start by presenting hierarchical ontologies by trees; later on, we discuss
the possibility of presenting more general ontologies (containing other than sub-
sumptional relations) as Cartesian products of trees. A distance metric on a set
of graphs is defined to account for the structural ontology similarity.

The basic definitions from graph and lattice theory which we will need have
been given in Section 2.1.

4.2.1 Ontologies as Graphs and a Structural Similarity
Measure

Representing ontologies as graphs is a trivial task which consists of aligning an
ontology’s concepts and relations with a graph’s nodes and edges, respectively.
Formally, this will be done in the following manner.

We start by representing hierarchical ontologies as trees. Let Γ be a set
of directed rooted trees G(V,E) and Ω be a set of hierarchical ontologies, as
defined above (Definition 39). We assume that for every O ∈ Ω there exists
G ∈ Γ so that |C| = |V |, where | · | denotes set cardinality and there exists an
isomorphism

f : C → V (4.5)

i.e.

(ci, cj) ∈ is_a⇔ 〈f(ci), f(cj)〉 ∈ E, (4.6)

where ci, cj ∈ C.

We give the following definition.

Definition 41 Let O be a hierarchical ontology. A hierarchical ontology
tree corresponding to O is a directed rooted tree G(V,E) such that

(1) V = C
(2) E ⊆ C × C such that 〈f(ci), f(cj)〉 ∈ E ⇔ (ci, cj) ∈ is_a.
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We note that strictly speaking, the edge relation is not necessarily transitive
in contrast to the partial order is_a and therefore, for the purposes of the
definition above we should relax the transitiveness of is_a.

Analogously, general ontologies are represented as general graphs by defining
an isomorphism in a similar manner as in the definition above. We recall the
ontology primitives defined by Maedche [97] by introducing a slight modifica-
tion3:

• LC – a set of labels for concepts;

• LR – a set of labels for relations;

• C – a set of concepts;

• is_a – a partial order on C;

• R – a set of binary non-taxonomic relations;

• F , G – mappings relating concepts and relations with their labels.

Let the list above be denoted ontology primitives (4.2.1).

Definition 42 Let O be an ontology which is defined by the ontology primitives
(4.2.1) . A graph G(V,E) corresponding to O is constructed in the following
manner.

(1) V = C forms the set of vertices via the isomorphism f ;
(2) E ⊆ C × C such that 〈f(ci), f(cj)〉 ∈ E ⇔ {(ci, cj) ∈ is_a or (ci, cj) ∈

R};
(3) LV = LC ;
(4) LE = LR;
(5) the mappings hV and hE are identical with F and G, respectively.

LV , LE , hV and hE are, respectively, sets of vertices and edges labels and
functions mapping them to graph vertices and edges, as introduced in definition
?? (Section 2.1).

The distance function which will be used as an indicator of the structural
similarities of two ontologies is Bunke’s graph distance, introduced in Chapter
2. We recall its definition.

Definition 43 Let |G| denote the number of vertices in a graph G. The distance
between two non-empty graphs G1 and G2 is defined as

d(G1, G2) = 1− |mcs(G1, G2)|
max(|G1|, |G2|)

. (4.7)

The same metric is applicable if instead of nodes we take arcs. To define
it, consider in (4.7) the denotation |G|arc instead of |G| which stands for the
number of arcs in a graph G. The rest remains unchanged.

Working with Bunke’s distance function has several advantages with respect
to our ontology matching strategy. To start with, (4.7) is a metric (proved

3The original set of primitives includes one set of labels for concepts and relations. We
have split this set in two in order to avoid the possibility to assign a relation the label of a
concept or the other way round.
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by Bunke et al. in [20]) – a useful property enabling us to define classes of
equivalences among ontology structures. The distance is based on maximal
common subgraphs. In the case of trees, there exist tractable algorithms of mcs
identification (see, e.g. Section 2.1). Finally, (4.7) computes the ratio between
the mcs and the cardinality of the bigger of the two trees – a useful step towards
judging conceptual differences in the granularity of the source ontologies, which
is an important outcome of the ontology matching procedure, to be discussed.

4.2.2 Discussion: Generalizing in Terms of Cartesian
Product of Trees

We will discuss the question whether ontologies of a more general kind than
hierarchies can be modeled by representing them as a product of hierarchies and
letting them inherit the subsumptional properties of the hierarchical structures
that compose them.

Similarly to Section 2.1, we will use the following notations. G, H denote
directed rooted trees and V (G), E(G) – sets of nodes and arcs of a tree G,
respectively; we will use simply the notation V and E where no disambiguation
between the sets of nodes and edges of different graphs is needed. Finally, x,
x′, x′′,... denote elements of V (G) and y, y′, y′′,... – elements of V (H).

We aim to provide a formal framework which allows for the construction of
more general structures out of a set of trees. We consider hierarchical, tree-like
ontologies, where the adjacency relation in a tree is interchangeable termino-
logically with the subsumptional (is_a) relation in a hierarchy, as indicated by
definition 41. We define an operation on the set of trees which will lead us to
more general structures capable of modeling more general (than hierarchical)
ontologies [45]. We suggest that the Cartesian product is an appropriate choice
to these ends.

Definition 44 Cartesian product on graphs. The Cartesian product of
two graphs G and H is a graph G ◦H such that:

1) the vertex set of G ◦ H is the Cartesian product of the vertex sets of
G and H, i.e. V (G)× V (H);
2) two vertices (x, y) and (x′, y′) of G ◦ H are adjacent if and only if either
(x adj x′ and y = y′) or (x = x′ and y adj y′).

For trees, a Cartesian product is defined analogously. It is straightforward
to verify that the product is not a tree; an example of a product of two simple
trees is given in Figure 4.6.

More precisely, the resulting product tree defines a directed acyclic graph
(DAG) – graph structure which shares commonalities with a tree, but allows for
multiple inheritance4. A DAG provides a good model for ontologies which have
part_of relations in addition to the is_a relations. For instance, declaring
part_of(a, b) and part_of(a, c) indicates that a is part of both b and c (for
example, a wooden board is a part of a table and of a skateboard); declaring
part_of(a, b) and is_a(a, c) indicates that a is a part of b and is a type of c (for
example, a wooden board is a part of a table and is a construction material).

4As introduced in Section 2.1, a DAG is formally defined as directed graph with no directed
cycles. A partial order is trivially defined on the set of a DAG’s vertices.
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Figure 4.6: Example: Cartesian product of two simple trees.

Finally, a hierarchy with multiple inheritance can be formed by the is_a relation
only (like for example in some programming languages, e.g. C++) by declaring
is_a(a, b) and is_a(a, c) (e.g. a wooden board is a construction material, but
also a piece of school furniture). All these declarations can be simultaneously
represented and modeled by a DAG, but not by a tree.

Finally, we note that the resulting DAG graph can be viewed as a semi-
lattice, keeping in mind the remark made above, concerning the transitivity of
the partial order as opposed to the non-transitiveness of the adjacency relation.

Levels

We explore and generalize the notion of levels, which is well defined on trees, in
the case of semi-lattices and DAGs resulting from the Cartesian product of two
trees by focusing on the relation between the levels of the input trees and the
levels of the resulting product tree.

Let G(V,E) be a directed rooted tree. Let n be a function that maps a node
to its corresponding level, n : V → N0, where N0 is the set of natural numbers
and 0. The map n determines the level of a vertex x from V , surjectively. By
definition, the root node is assigned a level 0, all direct descendants of the root
are assigned level 1, all their direct descendants – level 2, etc.

Now let n(x) and n(y) be the corresponding levels of vertices x ∈ V (G) and
y ∈ V (H). As we have just seen, the Cartesian product G ◦ H of two trees
G and H is not a tree. Nevertheless, we introduce the notion of a level in the
product, as well, in the following manner.

Definition 45 The level of the vertex (x, y) ∈ V (G ◦H) is defined as the sum
of the levels of x and y.

n(x, y) = n(x) + n(y). (4.8)

One can easily verify the definition in the example given in Figure 4.6: the
sum of the levels of the roots x and x′ is 0 which is the level of the product tree
root (x, x′), and so on. Moreover, levels defined in that way can be acquired
for the product of two product trees (like the one on the right side of Figure
4.6). These observations lead us to conclude that the notion of levels is very
flexible and we relate this to the variety of relations which can be present in an
ontology.
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To conclude, we note that a relation of subsumption, modeled by a tree
(or, more precisely, a tree-like semi-lattice), is core for the ontology, but in
an ontology in general we might as well have other relations. However, our
claim is that some non-subsumptional relations, like part_of can be modeled
by partially ordered structures, such as semi-lattices and DAGs as well, and
levels can be defined in a non-subsumptionally related structure of concepts,
such as an ontology in general, as long as the ontology can be represented as
the product of two trees or two product trees.

In the following section, we will move the focus from studying the struc-
tural properties of ontologies towards looking into extension-based models for
concepts and their similarity.

4.3 Instance-based Ontology Matching

As this has been discussed previously, the problem of ontology heterogeneity,
which gives rise to the need for matching, stems to a great extent from the
fact that the nature of the process of ontology acquisition is decentralized and
strongly human-biased. Ontology matching aims at overcoming the ontology
heterogeneity by identifying similarities between the ontology elements (con-
cepts, relations, instances). In the introduction, we have pointed out that this
task can be approached and accomplished by the help of various theoretical
mechanisms. In the previous section, we have described how ontology similarity
can be furthered by purely structural methods using graph representation of
ontologies and solving an isomorphism identification problem. However, it has
been observed already by many authors that structural mapping techniques,
although important, are not likely to provide an independent solution of an on-
tology matching task and therefore are commonly not considered and applied
self-dependently, but rather as a support and in combination with approaches
of other nature [43].

In the current section, we will expand on another general type of ontology
matching methods, known as instance based or extensional ontology matching
methods. This comprises a set of approaches for measuring the semantic simi-
larity of two ontologies based on their extensions – the instances that populate
their concepts. Commonly for such techniques, a set theoretic approach to
modeling concepts is adopted in which a concept is defined as the set of its
instances and the relatedness of a pair of concepts is estimated on the basis of
the intersection of their instance sets.

In Section 4.1 of this chapter, we have put forward the question how the set
of instances belonging to a concept is defined. We recall that with respect to
whether or not inheritance via subsumtion among concepts is taken into account
in defining concepts instance sets, one distinguishes between hierarchical and
non-hierarchical instantiation. The former presupposes that concepts inherit
the instances of their predecessors in the hierarchy, the latter does not. In either
case, a clear definition of the set of instances of a concept is to be provided before
an instance-based concept similarity measure of some kind can be introduced.

In the current section, we will focus on several aspects of instance-based
concept similarity identification and measurement. The contribution can be
considered in four separate but related aspect.
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First, we present a novel technique for detecting potential mappings be-
tween concepts, based on Principal Component Analysis (PCA) and Discrimi-
nant Analysis (DA) (Section 4.3.2). It relies on discovering similarities accord-
ing to the structure of both input ontology instance sets. The procedure can
be used self-dependently, or in combination with another mapping technique.
In the latter case, it serves as a procedure for narrowing down the number of
concepts considered as candidates for a similarity check (i.e. potential concept
matches), the actual similarity measurement being left to be performed by a
concept similarity measure of other kind.

Further, we propose an independent measure of instance-based concept sim-
ilarity which uses variable selection techniques for class discrimination (Section
4.3.3). The instances in our study are natural text documents assigned to the
nodes of each ontology and coded as TF/IDF vectors [74] or other vector rep-
resentation (e.g. term frequencies or raw occurrence counts) depending on the
selection technique to be used. We suggest to apply variable selection mecha-
nisms in order to score variables (terms in the TF/IDF vectors), with respect
to their importance for a given concept, or the role they play for separating
its instances from the rest of the instances of the same ontology. The pro-
posed measure of similarity is based on comparing characteristic variables for
two concepts taken from two different ontologies. In addition to the suggested
measure, we explore the possibility of applying standard statistical correlation
measures, calculated on the variables scores, which have the advantage of being
parameter-free. Finally, note that the choice of a variable selection procedure
within this setting is left to the user. We discuss, however, various standard
variable selection techniques which are good candidates to serve as an input for
the proposed similarity measures.

The third contribution contained in the section is a novel variable selection
criterion based on Support Vector Machines, which, we will argue, outperforms
standard selection techniques (Section 4.3.4). An evaluation of the performance
of the similarity measure using standard techniques compared to its performance
when using the SVM-based criterion is proposed to the reader in the last but
one Chapter (5) of this thesis.

In a separate section (Section 4.4), we propose an overall extensional on-
tology matching procedure, which is directly based on the suggested concept-
to-concept similarity criteria, optimized by taking into account the structure of
the ontologies. The procedure builds on the observation that merely mapping
concepts from one ontology to concepts from another is both computationally
expensive and conceptually wrong, for in this case structure is completely over-
looked.

Comparison to related approaches

Section 3.5 of Chapter 3 scrutinizes related work in the field. We underline
again the importance of the study of Isaac et al. [72] comparing empirically
the performance of different instance-based methods, as well as several state-of-
the-art mapping systems, such as Glue by Doan et al. [39], FCA-merge by
Stumme and Mädche [144], the Caiman tool by Lacher and Groh [88] or the
“mapping as classification” approach by Wang et al. [160]. Some of the most
commonly applied similarity measures used by the cited approaches (including
the Jaccard coefficient [39] and standard statistical measures [168]) have been
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described and compared in Chapter 3. Of course, instance-based mapping has
also found an important place in the book on ontology matching by Euzenat
and Shvaiko [43].

The instance-based approaches that we are about to present have several
advantages, compared to other related techniques.

In contrast to most of the existing instance-based mapping procedures, the
presented approaches do not rely on instance sets intersections and can be ap-
plied directly on ontologies populated with entirely different document sets.
Using the descriptive statistical methods, or combining instance-based methods
with structural information, the evaluation of the concepts pairwise similarity is
done at once by the help of an easy to interpret geometrical representation. This
prevents us from having to evaluate m times n concept pairs for two ontologies
– one with n and another with m concepts.

Additionally, allowing the sets of ontology instances to be different for the
two source ontologies makes the expensive step of extracting instances for the
source ontologies from text (as done in [144]) unnecessary. By using the variable
selection based measure of similarity, the relevant variables are determined for
each ontology independently, and the matching itself is an inexpensive compu-
tation.

The concept similarity values are computed on the sets of input variables
which, in case of text, correspond to actual words. Thus, the most important
words that discriminate between a pair of similar concepts and the rest of the
pairs of concepts can be readily made available in contrast to related methods
(e.g. Caiman or Glue). This information is useful to evaluate the quality and
coherence of the matching results.

We suggest applying machine learning techniques (precisely SVMs) to select
the characteristic variables. The fact that the assessment of the similarity of
two concepts is entirely accomplished at the training-phase5 of the learning task
is a serious advantage of the method compared to state-of-the-art approaches
relying on machine learning techniques (like Doan’s Glue [39] or Lambrix’
literature-based alignment [89]).

Finally, the method is stable in multi-linguistic environments since docu-
ments from both ontologies need not be in the same natural language. It suffices
that the documents TF/IDF vectors are translated into a single target language
and not even all their features, but only the selected ones.

The suggested advantages significantly reduce the computational complexity
of the method and increase its time efficiency.

4.3.1 An Instance-based Mapping Scenario

We recall the reader that the mapping problem in our overall setting consists in
identifying semantic similarities between two heterogeneous hierarchical input
ontologies, each equipped with a set of instances. In an instance-based mapping
perspective, we focus on aligning pairs of cross-ontology concepts by degree of
semantic similarity, measured on the basis of their extensions by the help of
machine learning techniques.

5Recall that an automatic classification task is typically accomplished in two main steps:
training (or test) phase, when available data is “learned” by the machine algorithm and
classification phase when the learned rule is applied on unseen instances.
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Machine learning classification algorithms require a specific kind of input.
Usually training examples are represented as real valued or categorical vectors
and their corresponding classes are coded via integer numbers.

In our instance-based ontology matching scenario, we consider two source
ontologies O1 = {C1, is_a} and O2 = {C2, is_a} together with their corre-
sponding sets of documents D1 = {d1

1, ...,d
1
m1
} and D2 = {d2

1, ...,d
2
m2
}, where

each document is represented as an n-dimensional TF/IDF vector (as described
in Chapter 2 (Section 2.4) and in [74]) and m1 and m2 are positive integers.
Let, additionally, subsets of the document sets D1 and D2 be assigned to the
nodes of O1 and O2 through the map g (see (4.2)).

An instance-based mapping will be defined in two steps. First, we consider
the concept-to-concept mapping:

sim : C1 × C2 → R, (4.9)

where sim is a properly chosen measure of similarity. Further, the instance sets
of two mapped concepts are mapped to their union, i.e. ∀A ∈ C1, ∀B ∈ C2 :
sim(A,B) > l ⇒ {g(A), g(B)} → g(A) ∪ g(B), where g(A) is the subset of the
document set D1 which corresponds to the concept A, as defined in (4.2), and
l is a parameter in the range of sim. Plausible choices of this parameter are
discussed further in the chapter and in the experimental results of the thesis.

We define an instance-based or extensional mapping in the following manner:

Mib : {C1 × C2, g(C1), g(C2)} → {sim(C1 × C2), 2D1

⋃
2D2}, (4.10)

where 2D1
⋃

2D2 denotes all possible pair-wise unions of the elements of 2D1

and 2D2 . The above mapping will be equally represented as

Mib({C1, C2}, {g(C1), g(C2)}).

Finally, we remark that the documents in both sets D1 and D2 are based
on the same set of attributes, which can be assumed without loss of generality.
It is also assumed that O1 and O2 share a significant extensional overlap, i.e.
their corresponding document sets intersect as it has been specified in Section
4.1.3 and all the documents are in the same natural language.

We comment on the last two assumptions. We will see that for what it
concerns our approaches to instance-based concept mapping (presented below),
the document sets intersection assumption is irrelevant – the concepts to be
compared may be constituted of non-intersecting sets of documents. The in-
tersection requirement is important, however, for the performance of one of the
two suggested overall approaches, described in Section 4.5 of this chapter.

Regarding the second assumption, we do not discard the importance of on-
tology mapping in multi-lingual environments. Documents or the set of their
frequently occurring terms can be translated automatically into a chosen target
language. Only for the sake of simplicity this step is omitted from the formal
description of the suggested mapping procedure. The problem is addressed in
the concluding chapter of the thesis as a subject of future work (Section 6.2).

4.3.2 From Data Analysis to Concept Mapping

A major problem for most measures which provide concept similarity evaluation
components to a global ontology matching system is that the number of pairs of
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concepts to be compared can become fairly large. Even if the measure performs
excellently on a small number of concepts it might fail to be of any use on a
larger scale for reasons of poor time efficiency. In the sequel, we will discuss the
possibility of detecting potential concept mappings by the help of descriptive
statistics in order to reduce the number of concept pairs to be used as an input
for a similarity measure. We rely on the fact that the structure of the instance
sets of two ontologies which is important for their similarity can be revealed by
the help of statistical analysis methods which capture and expose information
on the class separation of the ontology instances. We introduce a geometrical
interpretation technique for detecting mappings among the concepts of two hi-
erarchical ontologies by the help of a principal components analysis (PCA) and
discriminant analysis (DA).

Principal Components Analysis

Principal component analysis (PCA) is one of the most general data analytical
methods known from descriptive statistics. It helps to extract the most essential
structural information contained in a dataset and serves as a basis for differ-
ent methods of discrimination, classification or regression [77]. It is based on
constructing new features, or principal components, by solving an Eigenvalue
problem. The principal components are linear combinations of the original input
variables6 and are the new coordinates by which we represent the data. They
approximate the data in the best possible way by recurrently capturing the
directions of the biggest dispersion. Thus, PCA allows the representation of a
multivariate data table containing thousands of variables in a lower-dimensional
space (2 to 5 dimensions) by preserving and revealing the essential structural
information contained in the data. In result, PCA shows what was not explicitly
seen before: outliers or groups of instances are revealed; important information
about the relations between variables and instances on one hand, and in-between
variable relations, on the other hand is made available. These properties of the
method can be extremely useful to obtain a first big picture over a dataset, in
our case – the sets of instances of two source ontologies. Projecting our ontology
data onto the first two principal components allows us to visualize and study
basic dependencies and relations among sets of individuals or features.

The approach that we suggest consists in the following. We insist that the
ontologies have been populated following a non-hierarchical instantiation (i.e.
a document is assigned to one concept only and not to all of its predecessors
as well). Let D be a set of documents assigned to an ontology O with a set
of concepts C. We define l : D 7→ C to be the injection which assigns to
each document the label of the concept of which this document is an instance.
Through l, every document is identified by its class only.

Let O1 := (C1, is_a) and O2 := (C2, is_a) be two hierarchical ontologies
and let D1 and D2 be their corresponding document sets of cardinalities m1 and
m2, respectively. Let each element of the document sets has been labeled by
the function l. Our goal is to find the mapping Mib for every pair of concepts
(A,B) such that A ∈ C1 and B ∈ C2. We produce a new dataset by taking the
union of both document sets and the labels of their elements and let D1,2 be

6The term “variable” in statistics stands for the commonly used terms “attribute” or
“feature” in computer science. It denotes the original input variables while the term “feature”
denotes the variables that have been created out of the inputs.
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Var./Obs. V ar1 V ar2 · · · V arn Concept
d1
1 · · · A1

d1
2 · · · A2

...
...

...
d1
m1

· · · A1

d2
1 · · · B1

d2
2 · · · B1

...
...

...
d2
m2

· B2

Table 4.1: Data-table with documents from two ontologies.

that set. Thus we come up with a multivariate data table that contains n real
variables – the dimensions of the TF/IDF vectors, one categorical variable (the
class) and m1+m2 observations7 – the labeled documents from the two ontology
document sets. Table 4.1 shows an example of such a table (the labels Ai and
Bj (i, j ∈ {1, 2}) stand for names of concepts from two different ontologies).

We proceed to carry out a Principal Components Analysis on the set D1,2.
Since all our observations now live in one single space, PCA will project all
documents from both ontologies in a single principal components space. As we
already noted, PCA shows how observations are regrouped and thus identifies
the existence of classes and their relations. Naturally, all documents belong-
ing to one single concept (no matter from which ontology) will appear grouped
together8. What is more, documents that belong to two or more different con-
cepts from two different ontologies will also appear to be grouped together if
they are instances of similar concepts. What remains is to take the labels of the
documents which form one single group in the principal components projection
and identify a mapping between the corresponding concepts.

An example illustrating the procedure is given in Figure 4.7. We see docu-
ments from concepts A1, A2, A3 and A4 from one ontology and documents from
concepts B1, B2 and B3 from another. PCA shows that there are four main
groups of observations. What our procedure suggests is that the documents
that are grouped together in the PCA plot are instances of concepts which are
to be mapped, i.e. A1 is mapped to B2, A2 – to B3, A4 – to B1, and A3 has
no match in the second source ontology.

One straightforward problem with the proposed procedure is that the princi-
pal components analysis relies on a list of normality and linearity assumptions,
which in many cases appear to be too strong restrictions. Applying a non-linear
version of the PCA, like the one introduced in [15] or [134], based on using dot
products in a feature space in terms of kernels in the input space could help
overcome some of these assumptions. However, distribution related assumptions
will still be on the way.

7The term “observations” is common for denoting the examples (or instances) in a dataset.
8As a matter of fact, the data is grouped together in its original representation (in a space

of hundreds or thousands of dimensions). As stated above, the groups only become visible via
the PCA-technique.
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Figure 4.7: Example: PCA-based concept mappings.

Discriminant Analysis

PCA finds principal components by describing as much variance of the data as
possible. However, in practice the first components may not (and often will
not) reveal the class structure that we need. Discriminant analysis, originally
introduced by Fisher [48], comes in to compensate for that drawback.

Similarly to PCA, discriminant analysis is also based on constructing princi-
pal (discriminant) axes but with the explicit objective to capture the separation
of the classes by minimizing their in-class variation and maximizing the dis-
tances between their means. The class information has to be included in the
input data from the start. The resulting discriminant axes are again linear
combinations of the input variables. The variables with greatest weights for the
construction of a given axis are the most important ones for the class separation
projected on this axis. This gives rise to one of the most popular applications
of DA analysis as a variable selection tool in class discrimination problems.

For an illustration, see Figure 4.8: represented is a population of two groups
of observations (the blue and the red clusters) projected onto the first two
discriminant axes (DA1 and DA2). DA1 provides a good separation of the
two classes, unlike DA2 and the variables which are most significant for the
construction of the axis DA1 are the ones which are most important for the
separation of the blue and the red classes. We will come back to the ability of
the method to score variables with respect to their discriminative qualities later
on in next section and in our experimental studies.

In order to identify corresponding concepts, we apply a geometrical approach
similar to the PCA case. We take an input dataset D1,2, as introduced above
and by the help of a discriminant analysis, we identify overlaps of groups of
observations. Our argumentation goes as before:
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Figure 4.8: Example: discriminant analysis.

if two (or more) classes of observations that belong to two different
input ontologies appear to overlap when projected on the DA discrim-
inant axes, the concepts of which they are instances are assigned a
mapping of a similarity degree according to the size of the overlap or
the distance between the classes.

Since the basic motivation of DA is to provide a proper separation of previously
given classes, it is a reasonable suggestion that those classes between which DA
cannot properly discriminate are similar (see Figure 4.9 for an illustration).

Finally, we note that a kernel version of the discriminant analysis handling
nonlinear cases has been elaborated in [105].

4.3.3 Variable Selection as a Measure of Concept Similar-
ity

We proceed to propose a novel measure of instance-based concept similarity
using variable selection for class discrimination. The instances in our study,
we recall, are natural text documents assigned to the nodes of each ontology
and coded as TF/IDF vectors [74]. Variable selection mechanisms are used to
find variables (terms in the TF/IDF vectors), which are most characteristic for
a given concept and play the most important role for separating its instances
from the rest of the instances of the same ontology. The proposed measure
of similarity is based on coinciding most important variables for two concepts
taken from different ontologies.

The choice of a variable selection procedure within this setting is left to the
user. However, we propose a novel selection criterion elaborated for Support
Vector Machines (SVMs) (Section 4.3.4), arguing that it potentially outperforms
standard selection techniques. The viability of the proposed concept similarity
measure is demonstrated by experiments on real world textual data carried out
by the help of variable selection procedures based on discriminant analysis and
other standard selection techniques, such as mutual information, document fre-
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Figure 4.9: Example: DA-based concept mappings.

quency thresholding and Chi-square statistics-based feature selection (Chapter
5).

Concept Similarity via Variable Selection

Variable (or feature) selection has been discussed in detail in Section 2.3. We
recall that in our study the emphasis falls on the application of variable selection
as a method which helps to find out more about the input – output relation in
a given data set by pointing out the input variables, which most strongly affect
the response.

We will introduce the type of datasets resulting from a specific instance-based
representation of concepts within an ontology. The suggested machine learning
procedure will be applied on sets of this kind. Let A be a concept from ontology
O1. We define a training data set SA = {(d1

i , y
A
i )}, where d1

i ∈ Rn, i = 1, ...,m1

and yAi are labels taking values +1 when the corresponding document d1
i is

assigned to A and −1 otherwise. The labels separate the documents in ontology
O1 into such that belong to the concept A (positive instances) and such that do
not (negative instances).

The same representation and training data set can be acquired analogously
for any given concept in both input ontologies O1 and O2. The similarity be-
tween two concepts A and B which belong to two different ontologies will be
assessed by the help of their corresponding datasets SA and SB .

In our application scenario, for a given data set of the type SA variable selec-
tion would indicate which of the TF/IDF vector dimensions are most important
for the separation of the documents into such that belong to the concept A and
such that do not.

We will see how a variable selection procedure can be applied to the task
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Figure 4.10: Variable selection for a concept A in ontology O1.

of discovering concept similarities. We take as an input two concepts A ∈ CO1

and B ∈ CO2 together with their corresponding datasets SA = {(d1
i , y

A
i )},

i = 1, ...,m1 and SB = {(d2
j , y

B
j )}, j = 1, ...,m2 as introduced in Section 4.3.1.

Our goal is to identify the degree of similarity between these two concepts.
We carry out a variable selection procedure on each of the sets and order the
variables from each of the sets by their importance for the class separation. Let

LA = {V arσ(1), V arσ(2), ..., V arσ(n)}

and
LB = {V arδ(1), V arδ(2), ..., V arδ(n)}

be the ordered lists of variables for concepts A and B, respectively, where σ and
δ are two permutations on the sets of variable indexes. We take from each of
the lists a subset of the first k top ordered elements, where k is to be set by
the user (k < n), and define the subsets LAk = {V arσ(i1), V arσ(i2), ..., V arσ(ik)}
and LBk = {V arδ(j1), V arδ(j2), ..., V arδ(jk)}, i, j ∈ (1, n), each of which contains
the k most important variables for the separation of the instances in each corre-
sponding ontology into such that belong to concept A, respectively B, and such
that do not (Figure 5.6). The similarity of concepts A and B is given as

sim(A,B) =
|LAk ∩ LBk |

k
, (4.11)

with sim(A,B) ∈ (0, 1). The defined measure of similarity fulfills the require-
ments for a similarity function (minimality, positiveness and symmetry), as
introduced in definition 15 from Section 2.1. We will name this measure k -TF,
from k Top Features.

In the experimental part of the thesis (Chapter 5), we will discuss in some
detail the importance of the parameter k and its possible values. We mention
that different values of k are appropriate with respect to different variable selec-
tion procedures used to form the sets LAk and LBk . However, a rule of thumb in
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choosing k’s value is that it should be kept significantly lower than the number
of variables in the dataset; otherwise one is running the risk of diluting the sets
of selected variables with noise.

The concept or its complement?

Due to the nature of the introduced concept similarity criterion, there appears
a certain ambiguity in the final similarity judgment. If a subset of variables
is important for the separation of a given data set into classes B and B so is
the same subset when we swap the two labels. The end result is that whenever
our similarity measure sim(A,B) yields 1 or a number close to 1 the following
disjunction holds: {concept A is similar to concept B } or {concept A is similar
to concept B } (the second possible disjunction, { A similar to B } or { A
similar to B }, is complementary to the first one).

This undesired effect has been observed experimentally. We tested a VC-
dimension-based similarity measure on the concepts of two small ontologies, O1

and O2, each containing two classes, such that class A1 of O1 was similar to
class B1 of O2 and class A2 of O1 was similar to class B2 of O2. The selected
most important variables for the class A1 and the class A2 were the same, so
were the ones for the classes B1 and B2. In that the similarity measure yielded
identical similarity values for each of the four pairs of classes.

However, this effect is most likely to be observed when there are only two or
too few concepts from one of the ontologies to be mapped (for example, this can
happen when mapping concepts from a high level of the ontology, where there is
little granularity). If there are many concepts, which is often the case in real-life
problems, this undesired effect is likely to disappear, for the complement of a
concept will be a set of many other concepts; the characteristic variables of the
complement of the concept will coincide only with the characteristic variables
of the concept itself and no other concept in the dataset, for the complement of
the concept is not an independent concept itself.

We will illustrate the former claim formally by a small example. Let us
consider the two sets of concepts O1 = {A1, A2, A3} and O2 = {B1, B2, B3}
taken from two different ontologies and let every set contain non-empty concepts,
viewed as sets of instances, from a single level of the respective ontology (see
Figure 4.11). In that the concepts are assumed to be pair-wise disjoint9: A1 ∩
A2 = ∅, A1∩A3 = ∅, A2∩A3 = ∅, and B1∩B2 = ∅, B1∩B3 = ∅, B2∩B3 = ∅. We
assume that a concept is entirely defined and exhaustive within a single ontology,
i.e. that the concept’s complement is contained entirely in the ontology, and
not only partially. This is plausible, since it is difficult to talk about what a
concept is and how it is defined out of the formal context of an ontology.

Now let us assume that the similarity measure (4.11) has identified the
matches {A1, B1}, {A2, B2}, {A3, B3} and thus the following disjunctions hold:

9The disjointness assumption is valid for tree-like ontologies and ontologies containing a
hierarchical backbone, like the ones assumed in our model. However, this assumption might
not hold for ontologies of more general kind.
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Figure 4.11: Example: the concept or its compliment?

{A1 = B1} ∪ {A1 = B1} (4.12)

{A2 = B2} ∪ {A2 = B2} (4.13)

{A3 = B3} ∪ {A3 = B3} (4.14)

The complement of a concept B1 is expressed as B1 = B2 ∪ B3. In the sequel,
we will show that only the left hand side parts of the disjunctions above hold
(the ones explicitly found by the similarity measure).

1. Let A1 = B1.

Assume that A2 = B2 (⇒ A2 = B1 ∪ B3). We are in the case A1 = B1,
which implies A2 = A1 ∪B3. But, by assumption, A1 ∩A2 = ∅, therefore
A2 = B2 cannot hold and A2 = B2.

Analogously, it follows that A3 = B3.

2. Let A1 = B1 (⇒ A1 = B2 ∪B3).

If A2 = B2 then it follows that A1 ∩ A2 6= ∅ – a contradiction to an
assumption ⇒ A2 6= B2. If A2 = B2, i.e. A2 = B1 ∪ B3, it follows again
A1 ∩ A2 6= ∅, which contradicts the assumption ⇒ A2 6= B2. We have
arrived at the inconsistent conjunction {A2 6= B2} ∩ {A2 6= B2}. Hence,
the only possible case is A1 = B1.

The same result can be derived analogously for the rest of the disjunctions
in (4.13).

To sum up, we state that if a concept A in O1 is to be mapped to the
complement of a concept B in O2, then all remaining concepts in O1 have to be
mapped to B, which is only reasonable in the case of two concepts and otherwise
is a contradiction to the assumption of disjointness. Hence, the sketch of a proof
above is valid for cardinalities of the sets of concepts greater than two. It is easy
to verify that if there are only two concepts in one of the two sets of concepts
the reasoning above does not hold and the effect of misjudging a concept for its
complement (the second concept in the set) appears. In this case, we suggest to
address the problem by the help of an approach which computes the statistical
correlation between an attribute and the corresponding binary output estimated
over the training data in order to get the desired sign information of for which of
the two possible categories the selected features are relevant. Such approach can
utilize, for instance, Mutual Information (discussed in previous sections) which
explicitly computes the informativeness of a feature with regard to a given class.

113



Another way to approach this problem, is to rely on the polarity of the terms
with respect to the categories. Given two concepts A and B and a term t, we
count the number of documents from A in which t occurs and the number of
documents in which it does not. We do the same for the documents in B. If
t is relevant to A the number of documents in which it occurs in A should be
bigger than those in which it does not and vice-versa for the concept B.

Parameter-free similarity measures

The similarity measure (4.11) depends on one parameter, k. Setting this param-
eter is not problematic, when we apply standard variable selection techniques.
As seen in the experiments, once we have an algorithm for computing the sim-
ilarity measure, trying out different values of k is inexpensive. Besides, the
results corresponding to different values of k within a certain range are very
competitive, in the majority of cases (see the relevant discussion in Chapter 5).

However, we point out that a parameter-free measure can be applied as well
in order to avoid the manual setting of the parameter k. This is particularly
helpful when using an SVM-based variable selection criterion, for in this case
computations are more expensive. We propose to use standard parameter-free
measures of rank correlations for two random variables – in our case, the two
concepts whose similarity we want to measure. A measure of correlation stan-
dardly takes values between -1 and 1, assuming strong correlations for high
positive values, strong anti-correlations for high negative values and no depen-
dence for values close to 0.

The measures can be computed on the variables scores or on the correspond-
ing variable ranks. As a result of the variable selection procedures, each concept
in our two ontologies can be represented as a list of variables scores and ranks
can be computed over these scores. The variables ranks are integers, such that
rank(V ari) = 1 if the score of the variable V ari is minimal, and so on. Table
4.2 provides an example: rAi , i ∈ (1, ..., n) stands for the rank corresponding to
variable V ari computed from its score, xAi , in result of the variable selection
procedure performed for concept A.

We refer to the book by Conover [29] for an overview of rank correlation-
based tests. We will introduce three of the most popular choices for correlation
measures of two random variables and indicate how they can serve as similarity
measures for two classes of instances.

• Spearman’s coefficient [142] provides a measure of the correlation of two
variables represented as lists of statistical rankings. Formally, it is given
by

ρ = 1− 6

∑
i d

2
i

n(n2 − 1)
, (4.15)

where di is the difference of the ranks calculated for the i-th pair of two
corresponding variables (see Table 4.2) and n is the total number of ob-
servations10. In that, ρ acts as a similarity function – greater values of ρ
would indicate higher similarity of the concepts.

10In this case the observations are the different rank values for each of the n variables; recall
that the two random variables that we measure the correlation of are the two classes A and
B.
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Scores (A) Ranks (A) Scores (B) Ranks (B) di
V ar1 xA1 rA1 yB1 rB1 rA1 − rB1
V ar2 xA2 rA2 yB2 rB2 rA2 − rB2
V ar3 xA3 rA3 yB3 rB3 rA3 − rB3
V ar4 xA4 rA4 yB4 rB4 rA4 − rB4

...
...

...
...

...
...

V arn xAn rAn yBn rBn rAn − rBn

Table 4.2: Concepts, variables, scores and ranks.

• Pearson’s product moment correlation coefficient can be applied directly
on the variables scores without transforming them into integer ranks. It
is given by

r =

∑n
i=1(xAi − xAmean)(yBi − yBmean)√∑n

i=1(xAi − xAmean)2

√∑n
i=1(yBi − yBmean)2

, (4.16)

where xAi and yBi are the scores corresponding to the variables for the
classes A and B and xAmean and yAmean are their mean values calculated
over all i = 1, ..., n, r ∈ [−1, 1]11.

Note that Pearson is the general formulation of Spearman when there are
no tied ranks. In case our data contain tied ranks, Pearson’s coefficient
can be computed over the ranks, instead of the scores, by the formula

r =

∑n
i=1(rAi − rAmean)(rBi − rBmean)√∑n

i=1(rAi − rAmean)2

√∑n
i=1(rBi − rBmean)2

, (4.17)

where rAmean and rBmean are the mean values over all variables ranks for
each of the two classes. It can be shown that in this case Pearson is
identical to Spearman (see, for instance, [29]).

• Finally, we introduce Kendall’s τ , which only makes use of ordering infor-
mation, given by

τ =
nc − nd

1
2n(n− 1)

, (4.18)

where nc and nd are the number of concordant and discordant pairs among
the observations for two given classes. Two observations are called concor-
dant if both members of one observation are larger than their respective
members of the other observation. A pair of observations is called discor-
dant if the two numbers in one observation differ in different directions
from their corresponding numbers in the second observation. For example,
the pairs {(2.2, 3.4), (2.8, 4.1)} and {(5.2, 5.7) (2.1, 3.6)} are concordant,
whereas the pair {(3.7, 1.5),(2.8, 3.2)} is discordant.

11Pearson’s correlation usually and here is denoted by r and is not to be confused with the
variables rankings.
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As mentioned, the measures presented above are measures of correlations
in the range [−1, 1] and therefore are not properly measures of similarity. In
our case, for two concepts A and B, a high positive correlation indicates that
whenever a variable has a high score for concept A, so it does for the concept B
(the same variables are important for the two concepts). A correlation close to 0
means that no such dependency exists, a high negative correlation indicates that
whenever a variable reaches a high score for A, it has a low score for B (i.e. it
is certainly not the same variables which characterize the two concepts). Since
having the same variables characterizing two concepts is our basic similarity
criterion, similar concepts are judged to be those with a high positive coefficient,
and not those with a coefficient simply above 0. Therefore, as we will see in
our experimental results, a similarity threshold of 0.5 is sensible. A properly
defined similarity funtion based on either of the measures of correlation above
would look like that:

sim(A,B) = max{0, corr(A,B)}, (4.19)

where corr(A,B) stands for either of the measures ρ, r or τ applied on two
copncepts A and B and sim(A,B) ∈ [0, 1].

In the experimental part of the thesis (Chapter 5), we will discuss and com-
pare the performance of the parameter-free coefficients introduced above and
the k -TF similarity measure (4.11).

4.3.4 VC-dimension-based Variable Selection for SVMs

As we have seen in Section 2.2, the support vector machines have many attrac-
tive sides, particularly when dealing with text data - their performance does
not depend on the distribution of the data (safe that they are i.i.d.), it does not
demand a linear input-output relation and they are easy to implement. At least
theoretically, the generalization properties of SVMs do not dependent on the
size of the input space which makes variable selection little prominent for learn-
ing with SVMs. However, the listed properties turn them into a good candidate
for a variable selection tool to be used self-dependently. In addition to that,
some authors have shown that even though theoretically unnecessary, variable
selection improves SVM learning in practice [126].

We have discussed different efforts in SVM-based variable selection during
the last decade in Chapter 2. Most of the existing endeavors are based on the
variations of the weight vector with respect to a variable of the original dataset.
The variable selection criterion that we propose is based on the sensitivity of
the VC dimension of the SVM classifiers with respect to a single variable or a
block of variables. As we have seen in Section 4.3.1, for different values of the
VC dimension h, different values of the VC confidence (describing the capacity
of the classifier) will be computed and thus different bounds on the actual risk
(2.19), where from the generalization power of the classifier will change. Our
main heuristics can be formulated as

a less informative variable is one, which the VC confidence of the
classifier is less sensitive to.

For computational reasons, the evaluation function of our variable selection
procedure will be formulated in terms of VC dimension directly, instead of

116



Figure 4.12: A possible architecture of instance-based mapping.

in terms of the VC confidence. This is plausible since the VC confidence is
monotonous in h. Thus, the i-th variable is evaluated by

evali = h(H)− h(H(i)), i = 1, ...n, (4.20)

where h(H) is the VC dimension of a set of SVM hypotheses H constructed
over the entire data set and h(H(i)) is the same quantity computed after the
removal of the i-th variable in the data set (this is the variable whose pertinence
is to be evaluated).

As a final remark, we note that in general, it is difficult to compute the
VC-dimension directly. But in the case of the SVMs, we can compute an upper
bound for the VC-dimension depending on the resulting weight vector and on
properties of the given data (Lemma 25 introduces this bound). In the evalu-
ation of the proposed variable selection technique, presented in Section ??, we
have used SVMlight [75] where the VC dimension is estimated based on the
radius of the support vectors.

The components of instance-based ontology mapping, which have been intro-
duced and elaborated theoretically in the sections above are depicted in Figure
4.12 combined together in a possible matching architecture.
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4.4 An Overall Variable Selection-Based Ontol-
ogy Matching Procedure

In the previous couple of sections, we have introduced and discussed concept-to-
concept mappings achieved by the help of an instance-based similarity measure,
which uses variable selection methods. We have not yet specified how this
measure can be applied in an optimal way for the task of asserting similarities
of all possible pairs of concepts of two source ontologies. Clearly, simply taking
the two sets and measuring one-to-one similarity values would be not only time
and complexity inefficient12, but also conceptually unjustified, for in this case
the structure of the classes in both ontologies would not be taken into account.
Structure and rich semantics is what differentiates ontologies from other types
of data representations and therefore simply considering flat sets of concepts
is not a reliable method of ontology matching. In addition to that, there is
a practical problem in doing so. In the section above, we have introduced a
variable selection procedure based on binary support vector machines. Now
let us imagine that in the first of our source ontologies we have the classes
“Hardware-Mac” and “Hardware-PC” among other classes, such as “Religion”
and “Politics”. When an SVM-based variable selection procedure attempts
to identify the characteristic variables for the class “Hardware-Mac”, it will
stumble upon a problem: the instances in the dataset will be labeled positive
for that class and negative for all other classes, including “Hardware-PC”, which
is much closer semantically to “Hardware-Mac” than “Religion” or “Politics”.
In that, the instances of “Hardware-PC” will appear to the classifier as errors,
rather than members of the negative class.

In order to account for this problem and to embody the structure of the
two ontologies, we propose an overall procedure for ontology matching. We
suggest that the similarity measure should be applied iteratively for the sets
of concepts on corresponding levels of the two ontologies, descending down the
tree structure. In a properly designed ontology the classes on a single level are
homogeneous and non-intersecting and the undesired effect described above will
not be produced. We will first describe the procedure for hierarchical ontologies
(containing only is_a relations) with identical number of levels and identical
level of detail - a fairly restricted case, but one which allows to explain the core
of the algorithm. Building on that particular case, we will further present an
extended version of this procedure accounting for non-hierarchical ontologies of
general kind.

4.4.1 Matching Hierarchical Ontologies

Consider we have two ontologies both containing the same number of levels,
equally granular and specific. In the first step, one takes only the classes of
the first level of the two ontologies (the direct descendants of the top concepts)
and measures their similarity13. Let the corresponding collection of concepts be
labeled CA and CB . If a concept A from CA is found to be similar to a concept
B from CB , the procedure is repeated for the two sub-trees which start in A

12Mapping an ontology with n concepts to an ontology with m concepts (performing all
possible n×m mappings) can become prohibitive for high values of n and m.

13We assume that conceps are instantiated hierarchically (see Section 4.1.2).
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and B, respectively.
We will illustrate this idea with one example. Let us consider the two on-

tologies depicted in Figure 4.13a. Our task is to identify which concepts of
the ontology on the left hand side of the figure (let that be ontology OA) are
similar to which concepts of the right hand side ontology (ontology OB). As
suggested, we start by matching the set of concepts {A1, A2, A3} against the
set {B1, B2, B3, B4}. Let the mappings identified by the help of the variable
selection based similarity measure be

A1 → B4

A2 → ∅

A3 → B1.

We proceed to map the sets of the children of each pair of concepts that
were mapped in the first step. That means to match the set {A11, A12, A13}
against {B41, B42} and the set {A31, A32, A33} against {B11, B12, B13}. Let the
mappings found in the first case be

A11 → B42

A12 → B41

A13 → ∅.

The descendants from A11 and those from B42 are further mapped in the
same manner. We proceed analogously for all other pairs of mapped concepts
until reaching the leaves of the tree O1. A sketch is given in Figure 4.13b.

4.4.2 Generalizations of the Procedure

If our source ontologies are more complex than the ones considered above, con-
tain different number of levels and are of different granularities, we have to
insure that at each step we are matching corresponding levels. To these ends,
we suggest either using anchoring techniques (as described in [114]), or setting a
threshold of the measured concept similarity: if the values found are under that
threshold, the levels do not correspond and we should descend on the following
level of O2. As a result of this verification, the root of one of the ontologies can
be mapped to a non-root node of the other one and start the procedure from
there on. By using the similarity threshold technique, this can be achieved by
mapping the most similar nodes from both ontologies and setting them as roots
in the procedure, or by performing all possible mappings for the root node of
the first ontology to the nodes of the second one and selecting the best result
as a starting point of the procedure. In that way the described approach is
generalized for ontologies of different sizes, i.e. which do not necessarily contain
identical numbers of levels in their respective hierarchies (see Figure 4.14).

Finally, we suggest that the procedure can be generalized in one more di-
rection by adapting it for ontologies that do not contain strictly hierarchical
relations binding their concepts. As long as a hierarchical structure can be ex-
tracted out of the ontologies, i.e. as long as there is a hierarchy-like backbone
underlying the structure of these ontologies, the suggested procedure can be
applied in the following steps.
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Figure 4.13: Instance-based mapping with variable selection.

Figure 4.14: Mapping ontologies of different sizes.
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Figure 4.15: Mapping non-hierarchical ontologies.

1. Extract a hierarchy out of every input ontology. That means to “strip
down” the ontologies to their sub-ontologies, which only contain subsump-
tion relations and those concepts, which are connected by these relations.
Let us call these structures “hierarchical backbones” of the ontologies.

2. Apply the overall variable-selection-based procedure described above on
the hierarchical backbones and identify the similar pairs of concepts. Let
these form the set of concept correspondences Σhier.

3. Back to the input ontologies: mark all concepts that are nodes in the
ontologies backbones. Consider one after the other every pair of concepts
which have been found to be similar in the preceding step and look for
unmarked concepts, which are related to them (by a relation of some
other kind). Proceed to check the similarity of these concepts by applying
a variable selection-based similarity measure. Let the set of unmarked
concepts, identified as similar at this step, be denoted Σnon.

4. Add the new similarity assertions (if any are found) to the set of corre-
spondences which came as an outcome of Step 2 and define the final set
of concept mappings as the set Σ = Σnon ∪ Σhier.

For an example, take a look at the ontologies depicted in Figure 4.15. As
usually, the circles represent concepts and the straight lines connecting them –
is_a relations. The curved lines connecting concepts indicate relations of some
other kind (these might be standard part_of relations or user defined more
specific relations, such as employed_by, graduated_at, etc.). The shaded nodes
represent the “marked nodes” – those, which form the ontologies backbones.

In the first two steps of the suggested procedure, the set of shaded nodes
from the first ontology will be mapped to the set of shaded nodes of the second
ontology, following the overall matching procedure described in the beginning
of the section, yielding the set of pairs of concepts Σhier (containing pairs of
concepts that have been asserted “similar”). Let the mapping A1 → B1 be an
element of this set, as well as the mapping A11 → B41.
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In Step 3 of the procedure described above, one will proceed to map the
sets of concepts related by non-sumbsumptional relations to A1 and B1 and
to A11 and B41. In other words, one will perform the matching {A2} against
{B2, B3} and the matching {A14, A15, A16} against {B43} (note that the node
B1, although related to B43 by a non-subsumptional relation will not be included
in the similarity check at this step because it is marked and its similarity has
already been accounted for in a previous step of the procedure). The pairs of
similar concepts found at this step will form the set of correspondences Σnon.

The final step of the procedure simply suggests to take the union of the two
sets of mappings derived, respectively, at Step 2 and at Step 3 of the procedure.

4.5 Specificity and Granularity Judgments for
Ontology Matching and Merging

In sections 4.2 and 4.3, we have discussed two separate aspects of measuring
ontology similarity. The first one concerns considering purely structural simi-
larity indications (Section 4.2) and makes use of a graph distance metric defined
in terms of the maximal common sub-graph of the input ontology graphs. The
second aspect describes a set of techniques, which look into the extensions of
the ontologies in order to decide on the degree of their semantic similarity by
employing an instance-based measure of concept similarity (Section 4.3).

The introduced approaches will be our basic instruments used to build a
combined procedure for matching taxonomic ontologies populated with text
documents. We note that a third important, although quite straightforward
criterion for concept similarity is the presence of identical or similar concept
names in the ontology concept sets. We will not include this similarity criterion
in the study, assuming that there are no concepts with identical or similar names
in our input ontologies for the sake of simplicity of the presented approach.
In addition to that, we consider the lexical criteria to be in general weaker
and less reliable indication of similarity than the instance-based and structural
techniques, because of the many problems arising from polysemy and synonymy.
Precisely for that reason lexical matching accounts are never to be used self-
dependently, but rather in combination with prior knowledge or dictionaries.
Nonetheless, we keep in mind that the name-based criterion can be of help
to obtain initial information on which would be potential matches among two
ontologies and therefore it can be used alongside the proposed techniques.

The procedure we are about to describe relies for a starting point on the
instances populating the ontologies. We can formulate our main heuristics as:
“Intersecting instance sets14 indicate intensional overlap.” The structural and
conceptual similarity assessments come into play only for ontologies, which have
been found to share a certain extensional overlap, i.e. the intersection of the
instance sets comes as a measure of an overall ontology similarity and gives an
idea whether the ontologies are intensionally close or remote (see an extended
discussion on the topic of overall ontology similarity in [34]). Further on, when
we find a common structure in both ontologies, provided that they are built
on the same or similar sets of documents (or on two sets with a significant

14Intersection is understood again in the sense of the modified relaxed intersection intro-
duced above.
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generalized (semantical) intersection) we find the correspondences between the
nodes by applying the instance-based node-to-node mapping. Assuming that
the two trees are structurally different, after we map the root node of the smaller
tree to a node of the bigger one, we already know a lot about where the smaller
tree is situated in the bigger one. An interesting case is when the two root nodes
match, and still one of the trees is smaller than the other. Provided that the two
trees are structurally the same, a discrepancy might appear on an extensional
level: one of the trees might have less instances than the other or the sets of
instances of the two ontologies might only overlap partially.

All of these cases are treated separately in the remainder of the chapter.
As a final outcome, the procedure yields assertions on how specific or granular
one ontology is compared to the other and also how do both ontologies differ in
terms of instantiation (which ontology is extensionally richer than the other).
On these bases, the user is given propositions for ontology merging, if necessary
or required. The different possible cases are ordered from most specific to most
general in terms of the structure-extension relation.

4.5.1 Preliminaries

Let us take as an input again the ontologies O1 and O2 together with their
corresponding document sets D1 and D2 as well as their graph representations
G1 and G2. The procedure to be presented has the following main components:

• The structural distance between the two input ontologies given by
d(G1, G2);

• The relative size of the (modified relaxed) intersection of the sets D1 and
D2 expressed by

r∆ =
|D1 ∩D2|
|D1|

, (4.21)

where |D1| is the smaller of the two sets (or either of them, when they are
of equal cardinalities).

• Instance-based mapping criteria

• Lexical matching component15

With respect to each of the components above, we distinguish between dif-
ferent cases and we will concisely describe and comment them separately, before
we introduce them combined in the overall procedure in Section 4.5.2.

15The lexical matching component is mentioned for completeness; it is a matter of future
work to make it an integral part of the presented procedure.
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Figure 4.16: Intersections of document sets.

Structural distance

The structural measure of graph similarity that we apply is based on the size
of the maximal common sub-graph of both graphs relative to the size of the
bigger graph of the both. Let G0 = mcs(G1, G2). We distinguish between the
following cases.

1. d(G1, G2) = 0. This implies that the maximal common subgraph of both
graphs is identical to each of them (G0 = G1 = G2).

2. 1 > d(G1, G2) > 0 and G0 = G1 ⊂ G2. The maximal common subgraph
is identical to the smaller of the two trees (the choice of the smaller graph
is conventional; choosing otherwise does not substantially influence the
ensuing reasoning).

3. 1 > d(G1, G2) > 0 and G0 ⊂ G1 and G0 ⊂ G2. This is the most general
case when the maximal common subgraph of both trees is a subgraph of
each of them16.

The document sets intersection

We will distinguish between ontologies with respect to their document set in-
tersection (again, in the sense of the generalized intersection) and sizes. Let us
denote D1 ∩D2 = D0.

As we have observed above, the relative size of intersection of the sets of
documents is modeled by the quantity r∆. Note that when the document sets
are of similar cardinalities, we will have a situation similar to the one depicted in
Figure 4.16a,b,c; when the cardinalities are different (i.e. the most probable case
when one of the ontologies contains less documents than the other), the picture
will be similar to the one depicted in Figure 4.16d,e,f. We list the possibilities
which follow :

1. r∆ = 1. The two sets entirely overlap (Figure 4.16a or Figure 4.16d).

2. 0 < r∆ < 1. The two sets do have a nonempty intersection which is smaller
than each of the sets (Figure 4.16b or Figure 4.16e).

3. r∆ = 0. The intersection of both sets is the empty set (Figure 4.16c or
Figure 4.16f).

16The fourth possible case 1 = d occurs only for two graphs one of which is the empty
graph.
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Figure 4.17: A procedure for ontology matching.

In Section 4.5.2, we will introduce the procedure FEOM (Full Extensional
Overlap Matching), which covers the cases in point one from the list above
and the procedure PEOM (Partial Extensional Overlap Matching), ruling out
the cases from point two. If a case from point three is produced, the matching
procedure is terminated at the very beginning, because a major assumption of
our model is broken (see Section 4.1): the ontologies do not share any extensional
overlap.

Instance-based concept mapping

An extensional approach to aligning concepts has been described in the pre-
ceding sections and a formal definition of the instance-based mapping Mib is
given in (4.10). We recall that an instance-based mapping is understood as a
one-to-many mapping from the set of concepts of the first ontology to the set of
concepts of the second ontology realized through a similarity function of some
kind and an additional mapping of the sets of the documents corresponding to
the mapped concepts to their union. Instance-based mapping, combined with
structural and instance-sets intersection criteria, is an important component of
the matching procedures to be described in the next sections.

Lexical criteria for concept mapping

The structural and extensional approaches described so far are our basic tools
for ontology matching. A third important and quite straightforward criterion
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for concept similarity is the presence of identical or similar concept names in
both ontology concept sets. Linguistic analysis approaches to this problem,
relying on names and textual description of ontology elements, are used in [17]
and [144]. A comparison of string distance metrics for matching names is found
in [76, 158], as well as Section 2.1.3 and Section 2.4.4 of this thesis and the
sources cited there.

4.5.2 Overcoming Granularity and Instantiation Discrep-
ancies: A Procedure for Ontology Merging

We will present a procedure for ontology matching, which is based on exploring
separately each of the cases resulting from combining the different possibiliies
and matching components discussed in the section above, yielding as an output
indications for a possible merging of the two source ontologies. The cases that
are handled by the FEOM and the PEOM methods are described separately
below; the cases of no extensional overlap, which are in conflict with our initial
assumptions, have been omitted. Figure 4.17 provides an illustration of the
procedure’s architecture.

Full extensional overlap matching (FEOM)

As stated above, the FEOM procedure covers the cases when there is a com-
plete overlap of the sets of instances of the two ontologies17, i.e. r∆ = 1. The
procedure starts by measuring the structural distance between the two input
ontology graphs.

(A) Case 1: d(G1, G2) = 0. The first case contains taxonomies, which have
identical structures. Depending on the relative degree of instantiation of
the two ontologies, we distinguish between two further cases - either their
extensions will be similar, as shown in Figure 4.18a, or on of the ontologies
will have less instances than the other (Figure 4.18b). In both cases, we
proceed to establish the precise concept-to-concept correspondences, or
perform the mapping

Mib({C1, C2}, {g(C1), g(C2)}).

We recall that this means to match the set of concepts C1 against the set of
concepts C2 by merging the instance-sets of all pairs of matched concepts,
by the help of the instance-based concept aligning methods (introduced in
Section 4.3). We note that if we are in the latter case (D1 ⊂ D2, Figure
4.18b), the merged ontology will result containing the bigger instance-set
of the two.

(B) Case 2: d(G1, G2) > 0 and G0 = G1 ⊂ G2. The second major case
governs pairs of input ontologies which are structurally dissimilar in a way
that one of the trees is a sub-tree of the other and is thus the maximal
common sub-graph of both. Since the instance-sets are overlapping, we
will perform again an instance-based mapping (by the help of the methods
descirbed in Section 4.3) from the concepts of ontology O1 to the concepts

17The convention that ”full” or ”complete” overlap is to be understood under a fixed toler-
ance threshold holds.
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Figure 4.18: FEOM Case 1. Similar structures.

of ontology O2. Note that with respect to how the two instance-sets are
related, we can have one of the following sub-cases.

(a) Case 2.1. D1 = D2. One of the ontology trees is a subtree of the
other, but the instance sets of the two are identical (Figure 4.19(a)):
the ontology dissimilarity is entirely on the intensional level. We
assert that O2 is more specific than O1 because it contains more
concept nodes and branches in the tree.

(b) Case 2.2. D1 ⊂ D2. O1 is both intensionally and extensionally a
sub-taxonomy of O2 (Figure 4.19b). O1 will be, therefore, as a result
of the instance-based matching entirely injected into O2.

(c) Case 2.3. D2 ⊂ D1. O2 is a bigger and more granular hierarchy, but
less populated than O1 (Figure 4.19c). The instance- based matching
will result in taking instances from O1 and assigning them to O2.

(C) Case 3: d(G1, G2) > 0 and G0 ⊂ G1 and G0 ⊂ G2. This is the most
general case of the maximal common subgraph being a subgraph of both
input ontology graphs. Since we are working with trees, and not with
graphs in general, the only possibility is that one of the trees is broader
than the other (i.e. at at least one level it has more nodes than the other)
and the other is deeper (has more levels) than the first. Let us assume
that G1 is the broader and G2 – the deeper tree, as represented in Figure
4.20a.

We would like to map the ontologies in such a manner that both their
breadth and depth is preserved in a resulting merged tree. Let G1

0 denote
the maximal common subgraph of G1 and G2 as a subgraph of G1 and
let D0

1 denote its corresponding instance-set. We proceed to match the
ontology O1

0 (corresponding to the tree G1
0) to the ontology O2 - a task

which has been solved in the case 2 above18.

The concepts of O1 which remain unmapped, i.e. the concepts corre-
sponding to the nodes of the graph G1 −G1

0 (here “−” is used to denote
a graph subtraction), are to be added, together with their corresponding
instances, to G2 as direct successors of the nodes which their parent nodes
in G1 have been mapped to. Figure 4.20b presents a rough sketch of this
method.

18Precisely, the task is solved in cases 2.2. and 2.3., for the ontologies are of different
structures and different, although overlapping extension sets.
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Figure 4.19: FEOM Case 2. One of both taxonomies is a sub-tree of the other.

Figure 4.20: FEOM Case 3. a) One of the ontology trees is broader and the
other one is deeper than their mcs (represented with shaded nodes). b) Merging
O1 and O2.
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Partial extensional overlap matching (PEOM)

The partial extensional overlap mapping procedure, which we are about to de-
scribe, rules out the cases when 0 < r∆ < 1.

Recall the notation D0 = D1 ∩D2. Let G1
D0

denote that part of the tree G1

which contains only these concept nodes whose extension is some subset of D0.
Similarly, let G2

D0
denote the part of the tree G2 which contains the concept

nodes corresponding to subsets of the extensional subset D0. In Figure 4.21a
and 4.21b (above) the trees G1

D0
and G2

D0
are depicted with shaded nodes.

The main heuristics is that since both ontologies share a certain extensional
overlap, so do they share a certain intensional one and the matching concepts
of both ontologies are found in the trees G1

D0
and G2

D0
. The task is, therefore,

to find the precise correspondences between the nodes of these trees. This is
a problem which has been already solved in Case 1.1. and Case 2.1. from the
FEOM matching procedure (ontologies “built” on the same document sets).

The question which remains to be answered is whether a global merge of
both ontologies is needed or just a partial mapping of the concepts in G1

D0

and G2
D0

would suffice. Clearly, apart from practical and application-related
considerations, from a theoretical viewpoint the answer of this question depends
on the size of the intersection D0 relative to the set sizes. It would not be a
worthwhile effort to merge two ontologies, if only very few of their instances are
found to be similar. Therefore, we distinguish between two main further cases
according to the size of the intersection D0. We introduce a constant cr∆ ∈ (0, 1)
(set by the user) according to the value of which we will either globally match
and merge both ontologies, or match them partially by indicating which parts
of the ontologies are correspondent in a set of concept similarity assertions. For
a fixed value of cr∆ we sketch the following cases.

(A) 0 < r∆ < cr∆ . The size of the extensional overlap of both ontologies is
judged by the user to be too small for a global ontology matching to take
place. The procedure is terminated by matching the ontologies O1

D0
to the

ontology O2
D0

by the instance-based mapping Mib on the sets of concepts
C1
D0

and C2
D0
, where O1

D0
and O2

D0
are the ontologies corresponding to the

graphs G1
D0

and G2
D0
, respectively. The procedure yields a set of concept

correspondences.

(B) cr∆ < r∆ < 1. The size of the extensional overlap of both ontologies is
judged by the user to be significant. The ontologies are to be globally
matched in the following manner.

• Match the ontologies O1
D0

and O2
D0

by the instance-based mapping
Mib performed on the concept sets C1

D0
and C2

D0
.

• Let G1
minus = G1 −G1

D0
denote the remainder of the graph G1 after

subtracting the tree G1
D0

from it. Concatenate the tree G1
minus to

the tree G2 in such a manner that in every level of G2 are found
nodes which are also found on the same level in the tree G1.

• Form an ontology graph which conforms with the hierarchical ontol-
ogy definition 39. That means that if after the concatenation there
exist two concept nodes which do not have a supremum, introduce a
top concept to play that role (Figure 4.21a, below).
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Figure 4.21: The PEOM ontology mapping.

Remark 46 In spite of this being the intuitively more plausible case, there is
no ground to believe that the graphs G1

D0
and G2

D0
are connected. However,

since they are sub-graphs of trees, the missing edges between their nodes can be
reconstructed with respect to the hierarchical structures of G1 and G2.

4.6 Summary: Combined Matching Approaches

The current chapter contains the basic theoretical contribution of the thesis,
which can be summarized concisely in the following set of claims:

• The VC-dimension of SVMs can provide a reliable variable selection /
variable scoring criterion in a classification task.

• A concept in an ontology can be represented as a list of variables scored
with respect to their discriminative power, or the role they play for sepa-
rating the instances in the ontology into those that belong to the concept
in question and those that do not. In view of that finding, a concept can
be represented by just a small set of variables – those, which are most
characteristic for this concept and distinguish it best from the rest of the
concepts within its ontology.

• A measure of semantic proximity of two concepts, taken from two dif-
ferent ontologies, can be introduced based on the sets of characteristic
variables corresponding to each of the concepts, or based on the whole
lists of discriminative (scored) variables.

• An overall procedure for ontology matching can be built on the suggested
above measure of concept similarity, by optimizing the search of simi-
lar pairs of concepts, using the structural relation of the concepts within
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each ontology and recursively applying the similarity measure on sets of
homogeneous classes.

• Combining graph representation of ontology with the described instance-
based techniques and applying structural similarity measures together
with the instance-based similarity helps yield assertions on the specificity,
granularity and instantiation mismatches between two input ontologies.
These provide guidelines for an ontology engineer through a process of
ontology merging, when ontology merging is required for the needs of the
concrete application.

• Structure-related ontology matching techniques are not sufficient and reli-
able indicator of the semantic similarity of two ontologies or parts of them
and they need to be used in combination with approaches of other nature.
Instance-based matching, on the other hand, can be improved significantly
in terms of reducing time complexity and optimizing search by the help
of structural accounts.

The findings listed above result in two separate combined (instance-based
and structural) procedures for ontology matching: one relying heavily on exten-
sional approaches (described in Section 4.4), and another taking into account
to a greater degree the structural properties of the input ontologies (introduced
in Section 4.5).

An empirical evaluation and discussion of the main results introduced above
is presented in the following chapter of the thesis.
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Chapter 5

Experimental Results and
Discussion

The theoretical findings from the preceding chapter will be proved empirically by
experiments on real-world data in the following couple of sections. For reasons
stated in the introduction, as well as throughout the thesis, the emphasis of
our experimental evaluation falls on the suggested instance-based techniques
for concept mapping. Precisely, the chapter provides an entire evaluation of the
work contained in Sections 4.3 and 4.4, as well as a partial evaluation of the
procedure suggested in Section 4.5.

The chapter closes with a summary of the experimental results and a discus-
sion attempting to situate our approaches in the general framework of models
for similarity-based category formation, which have been discussed in detail in
Section 3.4.4.

In much of the following experimental work, we have used data from the
publicly available “20 Newsgroups” dataset [92], which is a collection of ap-
proximately 20,000 news articles, partitioned evenly across 20 different topics.
Among other, it contains classes like “Religion”, “Politics”, “Autos”, “Com-
puters”, “Sports and Recreation”, etc. The structure of the topics is not en-
tirely flat; some of the topics are sub-topics of others. For example the class
“Computers” contains sub-classes, such as “Hardware-PC”, “Hardware-Mac”,
“Graphics” and other.

We have set up several different experiments in which the listed classes have
been used in order to mimic document populated ontology concepts or small
taxonomies subject to similarity evaluation. The documents from the dataset
are represented as TF/IDF vectors, except when explicitly stated otherwise
(features were extracted by the help of the RapidMiner toolkit [104]).

5.1 Detecting Potential Concept Mappings with
Discriminant Analysis

In the following two experiments, our goal has been to show that by the help
of methods from descriptive statistics, such as Principal Components Analysis
(PCA) and Discriminant Analysis (DA) we are able to extract from our dataset
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Figure 5.1: A DA plot of the population of the documents from three classes.

initial information concerning potentially similar concepts from two different
ontologies. The results of the experiments are in support of the theoretical
findings of Section 4.3.2.

5.1.1 Experiment 1

We started with the topics Autos and Religion and split the documents in
Autos in two – Autos1 and Autos2, producing sets of instances of two similar
pseudo concepts. The documents in Religion were used as instances from
a third (dissimilar) concept. Each class contains approximately 500 distinct
documents, no two classes overlap.

We carried out a DA on the data set consisting of the three categories of
documents, introduced so far. Figure 5.1 shows the results of the analysis on
the first two discriminant axes. As we can see, the two autos classes appear
very close to one another, sharing a big overlap and clearly separated from the
religion class. The interpretation of that observation is that DA is not able to
discriminate good between the two similar classes, but separates them well from
the dissimilar class. DA shows to provide reliable indication of the similarity or
dissimilarity of classes.

5.1.2 Experiment 2

We mimicked two ontologies by taking three classes from the 20 Newsgroups
dataset – Autos, Religion and Politics and splitting the instances in each
class in two even parts. In that manner we constructed the pseudo ontologies

O1 = {Autos1, Religion1, Politics1},

O2 = {Autos2, Religion2, Politics2}.

As in the previous experiment, each class contains distinct documents and
classes do not intersect. We carried out a discriminant analysis and the results
can be seen in Figure 5.2. On the plot, the positive labels correspond to the
concepts of O1 and the negative ones – to the concepts in O2. In conformity
with our claims and with the semantics of the classes used in the study, the six
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Figure 5.2: A DA plot of 6 pair-wise similar classes.

classes appeared to form three clear groups, where Autos1 from O1 overlaps with
Autos2 from O2, Religion1 overlaps with Religion2 and Politics1 overlaps
with Politics2.

5.1.3 Experiment 3

We mimicked two ontologies, each containing four concepts, defined as it follows
(the abbreviation “HW” stands for “Hardware”):

O1 = {HW:PC, HW:Mac, Religion1, Politics1}

O2 = {HW:Mixed, Autos, Religion2, Politics2}.

We have chosen the concepts and the documents for our task in such a man-
ner that there are pairs of concepts which are clearly similar (e.g. Religion1 and
Religion2) and pairs of concepts which are clearly dissimilar (e.g. Religion1

and Autos). In addition, there is one concept from O2 which is in a way the
union of two concepts of O1 (the concepts HW:Mixed and the concepts HW:PC

(containing documents about PC hardware) and HW:Mac (containing documents
about Mac hardware)). Finally, as before, each of the classes contains approx-
imately 500 distinct documents on the corresponding topic, non of the classes
contains documents that are contained in another class.

We have carried out a discriminant analysis with the objective to detect
potential concept mappings by plotting our instances onto a lower dimensional
DA-space. As a first step, we observed the projection of the classes of O1.
In Figure 5.3, we see that the concepts HW:PC and HW:Mac overlap and are
well separated from Religion1 and Politics1, which, on their turn are well
separated from each other. Figure 5.4 shows the plot of all eight concepts of O1

and O2. The classes are separated and regrouped according to their extensions.
There are clearly four groups to be seen – one containing the instances of HW:PC,
HW:Mac and HW:Mixed, one containing the instances of the classes Religion1

and Religion2, one containing the instances of Politics1 and Politics2 and
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Figure 5.3: A DA plot of 4 classes of one ontology.

one containing the instances of the only class without a match, Autos. (On
the plots, the classes are labeled by 1, 2, 3 and 4 for the classes in O1 (in the
respective order) and -1, -2, -3 and -4 for the classes in O2 (in the respective
order).)

We note that for this method to work properly and in order to be able
to draw the correct conclusions, we need to have predefined labels of all our
instances in each of the two respective ontologies.

5.2 Concept Similarity based on Variable Selec-
tion

Below, we present the results of a couple of experiments showing the viability of
our finding that the similarity of two concepts can be measured by comparing
the most characteristic for each of the concepts variables (Section 4.3.3). The
results will be used to evaluate the instance-based concept similarity measure
k -TF and compare it to Pearson’s, Spearman’s and Kendall’s parameter-free
coefficients (see Section 4.3.3 for definitions). The k -TF measure, we recall, is
given by

sim(A,B) =
|LAk ∩ LBk |

k
(5.1)

for two concepts A and B taken from two different ontologies, where LAk denotes
the set of the k most significant variables for class A. The empirical findings in
this section equally provide support to the proposal of using an SVM-based
variable selection criterion by observing variations of the VC dimension of the
classifier, as proposed and discussed in Section 4.3.4.
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Figure 5.4: A DA plot of the classes of two ontologies.

5.2.1 Experiments 4: Concept Similarity via DA

In the current experimental setting, we have carried out discriminant analyses
(DA) to obtain information about the variables importance with respect to a
class. The study uses the same experimental setting as described in Section
5.1.2. We have again the following two collections of concepts:

O1 = {Autos1, Religion1, Politics1}

O2 = {Autos2, Religion2, Politics2}.

Let us recall our main argumentation: for separating similar classes we need
similar attributes, while for separating dissimilar classes we need dissimilar ones.
We evaluated the similarity of concepts Autos1 and Autos2 and the dissimilarity
of concepts Autos1 and Politics2 and Autos1 and Religion2 by selecting the
respective characteristic variables for each concept and applying the measure
5.1. To that end, we carried out the four following discriminant analyses:

(DA1) Autos1 vs. (Religion1 + Politics1) – find the important variables
that separate Autos1 from all other concepts in O1;

(DA2) Autos2 vs. (Religion2 + Politics1) – find the important variables
that separate Autos2 from all other concepts in O2;

(DA3) Religion2 vs. (Autos2 + Politics2) – find the important variables
that separate Religion2 (a dissimilar concept) from all other concepts in O2;

(DA4) Politics2 vs. (Autos2 + Religion2) – find the important variables
that separate Politics2 (a dissimilar concept) from all other concepts in O2;

Figure 5.5 shows the lists of the top 23 most important variables for the class
separation in the 4 different DA analyses. (VIP stands for a score coefficient
calculated on the basis of the contribution of a single variable to the construction
of the discriminant axes.) The results show that the lists of the important
variables separating the classes in analyses (DA1) and (DA2) are very similar,
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Figure 5.5: Lists of characteristic variables in 4 DA analyses.

almost identical, whereas the variables separating the dissimilar concepts in
analyses (DA3) and (DA4) differ from the lists obtained in the first two analysis.
(We note that they do share a small overlap, for the concepts are not totally
dissimilar, but rather.) By applying our variable-selection-based measure of
similarity, we conclude that the concept Autos1 from O1 is similar to the concept
Autos2 from O2 and dissimilar to the concepts Religion2 and Politics2 from
O2 which is in line with the semantics of the selected classes.

5.2.2 Experiments 5: Concept Similarity via DF, MI, Chi2

In the next set of experiments, we used several standard feature selection tech-
niques, often applied for text categorization, to select the sets of characteristic
variables of the concepts. Document Frequency Thresholding (DF), Mutual In-
formation (MI) and Chi2 statistics (Chi2) are introduced in Section 2.4 of the
second chapter of the thesis.

We took again the ontologies from Section 5.1.3:

O1 = {HW:PC, HW:Mac, Religion1, Politics1},

O2 = {HW:Mixed, Autos, Religion2, Politics2}.

The task is to evaluate the pairwise similarity of the concepts from O1 and
O2 by the help of the similarity measure 5.1.
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Table 5.1: Heuristics similarity matrix

Concept Names HW:Mixed Autos Religion2 Politics2

HW:PC sim > l sim < l sim < l sim < l

HW:Mac sim > l sim < l sim < l sim < l

Religion1 sim < l sim < l sim > l sim < l

Politics1 sim < l sim < l sim < l sim > l

Figure 5.6: Variable selection for a concept “Hardware PC” in ontology O1.

We have drawn a so called heuristics similarity matrix, represented on Table
5.1, containing the expected pairwise concept similarity values, which will serve
as an evaluation of the test similarity values to be obtained in the experimental
studies. In the table, sim is a number between 0 and 1 corresponding to the sim-
ilarity of the respective pair of concepts. A similarity value greater than a fixed
threshold, l, indicates expected semantic proximity of the concepts; otherwise
does a similarity value smaller than l.

Setting the similarity threshold l. The values of l vary with respect to
the variable selection technique applied. As we shall see, using Mutual Infor-
mation requires setting l quite small, while working with Chi square statistics
or document frequency thresholding demands a higher value of the parameter.
Therefore, we suggest that l should be set (independently for every variable se-
lection method) to the lowest value computed over all pairs of similar concepts
taken from a training document dataset (on which we have heuristics about the
semantic closeness of the concepts) before applying the similarity measure on
unseen documents.

The task consists in the following steps.

• Carry out a variable selection procedure for four different cases (one for
each concept) in each of the two ontologies (all in all that makes 8 different
variable selection tasks). The variable selection procedure used is up to
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Table 5.2: Performance using Mutual Information

Concept Names HW:Mixed Autos Religion2 Politics2

HW:PC 0,033 0 0 0

HW:Mac 0,067 0 0 0

Religion1 0 0 0,3 0

Politics1 0 0 0 0,3

Table 5.3: Performance using Chi2 with 30 features

Concept Names HW:Mixed Autos Religion2 Politics2

HW:PC 0,700 0,433 0,400 0,367

HW:Mac 0,500 0,467 0,433 0,367

Religion1 0,400 0,400 0,700 0,300

Politics1 0,333 0,367 0,333 0,633

the users choice; experiments have been made with three different selection
techniques (see below).

• Select 8 sets of variables which are most characteristic for each of the 8
considered concepts. An illustration of that step is given in Figure 5.6 for
the concept HW:PC in Ontology 1.

• Calculate the pairwise similarities of each pair of concepts from O1 and
O2, by using the measure of similarity (5.1), where A is a concept from
O1 (HW:PC, HW:Mac, Religion1 or Politics1) and B is a concept from O2

(HW:Mixed, Autos, Religion2 or Politics2).

• Calculate a 4×4 similarity matrix, where each element of the matrix is the
similarity between two concepts (each belonging to a distinct ontology).

• Finally, compare the values of the experimentally obtained similarity ma-
trix with the values of the heuristics similarity matrix (Table 5.1).

We present the results that we have obtained by the help of the standard
variable selection techniques Mutual Information, Chi-square and Document
Frequency Thresholding in the similarity matrices presented, correspondingly,
on tables 5.2, 5.3, 5.4, 5.5.
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Table 5.4: Performance using Chi2 with 200 features

Concept Names HW:Mixed Autos Religion2 Politics2

HW:PC 0,500 0,230 0,275 0,235

HW:Mac 0,475 0,200 0,315 0,275

Religion1 0,230 0,175 0,545 0,145

Politics1 0,240 0,165 0,125 0,590

Table 5.5: Performance using Document Frequency Thresholding

Concept Names HW:Mixed Autos Religion2 Politics2

HW:PC 0,722 0,556 0,440 0,485

HW:Mac 0,726 0,545 0,437 0,489

Religion1 0,431 0,444 0,753 0,541

Politics1 0,479 0,526 0,550 0,772

Setting the parameter k. We have varied the parameter k (the number of
selected features on the basis of which the similarity of the classes is computed).
Tables 5.3 and 5.4 show the similarity matrices calculated for the Chi-square se-
lection procedure by using 30 features in the first case and 200 in the second. As
we would have expected, the similarity values for the similar concepts decrease
by adding more features in the computation (more “noisy” features are present
in a bigger set). However, so do the similarity values for the dissimilar concepts.
This is due to the fact that the method takes into account both frequent and
rare terms in the selection of characteristic features.

The observed variations show that both values of k are appropriate, for the
interval between the similarity values of similar and dissimilar concepts has not
shrunk, but has rather shifted. Of course, we note that, despite the fact that the
difference between the two values of k is quite big, they are both still relatively
small numbers compared to the overall number of features (about 12 000). The
similarity measure that we work with will show no significant results if k is set
too large relative to the overall number of features (all concepts will show to be
similar).
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5.2.3 Experiments 6: Concept Similarity via VC-
dimension-based Variable Selection

This section presents an evaluation of the theoretical finding that the VC di-
mension of support vector machines can provide a criterion for identifying a set
of characteristic variables for a concept, which in turn can be used for measuring
the similarity of two concepts. The variable selection criterion was introduced
theoretically in Section 4.3.4. For its empirical evaluation for the task of ontol-
ogy matching, we will use again the k -TF measure of similarity (5.1), as well
as, alternatively, Spearman’s coefficient (calculated on the ranks), Pearson’s co-
efficient (calculated on the scores) and Kendall’s measure of correlation (see
Section 4.3.3 and [29]).

Table 5.6: VCdim-based similarity: k -TF measure (left) and Pearson’s coeffi-
cient (right)

Concept Names HW Religion Politics HW Religion Politics

HW 1 0,20 0,35 1 0,24 0,87

Religion – 1 0,10 – 1 0,21

Politics – – 1 – – 1

Table 5.7: VCdim-based similarity: Spearman’s coefficient (left) Kendall’s co-
efficient (right)

Concept Names HW Religion Politics HW Religion Politics

HW 1 0,37 0,62 1 0,25 0,45

Religion – 1 0,34 – 1 0,24

Politics – – 1 – – 1

In the first preliminary experiment we started with a small set of three classes

O1 = {HW, Religion1, Politics1},

duplicated it and tested how the k -TF measure of similarity and the three
correlation coefficients will perform to evaluate the pairwise similarity of the
concepts in O1 and its copy (or in other words, measure the pair-wise similarity
of the concepts within a single ontology). The results are shown on the similarity
matrices on tables 5.6 and 5.7. (The redundant values are omitted, k was set to
20 for the k -TF measure.) We note that in all four similarity matrices, Religion
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Table 5.8: VCdim on non-intersecting classes with k -TF 100 Features (left);
optimized (right)

Concept Names Autos Religion2 Politics2 Autos Religion2 Politics2

HW 0,40 0,37 0,41 0,40 0,15 0,35

Religion1 0,33 0,52 0,40 0,40 0,60 0,50

Politics1 0,44 0,41 0,57 0,50 0,40 0,65

Table 5.9: VCdim on non-intersecting classes with Pearson’s coefficient (left);
optimized (right)

Concept Names Autos Religion2 Politics2 Autos Religion2 Politics2

HW 0,29 0,02 0,31 0,35 0,06 0,35

Religion1 0,17 0,55 0,15 0,29 0,92 0,17

Politics1 0,5 0,18 0,68 0,6 0,23 0,75

appears to be more or less equally dissimilar to Hardware and to Politics;
Politics, on the other hand, shares more commonalities with Hardware than
with the two other classes. These appear to be intuitively plausible findings. In
addition, they conform to the fact that (5.1) is not a distance function since it
does not fulfill the triangle inequality.

In the next of the VC-dimension-related experiments that we carried out,
we have tested the similarity of the members of the following two collections of
pairwise disjoint sets of documents (the indexes 1 and 2 after the identical class
names indicate that they contain different sets of documents):

O1 = {HW, Religion1, Politics1}

O2 = {Autos, Religion2, Politics2}.

The results by using the k -TF measure with k = 100 are shown on table 5.8
(left). So far the similarity values are not significantly better or worse than the
ones observed by measuring the similarity with a standard text-classification
feature selection technique. However, the new variable selection technique per-
formed much better in identifying the first most important variable for each of
the classes. In the many trials we had, this variable was always identical for
the expectedly similar classes and never for any other pair of concepts from the
two sets. This effect was confirmed by setting the number of selected features k
to 10 and doing the test again – the similarity coefficients for the Religion and
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Politics classes rose, and dropped proportionally for the other pairs of concepts.
After some optimization of the parameters of the support vector machines we
obtained even more fine-grained results (Table 5.8 (right)).

Encouraged by the results achieved by using Pearson’s correlation described
in the beginning, we tested the measure on disjoint sets of instances. The re-
sults are shown on the tables 5.9 (right (without optimization) and left (with
optimization)). We see that the method shows to perform well in distinguish-
ing clearly between similar and dissimilar classes. (We notice that the class
Politics1 is judged to be quite similar to the class Autos, but nevertheless, its
highest similarity coefficient is for the class Politics2.)

5.2.4 Experiments 7: Comparison of the Performance of
the Similarity Coefficients (k-TF vs. Correlation
Measures)

So far, the performance of the different similarity coefficients shows to be com-
petitive with an advantage for the k -TF measure and the Pearson’s correlation
coefficient. In order to support or disprove this finding we tested the perfor-
mance of the four similarity coefficients in a series of experiments on larger sets
of concepts containing non-intersecting sets of documents. We recall the reader
that using some of these measures does not influence the concept of similarity
that we consider, described by the heuristics: similar concepts are characterized
by similar sets of characteristic variables; otherwise are dissimilar ones. The
selection or the ranking of variables is always with respect to the variations of
the VC dimension of the SVMs (see equation (4.20)). The eventual computation
of the concept similarity coefficients can be done in different manners, four of
them being the k -TF measure, Pearson’s, Spearman’s and Kendall’s measures
of correlation.

We measured the performance of the four similarity measures in terms of
precision in judgments and average similarity coefficient found for similar and
dissimilar concepts; see Table 5.10. The precision in judgments is computed
with respect to the lowest value calculated for a pair of similar concepts on the
data. That means that we set the similarity threshold l to the lowest similarity
value computed on all pairs of similar concepts. In that, naturally, the precision
on similar concepts is always 100% and the indicator of the overall precision
of performance is the number of errors in judging dissimilar ones. The average
similarity values for similar and dissimilar concepts (abbreviated in the table as
avg. sim. coeff.) are meant to indicate how reliable the respective measure is
(the larger the interval between the average value for similar and the average
value for dissimilar concepts, the more reliable the measure).

The result of our tests have shown that, among the three tested similarity
measures, Pearson performs best, achieving the same precision as the k -TF
measure, but showing to have a significantly larger interval between the average
similarity and dissimilarity judgments – an indicator for its reliability. Kendall’s
coefficient demonstrated worst precision and tightest border between similarity
and dissimilarity judgments. These results provided support to our finding
that the k -TF measure and the Pearson’s correlation coefficient provide reliable
similarity judgments by using the SVM-based criterion.

In the next section, we will evaluate the procedure for ontology matching
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Table 5.10: Performance of the similarity measures
Similar concepts Dissimilar concepts
Avg. sim. coeff. Avg. sim. coeff. Precision

100 -TF 0.55 0.40 92%

10 -TF 0.62 0.38 92%

Pearson’s r 0.87 0.28 92%

Spearman’s rho 0.36 0.19 78%

Kendall’s tau 0.25 0.10 84%

based on the variable selection similarity criterion, by using the SVM-based
techniques. To compute the similarity coefficients we have used Pearson’s cor-
relation coefficient and the k -TF measure. The presented experiments only
feature the results obtained by the help of Pearson’s measure.

5.2.5 Experiments 8: Comparison of the Performance of
the Variable Selection Techniques

Using the same setting and criteria as for the experiments described in the
preceding section, we compared the performance of the introduced variable se-
lection techniques: the standard MI, DF and Chi2 Statistics against the novel
VC-dimension-based method (VC-dim). The results are shown in Table 5.11.
Although all tested techniques are entirely accurate in judging concept simi-
larity (understood as a binary operation: two concepts are asserted similar or
dissimilar without accounting for degrees of similarity), the novel SVM-based
method shows to be a more reliable technique, since the interval between the
value assigned to dissimilar concepts and the value assigned to similar ones is
much larger than the same interval for the rest of the tested techniques.

Table 5.11: Performance of the variable selection techniques
Similar concepts Dissimilar concepts
Avg. sim. coeff. Avg. sim. coeff. Precision

MI 0.175 0.0 100%

DF 0.743 0.495 100%

Chi2 0.527 0.234 100%

VC-dim 0.905 0.23 100%

5.3 Evaluation of the Overall Variable Selection-
based Ontology Matching Procedure

In Section 4.4 we have observed that the proposed instance-based measure of
similarity should not be applied directly on the two sets of concepts of the two
source ontologies. Instead, we suggested a procedure, which takes into account
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Figure 5.7: Two News-Ontologies.

the structure of the ontologies and maps sub-sets of concepts in an iterative
manner descending down the hierarchies’ levels. In that way, in addition to
including the structure into the mapping process and narrowing down the set
of concept pairs to be checked for similarity, we avoid an undesired effect of
matching a concept from one ontology to the concept’s match subsumer in
another ontology. We have shown that this can be problematic for a variable
selection procedure based on binary classification, such as the VC-dimension
criterion for SVMs that we suggest.

5.3.1 Experiments 9: Matching the News-Ontologies

In the current set of experiments, we will match two small ontologies that we
have created manually in order to show the viability of the suggested overall
variable selection-based mapping procedure discussed in Section 4.4. Our source
ontologies, which we call the News-Ontologies are shown in Figure 5.7.

Before testing the suggested VC-dimension-based similarity criterion, we will
start by evaluating the performance of two standard concept similarity measures:
the cosine similarity for class prototypes, simproto(A,B) which underlies the
Caiman tool and the Jaccard similarities simjaccard which is in the core of the
Glue mapper. For these methods, we will only present the results for the top-
level categories of the news ontologies. For the similarity measure based on the
VC-dimension, we additionally evaluate the application of the entire matching
procedure.

In the test ontologies, leaf nodes were assigned about 500 documents on the
related topic. Parent nodes were assigned the union of the documents assigned
to their children plus some additional documents on their topic, in order to
account for documents annotated directly by the parent concept. Each top-level
has between 1900 and 2500 instances. Each instance is described by 329 features
corresponding to a selection of the words occurring in the original news articles.
Note that we reduced the initial number of terms substantially by removing
stop words, applying stemming, and deleting high and low frequency words.
The results, as so far, are presented in the form of similarity matrices, where
underlined entries mark the pairs of concepts that are supposed to be mapped
onto each other, like Computers(1) and Computers(2). We have decided to
use a natural value of the threshold l of 0.5. Numbers in italics mark values
above this threshold. If we establish a mapping for a pair of classes that are not
supposed to be mapped, the mapping might be considered as incorrect.
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Table 5.12: Matching the news ontologies: simproto

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Electr(2)
Computers(1) 0.924 0.188 0.457 0 .514 0 .6
Religion(1) 0.175 0.972 0.154 0.201 0.191
Politics(1) 0.414 0.246 0.441 0 .522 0.47
Recreation(1) 0 .539 0.218 0.369 0.843 0 .586

Table 5.13: Matching the news ontologies: simjaccard

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Electr(2)
Computers(1) 0.597 0.03 0.14 0.02 0.16
Religion(1) 0.0 0.99 0.0 0.0 0.0
Politics(1) 0.008 0.003 0.12 0.02 0.005
Recreation(1) 0.02 0.04 0.007 0.86 0.06

5.3.2 Prototype Method

The prototype method based on the Caiman idea simply consists in first com-
puting the class (concept) means in the usual manner, and then applying the
instance based similarity measure introduced in equation (3.2) to it. Since all
vectors have non-negative feature values, the similarity lies always between 0
and 1.

The similarities for the concepts in the two news ontologies can be found in
Table 5.12. It can be determined that the prototype approach is able to detect
similar pairs of concepts. However, it fails to properly detect dissimilar pairs,
provided a natural threshold of 0.5 (see e.g. the pair Politics(1)/Recreation(2)).
This makes it difficult to use this measure for the recursive matching procedure,
which relies on being able to make such decisions. We assume that the relatively
high similarity values for dissimilar concept pairs result from the averaging
process that is used for computing the means: compared to the more “extremal”
vectors in each class, the means tend to be more similar.

5.3.3 Jaccard Similarity-Based Method

For completeness of our proof of concept, we tested the similarities of the first
levels of the two news ontologies by the help of one of the most popular mea-
sures found in the extensional OM literature, the Jaccard similarity which is
in the core of the Glue matcher, given in equation (3.3) in Section 3.5.2. The
quantities P (A ∩B) and P (A ∪B) were estimated by learning an SVM on the
instances of O1 and testing it on the instances of O2 and vice versa, as explained
in [39]. The concept similarities are found in Table 5.13. The results by using
the corrected Jaccard coefficient (equation (3.4)), suggested by [72], were simi-
lar to the ones presented here. Below, these results will be compared with the
results achieved with the proposed approaches.

5.3.4 Similarity Based on VC Dimension (VC-VS)

We present an evaluation of the instance-based matching procedure suggested
in Section 4.4 as well as of the finding that the VC dimension of SVMs can
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Table 5.14: Matching the news ontologies by selecting variables with MI
Concept Names Computers(2) Religion(2) Science(2) Recr(2) Electr(2)
Computers(1) 0.548 −0.405 0.119 0.146 0.464
Religion(1) −0.242 0.659 −0.105 −0.201 −0.271
Politics(1) −0.105 0.019 0.276 0.138 −0.015
Recreation(1) 0.318 −0.301 0.001 0.528 0.356

Table 5.15: Matching the news-ontologies by selecting variables with VC-SVM:
first levels vs. mixed levels

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Elec(2)

Computers(1) 0.78 0.08 0.04 0.40 0.06
Religion(1) 0.07 0.94 0.02 0.10 0.01
Politics(1) 0.08 0.12 0.08 0.14 0.01
Recreation(1) 0.29 0.09 0.06 0.60 0.06
Graphics(1) 0.30 -0.01 -0.1 -0.01 -0.002
HW:PC(1) 0.18 -0.03 -0.01 -0.02 -0.03
HW:Mac(1) 0.03 -0.02 -0.01 -0.02 -0.09

provide a criterion for selecting variables in a classification task. As a measure
of similarity we have used Pearson’s measure of correlation (wherefrom the
negative numbers). The measure indicates high similarity for positive values
and low similarity for non-positive values. The results achieved by using the
novel SVM-based variable selection technique (Table 5.15) proved to be better
than those achieved by a standard point-wise mutual information-based criterion
(Table 5.14). The results presented below come from using the former method.

After the root nodes of O1 and O2 have been matched, we proceeded to
match the sets of their direct descendants. The results are shown in the upper
similarity matrix on Table 5.15. Our similarity criterion identified successfully
the three pairs of similar concepts (the Computers, the Religion, and the Recre-
ation pairs). Following the matching procedure, as a second step we matched
the sets of the descendants of the concepts that were found to be similar in the
first step. The obtained similarity values for the children of the computer- and
recreation-classes are shown in Table 5.16. Finally, in order to show the effect of
not respecting the rule of hierarchical matching, we have matched the first level
of O2 with the descendants of the computer class in O1. The obtained similarity
values are shown in the lower matrix in Table 5.15: although the potentially
similar classes are accorded higher similarity values, the similarity coefficients
are much lower than in the previous cases and much closer to the values for the
dissimilar classes.

The similarity values are computed on the sets of input variables which,
in case of text, correspond to actual words. Thus, the most important words
that discriminate between a pair of similar concepts and the rest of the pairs
of concepts can be readily made available in contrast to related methods (e.g.
Caiman or Glue). For example, our selection procedure found out that among
the most important tokens that characterize the concept Computers are comp,
chip, graphic, card, devic, file. In contrast, the features with highest scores for
Religion were christ, church, faith, bibl, jesu, for Politics – polit, govern, legal,
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Table 5.16: Similarities of the descendants of the computer- and the recreation-
classes

Concept Names Graphics(2) HW-Mac(2) HW-PC(2)

Graphics(1) 0.954 -0.475 -0.219
HW-Mac(1) -0.266 0.501 -0.073
HW-PC(1) -0.577 0.304 0.556

Concept Names Autos(2) Motorcycles(2) Baseball Hockey

Autos(1) 0.978 0.478 0.117 0.095
Motorcycles(1) 0.560 0.989 0.121 0.452
Sports 0.452 0.491 0.754 0.698

talk and for Recreation – motorcycl, auto, speed and engin. This information
is useful to verify the quality and coherence of the matching results.

5.3.5 Matching the News-Ontologies: Discussion

In this matching task, three similarity criteria have been tested on two source
ontologies populated with textual instances: one based on variable selection
with VC-dimension (VC-VS), the Jaccard similarity used in the Glue tool
and one, prototype method based on the Caiman system. Our results showed
that the VC-VS method outperforms the other considered measures, yielding
a clearcut difference between the similarity values obtained for pairs of similar
and pairs of dissimilar concepts. The method shows to respond properly to a
natural similarity threshold of 0.5 on a 0-1 scale. Although the results achieved
with the Jaccard similarity are competitive, the VC-VS approach makes a step
further in terms of similarity verification, since the discriminant features (words)
for each class are readily made available.

5.4 Summary and Discussion

The experimental work that we have just presented intends to convince the
reader in the practical value of a set of technical solutions to the problem of
overcoming ontology heterogeneity, which have been introduced theoretically in
the previous chapters of the thesis. The results provide support to our hypothe-
ses that the suggested approaches perform efficiently and effectively. The basic
outcome of our empirical tests can be summarized in the following points.

5.4.1 Summary and discussion of the experimental results

• Every instances-populated ontology concept can be described by the vari-
ables, which describe its instances, scored by their importance for separat-
ing the instances within an ontology into those that belong to the concept
and those that do not;

• Similarity of concepts can be measured in an inexpensive way by compar-
ing their corresponding sets of scored variables. To score the variables,
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various methods can be applied, such as descriptive statistical techniques
and variable selection;

• Variable selection techniques provide a more reliable ground for measuring
concept similarity, compared to descriptive statistical methods. The latter
are useful for extracting the most important initial information out of a
large dataset (many instances belonging to many concepts), for getting
the big picture. The former, in turn, yield correct results in a concept-to-
concept mapping task;

• Among the tested variable selection techniques, the novel SVMs-based
selection criterion performs better than the standard variable selection
techniques for text categorization (MI, DF, Chi-square);

• Among the four tested measures of concept similarity, based on variable
selection procedures, the Pearson’s correlation coefficient showed to per-
form best, competing closely with the suggested k -TF similarity measure.

• In order to optimize the search of the potential concept mappings among
all possible pairs of cross-ontology concepts, the structure of the two source
ontologies should be taken into account. The suggested overall variable-
selection-based procedure for ontology matching is an efficient and reliable
matching tool on larger ontology datasets, performing series of similarity
checks only on sets containing potentially similar concepts;

The main advantages of the proposed approaches compared to state-of-the-
art methods have been outlined in the introduction of Section 4.3. Summing
them up, we conform to our initial hypothesis that the efficiency of the suggested
approaches is due to their following properties.

• The presented approaches do not rely on instance sets intersections and
therefore can be applied on source ontologies populated with entirely dif-
ferent documents;

• The relevant variables, needed for the similarity computation, are deter-
mined independently for each ontology, and the matching itself is an inex-
pensive computation. Once the variables are scored, a similarity measure
of any kind can be computed based on this scores;

• The assessment of the similarity of two concepts is entirely accomplished
at the training-phase of the learning task;

• The discriminant features (words in the case of textual instances) for each
class are readily made available;

• The concept similarity measurement is performed only on sets containing
potentially similar concepts, which prevents us from having to evaluate
m times n concept pairs for two ontologies (one with n, another with m
concepts).

A shortcoming in terms of time complexity of our method, is that applying
the VC-dimension SVM-based technique can be also fairly time demanding, be-
cause of the many learning tasks performed for every concept in order to score
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the variables with respect to their importance for this concept. In order to
increase the time efficiency, we need to diminish the number of variables de-
scribing the documents in our sets, by using another method for dimensionality
reduction in a preprocessing phase. Our results showed that using a variable
selection technique of other kind (like, for instance Mutual Information) instead
of the SVM-based approach will speed up the process, leading to an overall run-
ning time shorter than the time needed for computing the Jaccard coefficient
or the VC-dimension-based similarity. However, the price for the saved time is
the decreased quality of the similarity judgments.

In the following subsection, we will leave the sphere of technical details and
continue the discussion by focusing on the relation of our approach to concept
similarity to other (standard and recent) similarity models from cognitive psy-
chology, artificial intelligence and computational linguistics.

5.4.2 Situating our approaches in the discussion about
similarity and categorization

We have observed that the origins of the problem of ontology matching, to which
this work is dedicated, should be sought in the nature of human concept forma-
tion and the ambiguities which stem out of the decentralized and distributed
nature of this process. We pointed out that this process can be explained as the
understanding of the relations that hold among a set of building components:
words, concepts and real world objects (most generally these are percepts and
actions (situations, properties, locations, times, etc.)) [99]. Griffiths et al. de-
fine these relations in the following way [60]. Word-concept relations [165, 59]
concern the knowledge that a word, say, dog, refers to a concepts, “dog”. The
concept-concept relations [28, 83] are described by the knowledge of how dif-
ferent concepts are related, i.e. the knowledge of facts, such as, for instance,
“dogs are animals”, “animals have tails”. Finally, the concept-percept and
concept-action relations consist in the knowledge of what things look like,
how can they be distinguished from one another (for example in what respects
is a dog different from a cat), what actions can one perform on these things
(how can one handle a dog or a cat). Additionally, the authors mention in a
separate group the word-word relation [90], that is the knowledge how words
are related between each other (i.e. the knowledge that the word dog is more
likely to co-occur together with the word tail, than with the expression mp3
player).

Ambiguity in the human understanding of these relations and the way they
are modeled can appear on any of the observed four levels. There is no generic
model of semantic representation, which can account for all of these aspects
simultaneously and unambiguously. In result, categorization and concept for-
mation are heterogeneous as processes and phenomena among communities,
societies or even individuals (remember the example of the Chinese taxonomy
of the animal kingdom from the introduction [130]).

Similarity, as a concept which (as argued by many [67, 140]) is in the core of
human categorization, can be introduced to restore the links between the differ-
ent understandings of the entities discussed above and cope with heterogeneity
of the semantic representation on each of the suggested levels (see Section 3.4.4
for a discussion of different computational models of semantic similarity).
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In our study, we propose a formal framework for overcoming heterogeneity
between ontologies populated with text instances. The notions of similarity
that we define and apply on concepts and on structures are strict mathematical
notions, which rely on a set of parameters. The actual choice of these parameters
with respect to a particular matching task or method guarantees the needed and
expected flexibility of the similarity judgments in view of the fact that ontology
concepts are not strictly defined mathematical notions and the way they are
modeled and organized together to form an ontology is strongly biased by human
fuzziness. However, the judgments of semantic closeness remain an outcome of
a similarity measure and similarity remains central to these judgments. In that
respect, we conform to the tradition set by, among others, Rosch [129, 131] and
pursued by Sloutsky [140] and Hampton [67] according to which similarity is in
the core of human categorization – a proposition, which implies the plausibility
of using similarity as an indication of concepts semantic proximity. In other
words, if it is a claim that similar entities are put together in order to form the
extension of a concept, similar concepts will have similar extensions.

In the preceding chapter, we have presented fully the theoretical grounds of
several new approaches to ontology matching which, as it has been outlined, con-
sist of two main similarity assessment components – (1) instance-based concept-
to-concept similarity and (2) a measure of structural similarity of taxonomies.
The current chapter has provided empirical evidence for the viability of the
theoretical findings.

The proposed approach to concept similarity measurement is based on vari-
able selection techniques from machine and text learning and shares commonal-
ities with basic spatial and feature models of similarity. It is based on selecting a
small set of distinctive features which characterize a concept and measuring the
closeness of two concepts on the basis of their corresponding sets of distinctive
features. The measures of similarity that we apply to that ends are not distance
functions, therefore the model does not conform as a whole with the spatial
models. However, we use, as a part of the instance-based mapping procedure
methods for lower dimensional representation of observations where all metric
conditions are fulfilled.

We note that findings in cognitive psychology support the idea that some
features are more important for determining class membership than others (see
experiments with HSE1 patients by Taylor et al. [146]). A central claim is
that for every category some features are more informative than others. These
features that are shared by many concepts are indicative for the subsuming
category of these concpets, but not helpful for identifying the objects belonging
to these concepts.

The overall approaches to ontology matching that we presented combine
structural information (how entities are related) with instance information
(what is the statistical nature of a collection of observations taken from the real
world). In view of that, the proposed methods share similarities with generative
approaches [84] for they combine statistical learning with structure. More pre-
cisely, the proposed procedure to ontology matching, based on variable selection
techniques, discussed in Section 4.4, is intuitively based on hierarchical models

1Herpes Simplex Encephalitis, a disease which has an effect of semantic impairment for
certain categories (e.g. “living things”) – patients would not assign all characteristic features
to objects of a certain category, but only the category distinctive ones – sufficient to recognize
the category, but not the objects.
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of similarity of structured representations, whose basic claim is that the simi-
larity of two entities is assessed on the basis of both similar / dissimilar features
and the structure of these entities (relations of their components). The second
suggested approach to ontology matching, described in Section 4.5, falls rather
in the group of transformational models, for the dissimilarity of two ontologies
is accounted for by the parts of their corresponding ontological graphs, which
remain out of their maximal common subgraphs (mcs); the similarity of the
two ontologies, under assumptions specified in Section 4.5, can be measured by
the number of operations required to transform each of the ontologies into their
mcs.
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Chapter 6

Conclusion and Future
Work

The final chapter of this thesis aims to summarize the main outcomes and pos-
sible future developments of our research efforts to provide an efficient solution
to the problem of finding correspondences of the elements of two heterogeneous
ontologies. In the next section, we state how and to what extent our initial
goals have been achieved, summarizing the main ideas behind our approaches
and outlining their most important advantages, compared to similar techniques
(Section 6.1). The second section of the chapter closes the thesis by pointing
out several theoretical and practical questions which have remained unsolved
and which will direct future work (Section 6.2).

6.1 Concluding Remarks

Ontologies are becoming more and more important in a long list of application
fields. We have observed that, partly for that reason, the process of ontology
acquisition, creation and development is widely distributed, decentralized and
dynamical, mostly manual (or semi-automatic) and strongly human-influenced.
There is no common framework to provide general rules defining the struc-
ture, vocabulary, level of detail and perspective that should be considered when
building an ontology.

Many of the existing ontologies inherit the consequences of these features of
the process of ontology development. Although they might have been created
with similar intentions, their interoperability is impaired by many mismatches
on terminological, structural, conceptual and other levels – a phenomenon that
we have called ontology heterogeneity. And as ontologies application finds
broader demand and acceptance, more research is required in direction of en-
abling the compatibility of different ontologies, created by different people or
communities in different places.

During the past 10-15 years, many research groups in various fields of AI,
computer science, computational linguistics and cognitive science have put ef-
forts in providing the knowledge management practitioners community with
approaches to deal with the problem of ontology heterogeneity by developing
methods for ontology matching or merging, based on various aspects of ontology
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similarity (structural, terminological, semantic, extensional) and with different
“coordinates” on the scale formal – applied [119].

The work presented in this thesis is directed towards the development of com-
putational models for reducing ontology heterogeneity. The proposed solutions
account for different aspects of similarity of ontologies populated with natu-
ral language text documents. Our main scientific interest has been to provide
theoretically well-grounded and practically efficient methods for instance-based
ontology matching, lead by our belief that the most reliable sources of infor-
mation about the semantic proximity of domain specific ontologies are exactly
their extensions, or sets of instances.

However, we have also claimed that instance-based similarity judgments can
be improved and optimized by taking the structure of the source ontologies into
account. It has been often argued by different authors [43, 115] that structure
alone is not sufficient and reliable ground to judge ontology similarity and struc-
tural techniques have to be applied in combination with other approaches, such
as lexical, semantic or extensional matching techniques. While still considering
this statement as being fully sensible, we have inverted its claim by placing
the extensional methods in the center and claiming that structure-originating
techniques should only come as a support to these methods, as means to im-
prove their performance, guaranty their consistency and derive bits of additional
similarity or dissimilarity assertions.

A central theoretical finding of this study is the fact that similarity of con-
cepts can be measured on the basis of the features that characterize their in-
stances, scored by their importance with respect to the concepts in question.
We have proposed different variable selection techniques, which have the task
of providing these scores. Concept similarity measures have been introduced
based on the scored features and two resulting procedures for overall ontology
matching using these similarity measures and combining them with structure
have been developed.

The experimental part of our work contains evaluation and comparison of
the suggested similarity measures, variable selection techniques and one of the
overall ontology matching procedures. We have seen that the suggested proce-
dures compete closely with or overpass the performance of standard approaches,
for reasons we have explained previously. Summarized, the advantages of our
contribution are that, in the first place, the proposed approaches do not build
on the assumption that the two source ontologies are populated with the same
sets of instances. The computation of the similarity of concepts is an inexpen-
sive task once the variables are scored with respect to every concept. The latter
is an outcome of a variable selection procedure, which is entirely accomplished
at the training-phase of a binary classification task (in contrast to the rather
time-costly training and classifying procedure performed in many approaches
([39, 89]). The most important features (words, when working with textual
instances) are made available to the user by the selection procedure, which is
helpful to immediately evaluate the quality of the similarity judgement. Fi-
nally, the structural relation of the concepts taken into account, the process is
optimized by measuring similarity only on sets of potentially similar concepts,
increasing the time efficiency of the method.

An extended account of the major theoretical results and contribution of the
thesis have been given in the concluding section of Chapter 4. A summary of
the experimental results and a list of advantages of our approaches compared to
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related techniques are found in the conclusion of Chapter 5. We will, therefore,
not go into further detail here, but proceed to outline the open questions and
directions for future work, which have been shaped during the work on this
thesis.

6.2 Loose Ends

Usually, writing a PhD thesis takes longer time than planned in the beginning,
and still, at the end, not sufficient to answer fully all the initial questions and
the ones, which have occurred during the work. This thesis is no exception from
this general rule that shapes the unfriendly terms, on which writing and time
are.

In the current section, we will outline a set of problems and open questions
that we had to leave out for time limitations with the hope to come back to
them at a later point in the near future. We will roughly sketch directions
for possible solutions of some of these problems, but most of them will be left
simply as a list of related, unsolved issues, organized in three groups. We will
first discuss a couple of theoretical questions. Later, we will list a few possible
improvements of our approaches with respect to technical aspects and efficiency.
Finally, we will draw future directions for more and better empirical evaluation
of our results.

6.2.1 Theoretical questions

There are a couple of theoretical improvements, which, unfortunately, remained
unaddressed within the frames of this dissertation work. We will spot out three
of the most important ones. They will be subject of near future work.

Generalization

Section 4.2 of the thesis is dedicated to modeling ontologies as graphs and
aspects of possible ways of measuring their similarity by solving a graph iso-
morphism problem. Although the discussed results and provided definitions are
general and hold for all kinds of ontologies, the final procedure, which makes use
of these results (Section 4.5) is defined on hierarchical, tree-like ontologies only.
We have discussed a possible generalization of the suggested approach by ap-
plying a Cartesian product on trees, which leads us to more general constructs,
such as DAGs and semi-lattices. However, more work needs to be done in di-
rection of generalization in order to account for ontologies, which contain other
than subsumption and part_of relations and to integrate the generalization
component in the proposed procedure.

Ontological spaces

We have defined a set of ontologies presented as graphs and a metric on this set
(see again Section 4.2). These definitions naturally give rise to a metric space
and we suggest to explore the benefits of formalizing ontologies as elements of a
metric space. If Ω is a set whose elements are ontologies, we can trivially define
an ontological metric space (or ontological space) as the metric space (Ω, d),
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where d is a distance function of some kind (if we consider strictly ontology
graphs, it can be the distance function from definition 43).

We can think of defining classes of similar ontologies by fixing a point O0 in
(Ω, d) and considering the open ball

BO0
= (O|O ∈ Ω, d(O0, O) < c), (6.1)

where c is in the range of d.
Modifying the radius c will enlarge or restrain the notion of similarity. In

other words there can be found a non trivial maximal common sub-ontology1

for all the ontologies contained in B. Larger the radius c, smaller the maximal
common sub-ontology. This is a fact of particular interest with respect to the
model selection procedures discussed in the following section. The notion of
“reducibility” to a common sub-ontology should be explored on that bases by
providing necessary and sufficient conditions for two ontologies to be reduced
to a maximal common sub-ontology.

Model selection

Model selection is defined as the task of selecting the most appropriate mathe-
matical model for a real life problem out of a set of potentially applicable models
[22, 9]. This task often comes down to selecting the best for our goals values for
a certain set of parameters. For this reason parameter selection is considered as
a synonym of model selection by some authors.

In our case, the notion of ontology similarity is defined by and is depen-
dent on a set of parameters. These are the number k of selected variables for
the k -TF similarity measure, the similarity threshold l on the basis of which
we judge of two concepts as similar or dissimilar; the parameters involved in
the computation of the relative size of the intersection of the sets of instances,
the SVM parameters, and so on. The different values of these parameters will
define different similarity measures with diverse levels of restriction in their def-
initions. Therefore, a model selection mechanism should be available to (semi-)
automatically choose the most appropriate values for the parameters for two
given ontologies. In consideration should be taken the trade-off between too
broad a notion of similarity, which will better guarantee finding faster similar
ontologies, on the one hand, and, on the other hand, a too restrictive similarity
measure which will better disambiguate ontologies and provide a more precise
notion of similarity, but in the same time will fail to recognize the similarity
between ontologies sharing smaller commonalities.

In order to provide an intuition about the problem, an insight to what dif-
ferent models to choose from can be will give us the following example. Let O0

be the ontology whose similarity with a set of other ontologies we would like to
identify and compare. Let us define the family of embedded closed balls BO0

in
the following manner:

{BiO0
= (O|O ∈ Ω, d(O0, O) ≤ ci)}, i = 1, 2, ... and ci ≤ ci+1. (6.2)

1For the time being, think of the term maximal common sub-ontology of a set of ontologies
in an analogous way as of a maximal common sub-graph of a set of graphs.
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Intuitively, our ideal model corresponds to that value ci∗, which defines a ball
containing a set of ontologies that is in the same time rich enough (possessing
a large enough cardinality) and the common sub-ontology of the ontologies
contained in it is not of a too small order.

6.2.2 Technical improvements

From a technical viewpoint, with regard to the better performance of the match-
ing approaches and similarity measures proposed in the thesis, we suggest that
there is room for improvement in several directions, listed below.

Multi-linguistic ontologies

We have argued (see Section 4.3) that the proposed instance-based approaches
to measure concept similarity are stable in multi-linguistic environments, i.e.
that one can easily map a concept from one ontology containing documents
written in one natural language, onto a concept in another ontology containing
documents written in another natural language. The defined similarity criteria
hold; the only technical modification of the procedure would be a preprocessing
step, in which the document vectors (containing the document features) have to
be rendered into a mutual language. And although this is a trivial enterprise, it
needs to be elaborated on in the future, mainly because multi-language ontology
matching is an important part of the field.

In connection to that, an interesting question arises: would the target lan-
guage be chosen to be one of the languages already used in the document sets
(e.g. the language, in which most of the documents appear), or should it be a
neutral language; would two documents in two different languages, translated
into a third language appear to be easier to compare than a document in its orig-
inal language and a document translated into that language? Especially in the
case of automatic translation this question might appear to be very important,
because of the quality of automatic translation.

Automatic selection of parameters

The performance of the suggested procedures will be increased significantly if
a model selection algorithm is implemented as an integral part of the matching
procedures. The main objective of this algorithm should be to solve the task of
setting the model parameters (as discussed in the section above) automatically
or with as little human assistance as possible.

Lexical concept and relation matching

Several times, we made the point that a verification of similar or identical con-
cept and relation names among the source ontologies is the most straightforward
(although not self-sufficient) criterion for concept similarity or similarity of the
relation of concepts. At the current state of affairs, we have basically assumed
that the ontology graphs are unlabeled, name information is practically not
used, for the sake of simplifying the suggested approaches, which focus on other
aspects of ontology similarity. An important technical improvement of the on-
tology matching procedures, proposed in this thesis, would be to “equip” them
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with a name similarity checking criterion, as an integral component of their
architectures.

An optimal similarity measure

A possible direction of future work in terms of improvement of the accuracy
of concept similarity judgments is to apply multiple similarity criteria on the
same mapping task before coming out with a final decision of the pair-wise
similarity of the concepts. Within the framework of the results of the thesis,
this can be done by combining the judgments of all the measures of concept
similarity that we have elaborated (all based on variable selection, but using
different variable selection techniques). On a broader scale, we would suggest
to implement other concept similarity measures used in other matching tools (for
instance the Jaccard coefficient [39]) and apply them simultaneously with the
measures we propose. The ultimate goal would be to arrive at more precise and
reliable judgments on the concept similarities by combining the performance of
multiple similarity measures and building an optimal measure from all of them.
Certainly, the cost to pay for gaining this bit of accuracy would be to increase
the complexity and decrease the time efficiency of the mapping process.

Extending the concept similarity measure

We have defined a SVM-based variable selection measure for comparing con-
cepts. We consider that a prominent direction of future work would be to extend
the definition of this measure to using structural information via convolution
kernels, as well.

6.2.3 Evaluation

Finally, due to time limitations we have left some empirical work unaccom-
plished. Below are several ideas about what is to be explored in terms of exper-
imental evaluation in the near future.

Ontology merging

Section 4.5 of the thesis suggested a procedure, which combines instance-based
concept similarity with graph-theoretic judgments of overall ontology similarity
in order to match ontologies and lead an ontology engineer through a process
of ontology merging, if merging is required for the particular application. For
reasons stated in the introduction, the main focus of our work within the frames
of this thesis falls on instance-based similarity approaches. Therefore the the-
sis contains only a partial evaluation of the suggested procedure, covering the
extension-related concept mapping. A subject of future work will be the entire
empirical evaluation of the procedure, including the graph-isomorphism-based
measure of structural similarity of ontologies and the proposed techniques for
combining and merging of intensionally overlapping parts of the input ontolo-
gies.
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The human judgment

We suggest that human judgments on concept and ontology similarity can pro-
vide an important ground for evaluation of the performance of the proposed
approaches. In many systems, the process of ontology matching is human medi-
ated and in the best case semi-automatic. Therefore, a comparison of the results
we achieve in mapping concepts by the help of our instance-based procedures
with the guesses of ontology engineers and domain experts and an assertion
about how these two types of judgment compete will be an useful argument,
hopefully, in favor of our approaches.

Further, in a deeper attempt to study the intensional ambiguities stemming
from the differences in conceptualization among people, we would suggest to
carry out a psychological test on the human perception of structure of entities.
In a rough sketch of the experimental set up, we would provide subjects with a
set of concepts and several example taxonomies organizing these concepts and
ask them to choose, which among the presented taxonomies represents best their
idea of the structure of the concepts from the set. This can be a first step to
study what the dissimilarities between ontologies created to represent similar
domains are due to and provide ground for addressing the problem of ontology
matching from its origins.

As a final observation, we note that it is a continuous practice among the
ontology matching community to attempt to solve only pieces of the big problem
of ontology heterogeneity; to provide partial solutions and local approaches in
a just as decentralized and ununified manner as the heterogeneous ontologies
that these approaches attempt to reconcile have been created. We admit that
the work presented in this thesis is no exception from this “tradition”. We
would also claim that a global solution of the problem of ontology heterogeneity
need not exist for ontology matching to be an useful support for engineers in
development, maintaining and integration of ontologies.

However, an effort to bring ontology matching approaches into a single com-
mon framework is a valuable theoretical and practical enterprise. There are
already some encouraging initiatives in that direction, providing a benchmark
for comparing and evaluating the performance of ontology matching approaches
with the objective to identify the areas in which each matching procedure is
strong or weak (see more about the Ontology Alignment Evaluation Initiative2

[23]). A further step would be to attempt to set a common formal framework
for measuring ontology and concept similarity by integrating and optimizing
the broad variety of theoretical and practical approaches, already available out
there. In our view, intensive work in these directions is an urgent task for both
researchers and practitioners in the field of ontology matching.

2http://oaei.ontologymatching.org/2009/
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