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A B S T R A C T

Human perceptual development typically evolves in a temporally
structured manner. As newborns, we start out with limited perceptual
abilities and acquire greater and greater proficiencies over the subse-
quent months or years. In the visual modality, for instance, a newborn
experiences the world with poor color sensitivity, resolution acuity,
and contrast sensitivity initially. Then, over time, greater visual capa-
bilities are being acquired. While these developmental progressions
are well-established, their potential functional significance is not yet
determined.

In this thesis, I report computational tests of the hypothesis that
initial sensory degradations characteristic of normal human develop-
ment actively support the acquisition of perceptual proficiencies. In a
first study, inspired by the low-frequency prenatal auditory experience
of a fetus in the intrauterine environment, I studied the consequences
of commencing auditory development with initially low-pass-filtered
sounds. In a second study, I examined the impact of beginning vi-
sual experience with initially color-degraded inputs. In both cases,
simulations with deep neural networks revealed that training with a
developmentally inspired progression of inputs, evolving from poor
to rich, led to superior generalization performance and the emergence
of spatially or temporally extended receptive fields. As part of a third
study, I conducted computational explorations of the consequences of
the joint temporal progression of visual acuity and color sensitivity
during early visual development. Specifically, I tested whether this
joint progression may help account for the origin of an important
organizational principle of the early visual system: the division into
the magnocellular and the parvocellular pathway. My computational
results provide support for this hypothesis.

In addition, some of the computational studies are complemented
by experiments with children who were born blind and treated for
their blindness late in life, as part of the joint humanitarian and sci-
entific initiative Project Prakash. In addition to providing important
insights into cortical plasticity late in life, some of these results pro-
vide additional support in favor of the hypothesis that initial sensory
degradations may be adaptive. Together, this work sheds new light on
the functional significance of normal developmental trajectories, helps
account for some perceptual deficits reported in individuals whose
perceptual experience differs from normal development, and inspires
new computational training procedures for deep neural networks.
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Z U S A M M E N FA S S U N G

Die menschliche Wahrnehmungsentwicklung verläuft typischerweise
zeitlich strukturiert. Als Neugeborene beginnen wir mit limitierter
Wahrnehmung und erwerben im Laufe der folgenden Monate oder
Jahre immer bessere Fähigkeiten. Visuell zum Beispiel erlebt ein Neu-
geborenes die Welt zunächst mit geringer Farbempfindlichkeit, Auflö-
sungsschärfe und Kontrastempfindlichkeit. Im Laufe der Zeit werden
dann immer bessere visuelle Fähigkeiten erworben. Während diese
Entwicklungsverläufe gut bekannt sind, ist ihre mögliche funktionelle
Bedeutung noch nicht geklärt.

In dieser Dissertation untersuche ich computergestützt die Hypo-
these, dass anfängliche sensorische Limitationen, die für die norma-
le menschliche Entwicklung charakteristisch sind, den Erwerb von
Wahrnehmungsfähigkeiten aktiv unterstützen. In einer ersten Studie
untersuchte ich, inspiriert von der pränatalen Hörerfahrung eines
Fötus in der intrauterinen Umgebung mit niedrigen Frequenzen, die
Folgen, auditorische Entwicklung mit anfänglich tiefpassgefilterten
Geräuschen zu beginnen. In einer zweiten Studie untersuchte ich die
Auswirkungen des Beginns von visueller Erfahrung mit anfänglich
farblich degradierten Inputs. In beiden Fällen ergaben Simulationen
mit tiefen neuronalen Netzen, dass das Training mit einer von der
Entwicklung inspirierten Progression der Inputs, die sich von schwach
zu stark entwickelt, zu einer besseren Generalisierung und räumlich
oder zeitlich erweiterten rezeptiven Feldern führt. Im Rahmen einer
dritten Studie erforschte ich die Folgen der gemeinsamen zeitlichen
Entwicklung von Sehschärfe und Farbsensitivität während der frü-
hen visuellen Entwicklung computergestützt. Insbesondere habe ich
untersucht, ob diese gemeinsame Progression dazu beitragen kann,
den Ursprung eines wichtigen Organisationsprinzips des frühen vi-
suellen Systems zu erklären: die Aufteilung in den magnozellulären
und den parvozellulären Pfad. Die Ergebnisse meiner Untersuchung
unterstützen diese Hypothese.

Darüber hinaus werden manche der simulationsbasierten Studien
durch Experimente mit Kindern ergänzt, die von Geburt an blind sind
und im Rahmen der gemeinsamen humanitären und wissenschaftli-
chen Initiative Project Prakash behandelt wurden. Diese Ergebnisse lie-
fern nicht nur wichtige Einblicke in die kortikale Plastizität im späteren
Leben, sondern stützen auch die Hypothese, dass anfängliche sensori-
sche Degradationen adaptiv sein können. Insgesamt wirft diese Arbeit
ein neues Licht auf die funktionelle Bedeutung normaler Entwick-
lungsverläufe, hilft bei der Erklärung einiger Wahrnehmungsdefizite,
die bei Personen festgestellt wurden, deren Wahrnehmungserfahrung
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von der normalen Entwicklung abweicht, und gibt Anregungen für
neue computergestützte Trainingsverfahren für tiefe neuronale Netze.
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1
I N T R O D U C T I O N

1.1 thesis overview

Human perceptual development typically evolves in a temporally
structured fashion. As newborns, we start out with limited perceptual
abilities and acquire greater and greater proficiencies over the months
and years to follow. In the visual domain, for instance, a newborn
begins to experience the world with poor color sensitivity, resolution
acuity, and contrast sensitivity initially (Dobkins et al., 1997; Dobson
and Teller, 1978; Kiorpes, 2016). Over time, greater perceptual capabil-
ities are being acquired. While these developmental progressions are
well-established, little is known about their potential significance in
setting up sensory processing strategies early in life that might prove
to be beneficial later on.

Systematic examinations of the potential benefits of starting per-
ceptual development with initially degraded sensory inputs form the
core of this PhD thesis. These examinations heavily build on the use
of deep neural networks as computational model systems. In addi-
tion, some of the studies are complemented by experiments with a
unique population of atypically-developed individuals – children who
were born blind and were treated for their blindness late in life. The
latter has been enabled by having had the fortune of working with
the joint humanitarian and scientific initiative ‘Project Prakash’ (Man-
davilli, 2006; Sinha, 2013), founded by Prof. Sinha at MIT about twenty
years ago. The work presented in this thesis, thus, spans the diverse
domains of typical development, atypical development, and compu-
tational modeling. In order to better contextualize the contributions
described here, I will begin by providing high-level introductions to
all three scientific fields (Sections 1.2-1.4) and subsequently bring them
together in the specific context of probing the role of early sensory
experience (Sections 1.5 and 1.6).

In Section 1.2., I will introduce the scientific study of human per-
ceptual development. I will begin by reviewing some of the field’s
history, which is deeply linked to century-old philosophical debates
about the role of experience in development, and move on to describe
the most common methodologies used today for measuring percep-
tual proficiencies in newborns and infants. This will be followed by
a summary of what have been experimentally determined to be the
developmental trajectories of a set of particularly relevant perceptual
proficiencies. These trajectories provide an important foundation for
the work described in later parts of this thesis. Specifically, they mo-
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6 introduction

tivate the examination of the perceptual capabilities of individuals
who experienced deviations from normal developmental trajectories
and, moreover, form the basis for incorporating aspects of typical
development into the training procedures of computational model
systems.

In Section 1.3., after having introduced the study of perceptual
development, I will motivate, from both a scientific and a societal
perspective, working with individuals who experienced deviations
from normal development. While there are many different cases of
atypical development, considering the results reported in this thesis,
this section will be focused specifically on the case of children who
were born blind and who received treatment for their blindness late
in life. I will conclude by reviewing some of the past findings that
have emerged from studies of such individuals and discuss what these
findings may teach us about both typical and atypical development.

In Section 1.4, after having motivated studies of human perceptual
development, I will introduce and motivate the use of deep neural net-
works as computational model systems. For better contextualization,
I will begin by providing a short overview of the history of artificial
neural networks, from the early work in the first half of the twentieth
century to modern-day deep learning systems. This will be followed
by a brief introduction to deep convolutional neural networks as well
as an assessment of the utility of using such networks as models of
the human perceptual system.

In Section 1.5, after having introduced the three fields that are cen-
tral to this thesis, I will bring them together in the context of the
‘Adaptive Initial Degradation’ (AID) hypothesis. As noted earlier, key
to this hypothesis is the idea that the normal developmental trajectory
of perceptual functions, transitioning from limited to proficient, may
be adaptive and help, rather than hinder, early perceptual organi-
zation. More specifically, initially degraded inputs may induce the
developing brain to establish processing mechanisms that are able
to stably integrate such degraded inputs, instead of allowing for the
development of an over-reliance on the availability of fine-grained
details. After describing this idea in greater detail and presenting rele-
vant past work, I will explain why testing the significance of normal
developmental trajectories of perceptual function relies on studies of
atypically-developed individuals whose perceptual experience did not
follow such trajectories, along with computational models that can be
trained with different trajectories of sensory experience.

Finally, in Section 1.6., I will describe the further structure of this
thesis and provide an overview of the specific contributions reported
in this thesis. This summary is split into ‘key’ and ‘additional’ contri-
butions. The key contributions thereby comprise three projects focused
on computational (and, in part, experimental) examinations of the
AID hypothesis in the domains of prenatal hearing (Chapter 2), color
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vision (Chapter 3), and the joint developmental progression of visual
acuity and color sensitivity (Chapter 4). The description of these three
projects is followed by a review paper that aims to evaluate and reflect
on the AID hypothesis more broadly (Chapter 5).

The additional work reported in the main part of this thesis contains
computational contributions to a study testing the visual memory
capacity of Prakash individuals immediately and longitudinally fol-
lowing sight-restoring surgeries (Chapter 6), as well as contributions
to an examination of the educational performance of the Prakash
group (7). Additional work provided in the thesis appendix includes
computational contributions to work on the role of semantics in visual
memory capability in children and adults (Appendix A) as well as to
a study of face recognition at a distance (Appendix B).

1.2 normal perceptual development

Theoretical considerations as well as empirical examinations of the
development of perceptual capabilities from birth to adulthood have
played an important role in the history of developmental psychology.
In this section, I will begin by briefly reviewing some of that field’s
history, which dates back to century-old philosophical debates about
the role of experience in development but has, over time, witnessed
a shift from purely logical considerations to empirical examinations.
I will then describe two of the most common methodologies used
today for examining perceptual proficiencies in newborns and infants,
followed by a summary of what these methods have revealed. This
review is highly selective. In light of the work I am reporting in
this thesis, I will focus primarily on the visual modality and the
development of proficiencies such as visual acuity and color sensitivity
in particular. This review will be complemented by a summary of the
development of the sensitivity to temporal frequencies in the auditory
domain, providing the basis for the work reported in Chapter 2. I
will conclude this review by linking it back to the general theme that
perceptual proficiencies are initially degraded but improve throughout
the developmental timeline, which forms the basis for subsequent
parts of this thesis.

1.2.1 A brief history of the role of experience in perceptual development

In his book ‘The Principles of Psychology’, now cited over sixty-
thousand times, William James famously described the initial ex-
perience of a newborn as a “blooming, buzzing confusion” (James,
1890). Accordingly, the discipline of perceptual development should
be concerned with how such initial experience is transformed into
full perceptual proficiency as we develop. While there is broad agree-
ment on the significance of experimentally examining the temporal
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progression of perceptual proficiencies, to what extent a newborn’s
initial experience really is blooming, buzzing, and confusing lies at
the core of a remarkably long-lasting debate among philosophers and
psychologists.

As argued in Kellman and Arterberry (2007), James’ famed state-
ment can be understood as representing what is termed the ‘construc-
tivism’ view, dating back to the work of ‘empiricist’ philosophers
such as Berkeley (1709) or Locke (1690). According to this view, ini-
tial sensory experience is essentially devoid of meaning and needs
to undergo a learning process to become meaningful (Kellman and
Arterberry, 2007). Berkeley (1709) has provided one of the classic ar-
guments for this perspective. Specifically, he expressed the concern
that visual sensations, comprising information such as the brightness
or color at different locations of the retina, are not sufficiently infor-
mative for a newborn to infer the size or position of the objects they
represent. Considering the infinitely many possibilities to map what
has been flatly projected onto the retina back to objects in the three-
dimensional world that we live in, such inference would be infeasible.
He thus argued that visual sensations, in order to become meaningful,
would need to be complemented with information from the non-visual
senses, such as through touch or movement (Berkeley, 1709). Other
researchers have expressed similar notions of learning through associ-
ation and experience. For instance, Mill (1865) understood an object as
being defined by the set of percepts that would result from observing
that object under all possible conditions and viewpoints. As noted in
Kellman and Arterberry (2007), this experience-based ‘constructivist’
perspective, which has dominated the field of developmental psychol-
ogy from early on, has primarily been based on logical considerations
and thought experiments.

In contrast to this perspective is the ‘ecological’ view, as coined by
Gibson (Gibson, 1979; Gibson, 1966). Key to this perspective is the
idea that certain regularities and constraints have always governed the
physical world we inhabit and that incorporating such constraints into
our perceptual machinery would provide an evolutionary advantage.
Hering (1861) provided one of the earliest empirical contributions
to understanding how such regularities could be incorporated into
our perceptual system. Specifically, he described an integrative and
potentially innate mechanism through which the information picked
up by both eyes is compared to each other, serving the extraction
of depth information. As pointed out by Kellman and Arterberry
(2007), this finding has an important implication when revisiting
the argument promoted by Berkeley (1709). Specifically, Berkeley’s
concern about the ambiguity of visual information, and the need for
relating it to non-visual sensations, appears valid when considering
only the information available to a single retina. However, one may
also interpret the visual machinery as an integrated system comprising
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two eyes, linked to a moving body, and equipped with appropriate
visual mechanisms for stereopsis and other high-level information. In
this case, the system is confronted with less ambiguous information
and may not necessarily need to be dependent on experience. This
renders the question of whether it actually is experience-dependent,
an empirical one (Gibson, 1979; Kellman and Arterberry, 2007).

To conclude, whether it is called ‘ecological vs. constructivist’, ‘na-
tivists vs. empiricist’, or ‘nature vs. nurture’, the debate between the
two philosophical camps has been active for centuries. As Daw (2014)
argued, neither of the two views alone is correct, considering that
some perceptual skills appear to be learned while other proficiencies
are available at birth. Other researchers have proposed reconciling
the two views (e.g., Haber, 1985; Norman, 2002), and Kellman and
Arterberry (2007) call to the empirical sciences to provide more com-
prehensive accounts. As such, it is important to note that what can
significantly inform this long-lasting debate are empirical studies with
newborns and infants, focused on the role of experience, and the qual-
ity of such experience, relative to the presence of innate biases and
pre-programmed maturational processes. With this motivation, I will
now describe two of the most common experimental methodologies
whose invention has enabled such examinations.

1.2.2 Methodologies for examining visual proficiencies in newborns and
infants

In light of the significance of empirically examining perceptual ca-
pabilities, it is essential to consider what methodologies practically
allow for such examination in newborns and infants. Let us consider
the example of visual acuity – one of the most fundamental and most
commonly tested aspects of visual proficiency. Carrying out such ex-
amination with an adult participant would be straightforward. For
instance, following one of the most common procedures for testing
visual acuity, a participant would be seated 20 feet away from a Snellen
chart, which is depicting letters of different sizes, and asked to name
the letters shown on the chart. Once the participant is unable to do
so, the limit of visibility can be extracted and expressed as a Snellen
fraction. Normal vision would thereby correspond to a value of 20/20,
whereas a value of, for instance, 20/100 would indicate that the tested
person’s vision at a distance of 20 feet is as good as that of a person
with normal vision at a distance of 100 feet (Azzam, 2022). Other typi-
cal procedures, such as the Freiburg Acuity Test (Bach et al., 1996), rely
on participants providing a response through button presses while
visual stimuli of parametrically adjusted sizes are presented. In both
of these cases, participants need to respond – either verbally or by
pressing buttons.
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Such examination is markedly more challenging to conduct with
very young participants. Newborns or infants are not able to provide
the required responses, cannot follow instructions of a complex psy-
chophysical task, and are often inattentive or even asleep. Despite
these difficulties, several methods have been established to estimate
the visual capabilities of newborns and infants. While some of these
include optokinetic nystagmus (Gardner and Weitzman, 1967), prefer-
ential reaching (e.g., Granrud et al., 1985; Yonas et al., 1982), and many
others, I will focus here on reviewing two of the most commonly used
methods for measuring the visual proficiencies discussed in 1.2.3. This
includes behavioral methods based on preferential-looking behavior
as well as electrophysiological methods based on visually evoked
potentials.

1.2.2.1 Behavioral examinations based on preferential looking

One of the most commonly used techniques for assessing an infant’s
vision is the method of preferential looking, which was first invented
by Fantz (Fantz, 1958, 1965; Fantz et al., 1962) and further developed
to the method of forced-choice preferential looking by Teller (1979).
What underlies the technique by Fantz (1958) is the observation that
infants are more likely to fixate on visual stimuli that are ‘interesting’,
in the sense that they exhibit some detectable patterns, rather than
stimuli that are homogeneous and plane.

As described in Daw (2014), in a prototypical preferential looking
experiment, an infant is positioned in front of two displays, and
their attention is directed toward the displays. Then, an ‘interesting’
stimulus is presented on one of the two displays (either the left or
the right one). For instance, if visual acuity is to be measured, the
stimulus would be an acuity grating comprising patterns of alternating
black and white lines, with the spacing between them corresponding
to a particular spatial frequency. Across trials, the location of the
‘interesting’ stimulus would randomly vary between the left and right
display, and responses to different stimuli – corresponding to different
spatial frequencies – would be collected. The rationale behind this
approach is that if the infant’s acuity is high enough to resolve a
given spatial pattern, the presented pattern would be rendered more
‘interesting’ than the neutral display, and the infant would be more
likely to fixate on it. If, however, the spatial frequencies of a given
pattern were too high to be resolved, then the infant, no longer able to
detect the pattern, would be equally likely to attend to either of the
two displays.

Through the further advancement of this procedure by Teller (1979),
the preferential looking technique became a forced-choice preferential-
looking technique. The forced-choice component thereby does not refer
to the infant having to make a forced decision but to the experimenter
who needs to do so. Specifically, the experimenter, not informed about
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which stimulus is presented on which display, needs to judge which
of the two displays was more strongly attended in a given trial. The
experimenter thereby takes into account the infant’s head and eye
movements. This procedure is repeated for several trials for each
condition to be tested (e.g., a set of acuity gratings with different
spatial frequencies). If, for a given condition, the experimenter judged
that the ‘interesting’ display was attended to more often than expected
by chance (typically, this threshold is set to 70% or 75%), it can be
inferred that the stimulus was detectable for the infant. Following this
basic methodology, the smallest detectable stimulus can be determined.
In the case of visual acuity, this would refer to the highest spatial
frequency with which the generated gratings were still detectable and
attended; in the case of color vision, it would refer to the color with
the slightest hue that was still sufficiently more ‘interesting’ than a
purely gray pattern.

Over time, small variations of this technique have been proposed,
in particular, to increase the speed of the experiment. In the case
of acuity, this includes differences in specific psychophysical details
(Atkinson et al., 1986) and the use of a simple acuity card procedure
that enables assessments within just a few minutes (McDonald et al.,
1985; McDonald et al., 1986). However, the method’s fundamental
rationale and approach remained the same and now constitutes one
of the most widely used tests of infant vision (Daw, 2014).

1.2.2.2 Electrophysiological examinations based on visually evoked poten-
tials

The preferential looking technique introduced in the previous section
presupposes that the presentation of detectable visual patterns induces
an infant to fixate on such patterns preferentially. Examinations based
on visually evoked potentials (VEPs), instead, are based on the idea
that the presentation of such patterns elicits a brain response that can
be reliably picked up using EEG (electroencephalography). In both
cases, the stimulus dimension of interest can be varied parametrically,
and the cut-off point corresponding to the minimal detectable stimulus
can be determined. In the following, I will describe this approach’s
rationale and procedures based on the excellent accounts provided by
Norcia et al. (2015) and Sokol (1976).

In a classic VEP-based experiment, an infant is directed to look
at stimuli that are presented on a screen, while being connected
to an EEG system, with electrodes picking up electrical potentials
from the infant’s scalp. It is important to note that event-related
potentials (ERPs), which are the measured brain responses to a specific
event, such as the presentation of a visual stimulus, cannot only
be measured in response to an isolated event but also for stimuli
presented periodically at a fixed frequency. These responses, termed
steady-state visually evoked potentials (or SSVEPs), are oscillatory
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responses to stimuli presented periodically, with the frequency of the
electrical responses matching that of the visual stimulation (Norcia
et al., 2015; Sokol, 1976).

As reviewed in Norcia et al. (2015), one of the most typical use
cases of SSVEP stimulation is the so-called sweep VEP (Regan, 1973),
in which the SSVEP is being recorded while a stimulus dimension
of interest is parametrically varied (or ‘swept’) over a range of rele-
vant values. For instance, when interested in measuring a person’s
visual acuity, the spatial frequency of a certain visual stimulus can
be varied systematically throughout the experiment. Subsequently,
the resulting SSVEP data can be analyzed as a function of the spatial
frequency. Considering the periodicity of the SSVEP, the recorded
data are classically analyzed in the frequency domain. There, in case
a presented pattern was detectable for the infant, the signals would
be expected to exhibit narrow peaks at the stimulus frequencies as
well as its harmonics (Norcia et al., 2015). With such analysis, one can
extract the amplitudes of the peaks at such frequencies and depict
them as a function of the varied stimulus parameter. Consequently,
one can estimate at which point (e.g., from which spatial frequency
on) there are no detectable brain responses to the visual stimulation
anymore.

Continuing with the example of measuring visual acuity, while
many different types of stimuli could be presented, the most common
types of pattern stimuli are sine-wave gratings (alternating black and
white lines) and checkerboard patterns (alternating black and white
squares arranged in a two-dimensional grid) (Zheng et al., 2020). In the
spirit of the SSVEP paradigm, these patterns are presented periodically
at a given temporal frequency – either in an onset-offset mode (where
they are periodically presented with a blank screen in between) or,
more commonly, in a pattern-reversal mode (where the bright and
dark parts of the stimulus alternate back and forth) (Zheng et al.,
2020).

Overall, this technique has been established for many measurements,
such as refractive errors (Regan, 1973), visual acuity (Tyler et al., 1979),
contrast sensitivity (Allen et al., 1986; Norcia et al., 1985), or color
(Allen et al., 1993; Kelly et al., 1997; Ver Hoeve et al., 1996). It has since
been used widely and it contributed significantly to characterizing
visual proficiencies not only in infants (see Section 1.2.4.) but also in
clinical populations, such as patients with spastic cerebral palsy (Costa
et al., 2004) or cortical visual impairment (Good, 2001).

1.2.3 Developmental trajectories of visual proficiencies

After having introduced two of the most commonly used techniques
for assessing visual proficiencies in infants, I will next provide an
overview of findings that have resulted from the use of these tech-



1.2 normal perceptual development 13

niques. Considering the work presented in this thesis, I will focus on
the dimensions of visual acuity and color sensitivity in particular.

1.2.3.1 Visual acuity

Many behavioral and electrophysiological studies have examined the
development of human visual acuity longitudinally following birth.
While behavioral examinations would examine a newborn’s or an
infant’s preferential looking behavior in response to the presentation of
a visual grating of a certain spatial frequency, EEG-based examinations
would classically be based on a frequency analysis of signals recorded
during the presentation of a periodically reversing visual grating or
pattern with ‘sweeping’ spatial frequencies (Daw, 2014).

A finding that has emerged consistently across both techniques
is the marked improvement of visual acuity from birth to about 6

months of age (Daw, 2014; Dobson and Teller, 1978; Dobson et al.,
1978; Fantz et al., 1962; Hamer et al., 1989; Marg et al., 1976; Nor-
cia and Tyler, 1985; Sireteanu, 2000; Sokol, 1976; Teller et al., 1974).
However, the absolute level of acuity that is estimated differs between
the preferential looking and the VEP-based studies. As depicted in
Dobson and Teller (1978), VEP studies, such as Sokol (1976) and Marg
et al. (1976), lead to estimates of visual acuity levels that are markedly
higher than the corresponding behavioral estimates. As discussed
in Dobson and Teller (1978), the differences between the behavioral
and electrophysiological estimates may be methodological and could
simply be the result of preferential looking studies employing stricter
threshold criteria than the VEP-based equivalent. Similarly, differ-
ences in the spatial and temporal parameters of the stimuli could
potentially account for some of the observed differences. Alternatively,
instead of representing methodological differences, the two methods
could potentially measure signatures of different aspects of this visual
proficiency (Chandna, 1991).

While the reasons for these behavioral and electrophysiological de-
viations are not yet clearly established, the differences do not distract
from the main finding that visual acuity improves markedly during
the first 6 months of life. After this initially rapid development, visual
acuity continues to improve for several years. As reviewed in Leat
et al. (2009), several studies based on preferential looking behavior
demonstrate adult-like acuity levels by approximately 6 years (e.g.,
Birch et al., 1983; Ellemberg et al., 1999; Mayer and Dobson, 1982)
while other studies still found slight differences to fully-mature pro-
ficiencies at this age (e.g., Heersema and Vanhofvanduin, 1990; Neu
and Sireteanu, 1997; Stiers et al., 2003). It is important to note that
the overall developmental trajectory of visual acuity is remarkable,
evolving from a Snellen fraction of 20/600 at birth to 20/20 when
fully matured (as described earlier, a person with an acuity of 20/600

would be able to see at a distance of 20 feet what a person with normal
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eyesight would be able to see at 600 feet). This marked improvement
over time is due to the maturation of the retina and optics of the eye
as well as that of the visual cortex (Banks and Bennett, 1988; Daw,
2014; Kiorpes and Movshon, 2004; Yuodelis and Hendrickson, 1986).

1.2.3.2 Color sensitivity

Another common assessment of visual proficiency concerns the ability
to perceive and discriminate colors. In order to do so, one needs to be
able to differentiate between different wavelengths of incoming light.
This ability is rendered possible by the presence of three different
types of photoreceptors in the human retina (S-cones, M-cones, and
L-cones), which are sensitive to short, medium, and long wavelengths,
corresponding roughly to blue, green, and red colors (Teller, 1998).

The development of our sensitivity to chromatic information has
long been of great interest to researchers, dating back at least to
Darwin (1877). As reviewed in Teller (1998), while earlier studies
often showed that infants were able to differentiate between objects
of different colors, most of these studies could not rule out the pos-
sibility that discrimination occurred on the basis of different colors
being perceived at different brightness levels. It took time until proper
laboratory techniques were established, such as the forced-choice
preferential looking paradigm applied to chromatic discrimination
with controlled luminance (Peeles and Teller, 1975) and its VEP-based
analog (e.g., Crognale, 2002; Suttle et al., 2002).

Such studies have consistently revealed that color experience is
extremely limited at birth but develops rapidly over the first few
months of life. More specifically, while M and L cones were shown
to function at two months by the latest, S cones exhibit functionality
slightly later (Adams and Courage, 2002; Bieber et al., 1998; Knoblauch
et al., 1998; Suttle et al., 2002; Teller, 1998). As summarized in Kellman
and Arterberry (2007), while there is almost no evidence for human
hue discrimination before four weeks of age, basic color vision is
approximately adult-like by four months, with some differences in
specific color properties remaining throughout the first year of life or
even longer (Crognale, 2002; Crognale et al., 1998).

Thus, the development of visual acuity and color sensitivity is
generally comparable in terms of the overall trajectory from very
degraded to fully proficient. However, color vision appears to plateau
earlier in its development than visual acuity.

1.2.3.3 Other visual proficiencies

As reviewing the development of the full set of visual proficiencies
would exceed the scope of this introduction, the interested reader
is referred to the excellent reviews by Daw (2014) and Kellman and
Arterberry (2007). Overall, these developmental trajectories share sim-
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ilar tendencies, with the specific timelines and maturational mecha-
nisms differing between them. Further, as illustrated in Ayzenberg
and Behrmann (2022), there may be a complexity gradient in the
maturational timeline, where basic proficiencies such as acuity or ori-
entation selectivity develop earlier than more complex ones, such as
the acquisition of viewpoint invariance or object categorization.

1.2.4 The development of temporal frequency sensitivity in the auditory
system

Unlike in the visual domain, where birth induces the sudden onset
of sight, significant auditory experience already begins prenatally.
This observation is based not only on anecdotal reports of pregnant
mothers who have often described movements of their unborn child in
the presence of loud sounds from the external environment (Murkoff,
2016), but it is also based on systematic psychophysical experimenta-
tion, as detailed below.

Considering that auditory experience already starts prenatally, per-
ceptual proficiencies cannot be examined using the classic behavioral
or electrophysiological methods used for examining postnatal devel-
opment. However, movements exhibited in response to environmental
sounds can be detected already in the womb. Following this approach,
in a remarkable study, Hepper and Shahidullah (1994) examined a
total of 450 fetuses at gestational ages ranging from 19 to 35 weeks. In
their experiment, the fetuses were exposed to pure sine waves (with
frequencies of either 0.1, 0.25, 0.5, 1, or 3 kHz) through a speaker
placed on the pregnant mother’s abdomen. While these sounds were
played, ultrasound videos were recorded. These were later presented
to neutral observers, not informed about the specific condition tested
in a given trial, who had to judge whether or not the fetus was exhibit-
ing a response in a given trial. Following this methodology, this study
revealed that at around 27 weeks of gestational age, the majority of
fetuses responded to low frequencies (up to 500 Hz) but that none of
them responded to the higher-frequency sounds (at 1 kHz and 3 kHz).

This finding indicates that the fluids and tissues in the intrauterine
environment, along with other factors, markedly reduce the audibility
of high frequencies, rendering the prenatal experience of a fetus effec-
tively a low-pass filtered one (Hepper and Shahidullah, 1994). This
result is in line with studies of pregnant sheep, in which externally
presented speech was recorded from the inner ear of a fetal sheep and
later presented back to human listeners (Gerhardt and Abrams, 1996;
Griffiths et al., 1994; Smith et al., 2003).

To conclude, unlike in the case of visual acuity, where a newborn
is exposed to blurry inputs at birth and experiences more and more
high-resolution inputs later on, in the auditory domain, this transition
happens from the prenatal period (where the intrauterine environment
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induces a strong low-pass filtering) to the postnatal period (outside of
the intrauterine environment, with quite mature auditory frequency
sensitivity immediately). Thus, while the timelines and mechanisms
differ strongly between the two modalities, there is a commonality
between them. In Section 1.5, I will further elaborate on the potential
significance of this commonality in the context of the AID hypothesis.

1.3 atypical perceptual development

Studies of perceptual development, as reviewed in the previous sec-
tion, have led to the detailed characterization of typical developmental
trajectories. However, there are millions of children worldwide whose
perceptual experience deviates from normal development. These in-
clude, among many others, individuals who are born blind and those
who experience sensory processing deficits following premature births.
In this section, I will motivate the work with atypically developed
individuals from two perspectives. First, carefully conducted exami-
nations of such individuals are critical to help develop more accurate
clinical prognoses and to aid the design of appropriate rehabilitative
interventions. In addition, such studies also have the potential to raise
awareness of the practical treatability of certain developmental condi-
tions along with their societal need. Second, in addition to their direct
humanitarian impact, studies of individuals who experienced atypical
trajectories of sensory development can also meaningfully add to our
scientific understanding of normal development. This is because indi-
viduals who experience deviations from normal development provide
a rare but unique opportunity to examine the causal consequences of
such deviations. Such examinations, in turn, can shed new light on
the significance of key characteristics of normal development.

1.3.1 The case of treatable childhood blindness

Considering the work presented in this thesis, I will focus here on
introducing a specific group of atypically-developed children – those
who were born blind and received treatment for their blindness late
in life. I will begin by reviewing the societal need for, as well as the
medical feasibility of, treating congenitally blind children in the devel-
oping world. I will then motivate the unique scientific opportunities
that come with the post-surgical examination of such children. Finally,
I will describe and discuss past efforts that were undertaken as part
of ‘Project Prakash’ (‘Prakash’ as the Sanskrit word for ‘light’) (Man-
davilli, 2006; Sinha, 2013). This initiative, which I have had the great
pleasure of working with, aims to combine the humanitarian and
scientific missions of providing free sight surgeries to curably blind
children in India and studying their visual development following late
sight-onset.
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1.3.2 The societal need for treating curably blind children

The World Health Organization has estimated that more than 1 million
children worldwide suffer from blindness (Gilbert and Awan, 2003;
Gilbert and Foster, 2001; World Health Organization, 2000). Most of
these children lead immensely deprived lives; many even die. This
is especially true for the approximately 75% of blind children who
are born in developing countries (Steinkuller et al., 1999). Gilbert
and Awan (2003) attributed the markedly greater proportion of blind
children in the developing world to three main factors: the greater
presence of potentially blindness-inducing conditions, such as vitamin
A deficiency; the lack of control over conditions such as the measles;
and the lack of access to medical centers for carrying out appropriate
eye surgeries. For blind children born in developing countries, the
mortality rate in the years following the diagnosis is estimated to be
above 50% – about five times as high as in developed countries (Gilbert
and Foster, 2001). Those who survive are likely to lead remarkably
difficult lives on the social, personal, educational, and economic front
(Gilbert and Foster, 2001; Rahi et al., 1999).

In light of the above, it is important to point out how much of this
suffering could be lessened. While the specific numbers vary between
factors such as geographic regions, it is generally estimated that in
more than 25% of these cases, blindness could have been treated or
prevented (Bhalerao et al., 2015; Bhattacharjee et al., 2008; Gilbert et al.,
1993; Gilbert and Awan, 2003; Steinkuller et al., 1999). Thus, while
some conditions of visual impairment cannot, as of yet, be prevented
or treated, other conditions, like the presence of cataracts or corneal
opacities, are easily treatable and make up a significant portion of
the cases of childhood blindness in the developing world (Khanna,
2018; Steinkuller et al., 1999). Considering the medical feasibility of
providing sight-restoring surgeries to children suffering from these
forms of blindness, doing so can help meet a grand societal need –
even if post-surgical improvements were only partial.

1.3.3 The scientific opportunity of examining visual development following
treatment for congenital blindness

In addition to meeting a great humanitarian need, treating curably
blind children and subsequently examining the development of their
visual proficiencies also provides unique scientific opportunities.

First, examining the resilience of perceptual proficiencies to long
periods of visual deprivation immediately following birth not only
contributes to better prognoses for the effectiveness of treating con-
genital blindness, but it can also advance our current understanding
of brain plasticity and how the sensory system can learn to reorga-
nize late in life. Historically, much of the work on the resilience to
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early-onset visual deprivation has been conducted with animals. These
studies – notably, Wiesel and Hubel (1965) with kittens and Hubel
et al. (1977) and Le Vay et al. (1980) with macaque monkeys – revealed
markedly limited capabilities of acquiring normal vision following
extended periods of initial deprivation. These findings gave rise to the
notion of ‘critical periods’ or ‘sensitive periods’ of brain development
(for a review, see Kiorpes, 2015). This describes the idea that percep-
tual development critically relies on access to appropriate sensory
inputs early in life when neural plasticity is still high. However, as
findings from animal studies cannot be directly applied to humans,
working with the rare population of children treated for blindness
late in life (henceforth also referred to as late-sighted individuals)
can significantly contribute to our understanding of the timeline and
mechanisms of plasticity in the human brain. Further, when working
with animals, examinations of perceptual proficiency are restricted
to analyzing physiological signals or simple behavioral responses.
Working with children or young adults, in contrast, allows for the
analysis of more complex behavior, which is crucial for assessing many
higher-level perceptual abilities.

Second, working with late-sighted individuals allows for examining
a wide range of visual proficiencies with complex behavioral and
neuroimaging techniques, immediately and longitudinally following
the sight-restoring surgeries. Such complex examinations of the very
initial stages of visual development would be unimaginable to be car-
ried out with newborns. This is, as reviewed in Section 1.2., due to the
operational difficulty and limitations of experimental methodologies.
Thus, studies on late-sighted individuals can provide unprecedented
insights into complex perceptual function at the very initial stages
of visual development. It is important to acknowledge, however, that
given the differences between a newborn and a newly-sighted child,
the initial developmental stages in the late-sighted should not be mis-
taken as necessarily being equal to those in a normally developed
child.

Third, the above caveat concerning inevitable differences between a
newborn and a newly-sighted child, while important to acknowledge,
can, in fact, also be seen as an opportunity. Specifically, newborns and
late-sighted individuals differ not only in terms of their experience
prior to sight onset but also in terms of their experience following it.
For instance, some of the maturational processes that normally take
place in the first months or years following birth, also proceed in a
child that is suffering from blindness. As a consequence, the visual
system of a child whose vision had just been restored is markedly
more mature than that of a neonate, for instance in the domain of
visual acuity (Boas et al., 1969; Hendrickson and Boothe, 1976). This
provides an opportunity to examine the consequences of unusually
mature initial visual experience in late-sighted children and, in turn,
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the potential significance of initially degraded experience in normally-
sighted newborns. This perspective, central to the work presented in
this thesis, will be further elaborated on in Section 1.5.

1.3.4 Project Prakash: merging science and service

In the previous sections, I have highlighted the societal significance
of providing treatably blind children with sight surgeries, along with
the unique scientific opportunities of examining the children’s visual
development immediately and longitudinally following their sight
onset. Project Prakash (Mandavilli, 2006; Sinha, 2013; Sinha and Held,
2012) is a joint humanitarian and scientific initiative, launched in 2003

and located in Delhi, India, which aims to achieve exactly these goals.
To this end, Project Prakash is comprised of three main components
– outreach, treatment, and research. In the following paragraphs, I
will summarize its logistics and operations, based on what has been
reported in several publications (Ganesh et al., 2014; Sinha, 2013, 2016;
Sinha et al., 2013).

The first and logistically most complex component of Project Prakash
comprises rural outreach. As part of this, outreach team members con-
duct eye screening camps in schools for the blind and other communi-
ties across numerous villages in northern India, where medical access
is typically scarce. Should the initial screening indicate that some of
the children could benefit from eye surgeries, they are arranged to be
brought for detailed ophthalmological examinations to Dr. Shroff’s
Charity Eye Hospital in Delhi – the medical partner of Project Prakash.
Such examinations are useful if a child exhibits signs of an occlusive
eye pathology like a cataract, which can easily be removed, as opposed
to suffering from a permanent eye condition for which no treatment
is available yet. Should the follow-up investigation in the hospital
confirm the usefulness of surgical treatment, the child and parents are
informed about the possibility of receiving sight-restoring surgeries
free of cost. These surgeries typically include both the removal of the
cataract and the insertion of an intra-ocular lens.

The data reported in Ganesh et al. (2014) illustrate the complexity of
the logistics involved in Project Prakash. As detailed in the paper, over
a period of four years, more than 20,000 children have been examined
as part of the eye screening camps, more than 1,000 were referred
to the hospital, 427 children were subsequently advised to receive
surgical treatment, and the families of 237 individuals agreed to the
surgeries being carried out. While all of these children were then,
indeed, provided surgeries, for the scientific study reported in the
paper, only 53 of the treated children met the specific inclusion criteria,
such as having congenital or very early-onset blindness and exhibiting
severe occlusion (Ganesh et al., 2014). The latter is illustrative of how
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meeting the specific inclusion criteria for the planned scientific studies
is not a precondition for receiving medical treatment free of cost.

From the initiation of Project Prakash in 2003 to 2016, more than
40,000 children’s eyes have been screened, with over 450 children hav-
ing been provided surgeries and almost 1,500 children having received
non-surgical treatment (Sinha, 2016). These numbers continue to in-
crease steadily each year. While Project Prakash is, thus far, focused on
conducting eye screening camps across northern India – motivated by
India being home to the largest population of blind children (Dandona
and Dandona, 2003; Sinha, 2013) – similar initiatives have recently
started to emerge in other developing countries (for the work resulting
from an effort in Ethiopia, see, e.g., Senna et al., 2021), indicative of a
more global movement.

Following eye surgeries conducted at Dr. Shroff’s Charity Eye Hos-
pital, the Prakash children’s vision is being examined. The children are
also invited to participate in longitudinal scientific studies following
the surgeries, but this is non-obligatory for any of the children.

1.3.5 Past findings that have emerged from the work with late-sighted
individuals

Scientific studies conducted with late-sighted children from Project
Prakash and other initiatives have led to several important insights.
Perhaps most important of these is the consistent and marked im-
provement in basic visual proficiencies, such as visual acuity, that is
observed longitudinally following treatment for congenital blindness
(Ganesh et al., 2014; Kalia et al., 2014; Mandavilli, 2006; Ostrovsky et al.,
2006; Sinha, 2013; Sinha and Held, 2012). Even though the late-sighted
typically do not fully reach the level of normally-sighted controls, this
finding is remarkable, considering the resulting improvement in life
quality (Kalia et al., 2017) as well as the scientific implications for our
understanding of ‘critical periods’.

Most of the previous animal studies that examined resilience to
induced visual deprivation at birth have demonstrated the substan-
tial limitations of acquiring typical visual proficiencies if deprivation
lasted longer than what has been proposed to be a ‘critical period’ of
development (Hubel et al., 1977; Le Vay et al., 1980; Wiesel and Hubel,
1965). Considering the advanced ages of late-sighted individuals (with
mean ages typically greater than ten years in Project Prakash), the
results emerging from the corresponding human studies argue against
this notion in the strict sense. As discussed in Sinha and Held (2012),
the human and animal findings are thereby not technically contradic-
tory as there are significant technical differences between the two. For
instance, in addition to the examinations having been carried out in
human vs. non-human species, many of the deprivation experiments
in animals have been conducted monocularly. In contrast, the visual
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impairments observed in human patients are binocular ones. Further,
the set of animal experiments that did induce binocular deprivation
have typically done so in a much more extreme way than what would
correspond to blindness induced by a cataract, as is typically the case
in a human patient (Sinha and Held, 2012). Thus, while one needs
to be careful in making direct cross-species and cross-method com-
parisons, the basic patterns of results that emerge from the studies
with late-sighted humans speak for the resilience to visual deprivation
and significant remaining plasticity, questioning the notion of critical
periods in the strict sense.

Further, while past animal experiments were restricted to examin-
ing the resilience of relatively low-level visual skills to deprivation,
working with late-sighted patients allows for complementing these
with a broader set of more complex, high-level visual proficiencies.
Past examinations of such proficiencies include, among others, cate-
gorical face perception (Gandhi et al., 2017), susceptibility to visual
illusions (Gandhi et al., 2015), as well as temporal processing and the
use of motion cues (Ostrovsky et al., 2009; Ye et al., 2021). In most
of these cases, while not fully reaching normally-sighted controls,
Prakash patients exhibit marked improvements immediately or lon-
gitudinally following the surgeries. Along similar lines, studies from
both Project Prakash and the initiative in Ethiopia have revealed that
the cross-modal mapping between vision and touch is not established
immediately post-surgery but does develop with experience thereafter
(Held et al., 2011; Senna et al., 2021).

However, while many visual proficiencies markedly improve follow-
ing the surgeries, there appear to be some proficiencies that do not. For
instance, Piller et al. (2023) reported that grasping behavior does not
recover post-surgically. Also, in different populations of late-sighted
children, the ability to identify faces remained impaired (Geldart et al.,
2002; Vogelsang et al., 2018). As will be further elaborated in Section
1.5., these specific impairments provide an opportunity to study their
potential origin. Better understanding such origin could, in the long
run, give rise to the design of rehabilitative interventions as well as
a better understanding of the corresponding normal developmental
processes.

1.4 deep neural networks

After having motivated and presented the study of typical and atypical
perceptual development above, I will now turn to introducing deep
neural networks. These networks will later serve as computational
model systems to answer questions about the role of early sensory ex-
perience for the establishment of later perceptual mechanisms. Before
discussing deep networks in the specific developmental context that is
key to this thesis (see Section 1.5.3.1), I will, in this section, describe
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and evaluate them as models of the human perceptual system more
broadly.

1.4.1 The motivation for using deep neural networks as computational
models

Many possible motivations exist for using deep neural networks as
computational model systems. From the engineering perspective, these
networks represent the state-of-the-art for solving complex tasks in
several domains, such as vision or language. Working towards further
advancing these technologies can provide significant value for the
research community as well as the general public. From the scientific
perspective, deep neural networks can serve as excellent tools for
testing precisely formulated scientific hypotheses, particularly (though
not exclusively) if they can provide data that would be challenging
or infeasible to collect in humans or animals. As I will elaborate
on further below, key to their utility is their ability to learn directly
from input data as well as their scale, allowing for comparisons of
performance on perceptual tasks that humans can also be examined
on.

In this section, I will begin by providing a very brief overview of the
history of artificial neural networks (ANNs) – from the development
of McCulloch & Pitts neurons in 1943 to modern-day deep networks
capable of performing complex classification tasks. I will then describe
modern-day convolutional neural networks and examine the utility
of using these networks as models of the human perceptual system,
based on structural, behavioral, and representational considerations.
It is important to note that the review of this section – and the work
presented in this thesis – is restricted to deep neural networks (pri-
marily, in the visual domain) and does not include more biologically
detailed models.

1.4.2 A brief history of artificial neural networks

The effort of modeling neurons and networks of neurons has a long
and somewhat erratic history, dating back to at least the first half of
the twentieth century. It was in 1943 that, inspired by the discrete
nature of neural activity in the brain, McCulloch and Pitts (1943)
developed a theoretical model of an artificial neuron. This model
was presented as a ‘logical calculus’, where a neuron operated by
receiving binary inputs and computing a binary output based on a
simple threshold function. A few years later, Hebb (1949) introduced
the critical concept of Hebbian learning, commonly known under the
phrase “what wires together, fires together”. This phrase refers to a
learning procedure in which the connections between neurons that are
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simultaneously active get strengthened over time, thereby providing a
candidate implementation of learning in neural networks.

Following these important early contributions, a big step forward in
the establishment of ANNs was made about a decade later with the
invention of the ‘Perceptron’ by Rosenblatt (1958). The Perceptron was
a simple single-layered neural network, implemented as a physical
machine. The demonstration that this machine could perform the
first simple visual classification tasks elicited great enthusiasm in
the field. However, about ten years later, Minsky and Papert (1969)
published their criticism that single-layer perceptrons are necessarily
restricted in their computational capabilities as they can only solve
a very restricted type of classification task (specifically, classification
for linearly separable classes). This insight led to a marked reduction
in the enthusiasm for the neural network modeling endeavor at that
time.

A key driving force behind the further development of new neural
network architectures was the groundbreaking neurophysiological
work by Hubel and Wiesel, who managed to carry out single-cell
recordings of the cat visual cortex. With their recording techniques,
they were able to identify different populations of neurons – so-called
simple cells and complex cells – and gave rise to the idea of the visual
cortex being organized hierarchically (Hubel and Wiesel, 1959, 1962).
These findings inspired Fukushima (1980) to develop the ‘Neocogni-
tron’. This is a neural network model comprised of multiple connected
layers following a hierarchical organization scheme, which also incor-
porated the notion of local receptive fields. While it was clever in its
design and laid the foundation for convolutional neural networks later
on, the technical limitations at the time greatly restricted its practical
utility. Before neural networks could ultimately demonstrate their abil-
ity to solve complex visual classification tasks, several technological
advancements had to first come by.

A particularly crucial one was the invention of the backpropagation
algorithm by Rumelhart et al. (1986), which allowed for an elegant
way of updating the weights of a multi-layer neural network during
training. This technique enabled LeCun et al. (1989) to train a 4-layer
convolutional neural network (CNN) to recognize handwritten digits.
However, additional advancements were needed before convolutional
neural networks would be positioned at the forefront of computer
vision technologies. Eventually, this occurred with the emergence of
large datasets of labeled images, such as the ImageNet database (Deng
et al., 2009), the availability of fast graphics processing units that
were used to carry out complex neural network computations, and
further refinements of network architectures as well as extensions of
their depth. These factors together enabled Krizhevsky et al. (2012) to
develop the AlexNet – the first neural network to win the ImageNet
visual recognition challenge in 2012 by significantly outperforming all
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other models. Since then, deep neural networks have been immensely
successful in the domain of engineering, also fueled by the develop-
ment of more complex architectures (e.g., ResNet (He et al., 2016)
and Inception (Szegedy et al., 2015)) as well as the incorporation of
additional features.

Before examining the suitability of deep neural networks as models
of the human perceptual system, I will first provide some insight into
how these networks actually work. While, in the context of this thesis
introduction, this account must be fairly concise and rather conceptual,
readers interested in the mathematical foundations of deep learning
are referred to the excellent books by Goodfellow et al. (2016) and
Bishop and Nasrabadi (2006), on which the below is partially based.

1.4.3 A brief introduction to deep convolutional neural networks

In this sub-section, I will describe the functionality of deep convolu-
tional neural networks (DCNNs) using the example of the AlexNet
(Krizhevsky et al., 2012). This is a moderately deep and relatively sim-
ple convolutional neural network with a total of eight network layers
(five convolutional layers followed by three fully-connected ones). As
the individual components of the AlexNet are relatively typical, much
of this explanation also applies to other DCNNs.

I will begin by describing how a trained network is capable of
transforming an input (a given image) into an output (a classification
decision; for instance, the predicted object class of the provided input
image) as part of what is termed the ‘forward pass’. Next, I will explain
how DCNNs are able to learn these associations through training, by
drawing on the ‘forward pass’ as well as the ‘backward pass’. Finally, I
will mention several considerations to be made when training a DCNN
and will briefly describe how a network can be analyzed following
training.

1.4.3.1 The forward pass: from input image to classification decision

As the first step of the forward pass, an image (sized 227 x 227 x 3

pixels, with the last dimension corresponding to the RGB channels)
is fed into the input layer of the AlexNet (Krizhevsky et al., 2012).
This input image, stored in terms of its RGB values for each pixel,
is typically normalized to enable the distribution of individual pixel
values to have a mean of zero and a standard deviation of one, for
each of the RGB channels. (Note that, for reasons detailed in Chapters
3 and 4, in the studies reported in this thesis, I often simply scaled the
input from a range of [0, 255] to a range of [−1, 1].)

In the first convolutional layer of the AlexNet, the (rescaled/nor-
malized) input image is then convolved with a set of 96 kernels (also
referred to as filters or receptive fields), each being sized 11x11x3

pixels (Krizhevsky et al., 2012). As part of the convolution operation,
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each kernel is systematically slid over the input image, resulting in
96 two-dimensional feature maps representing the similarity between
each kernel and different parts of the input image. As the kernels in a
trained network have been learned to take on specific shapes, such as
Gabor-like patches, important visual features, such as edges, can be
extracted by convolving the input image with the network’s kernels
(Goodfellow et al., 2016).

Next, an activation function, responsible for rendering the DCNN
responses non-linear, is applied to the feature maps that resulted
from the convolution operations. While there are several types of
activation functions, the most common one, which has also been used
in the original AlexNet paper (Krizhevsky et al., 2012), is the Rectified
Linear Unit (ReLU) function: f (x) = max(0, x). This function simply
translates all negative activations to zero.

Then, the max-pooling operation is applied to the ReLU-transformed
feature maps. This serves as a simple dimensionality reduction tech-
nique by taking the maximum value within a certain neighborhood
(usually, 2x2 pixels) of the input. Typically, a procedure called batch
normalization is applied to the outputs of the convolutional layers
prior to the application of the max-pooling operation, in order to en-
sure that the max-pooling layer receives normalized inputs. It is worth
noting, however, that the original AlexNet did not yet incorporate
batch normalization, as this technique was only introduced later (Ioffe
and Szegedy, 2015).

The outputs of the max-pooling layer subsequently serve as the
inputs to the second convolutional layer. The process is then repeated
all the way until reaching the fifth and final convolutional layer. The
only difference between the layers is that only the first, second, and
fifth convolutional layers are followed by the max-pooling operation.

The output of the fifth convolutional layer then becomes the input
to the first fully-connected layer. Fully-connected layers thereby do
not perform the convolution operation but compute, in essence, a
weighted sum of the features from the previous layer. As the weights
of this weighted sum are learned, fully-connected layers are able to
combine complex combinations of features extracted in the previous
layers, in order to arrive at a classification decision. The output of
the first fully-connected layer subsequently becomes the input to
the second fully-connected layer, which, after being processed in the
second fully-connected layer, becomes the input to the third, and final,
fully-connected layer.

Three special properties within the fully-connected layers should
be noted. First, the first two fully-connected layers are each followed
by dropout layers (Hinton et al., 2012). In these layers, the activation
of each unit is set to zero with a certain probability (here, 50%). This
forces the network to learn based on a wider range of features, thereby
rendering it more robust. Second, the final fully-connected layer is
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equipped with as many units as there are different classes in the
dataset to be classified. Third, the softmax operation is applied to the
output of the final fully-connected layer to transform the values of this
layer into a distribution representing the probability for a given input
image to belong to each of the classes that are part of the dataset. This
distribution is then transformed into a discrete classification decision
by choosing the class label corresponding to the highest probability.

This concludes the forward pass, going all the way from an input
image to a discrete classification decision. Next, I will explain how
this matching is actually achieved as part of the network training
procedure.

1.4.3.2 The backward pass: from classification errors to adjusted weights

A typical dataset used for training DCNNs is the ImageNet database
(Deng et al., 2009), comprising more than one million images belonging
to one thousand different object categories. Each image is thereby
associated with one of the thousand labels, and the network is trained
on classifying each image into one of the thousand classes. As the
labels act as a teaching signal, this approach belongs to the broader
class of supervised learning algorithms.

Prior to training, all the weights of the network are initiated ran-
domly. This means that the kernels in the convolutional layers do not
yet exhibit any ‘useful’ structures that would help extract critical vi-
sual features. Further, the fully-connected layers are not yet equipped
with ‘useful’ weights to compute complex weightings of previously
extracted features.

When beginning the training process, images from the training
set are sent through the network as part of the forward pass. This
results in classification decisions for each of the images. Initially, the
correctness of these classifications is at chance level. To quantify the
discrepancy between the predictions of the network and the correct
labels (which are provided for each individual training image), a loss
function is applied. While there are different types of loss functions,
the Sparse Categorical Cross Entropy loss function is typically used
when dealing with discrete class labels, such as in the case of the
ImageNet dataset.

After the loss is computed, which penalizes incorrect predictions,
the backpropagation algorithm (Rumelhart et al., 1986) is applied.
This is an algorithm used to compute the gradient of the loss function
concerning each learnable weight in the network. Specifically, this
algorithm works by computing the gradient at the output layer of
the network and then distributing it backward through the layers, as
part of the ‘backward pass’. Over time, through this ‘learning signal’,
the weights become less random and begin to enable more useful
computations.
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Important for the iterative adjustment of model parameters, fo-
cussed on minimizing the loss, is the use of an optimization algorithm.
While there are many different algorithms, stochastic gradient descent
(SGD) is one of the most common ones (Goodfellow et al., 2016). An
important parameter for this optimization is the learning rate, which
controls the step size of adjustments made in response to the error
signal that is being backpropagated through the network. This pa-
rameter is especially important for considerations of convergence: too
low learning rates converge slowly or could lead to the network only
finding local minima; too high learning rates, on the contrary, may
overshoot the optimal point in the parameter space.

With this machinery in place, the weights of the network are it-
eratively updated according to the gradient of the loss function, in
order to minimize the discrepancy between the predicted classification
decisions and the true labels of the training data. Over time, specific
spatial structures emerge in the kernels of the convolutional layers,
which serve to extract critical features of the images. Then, through
the weights learned in the fully-connected layers, such extracted fea-
tures are combined in a complex manner to arrive at a classification
decision.

1.4.3.3 Typical considerations to avoid overfitting

When training a DCNN, a few considerations need to be made in
order to prevent overfitting. This is a phenomenon where a model has
been optimized too heavily on the training data and is not only fitting
its ‘signal’ but also its ‘noise’. As a consequence, the model may not
grasp the essential features of the dataset, and classification abilities
may not generalize well to images that were not presented during
training. Such overfitting can be avoided, at least partially, by several
means.

First, the number of epochs used for training needs to be selected
carefully. This number thereby refers to the number of times that
the entire training set is fed into the network and used to adjust the
weights through backpropagation. A classic approach for selecting
the number of epochs is based on tracking the loss and accuracy
on the training set as well as that of a validation set (comprising
images that the network has not been exposed to during training). If
one trains for too few epochs, the regularities in the data have not
been sufficiently incorporated into the network, and the training and
validation accuracies are not high enough. If one trains the network
for too long, overfitting may occur, in which case the classification
accuracy on the validation and test set may begin to decrease.

Another important technique to avoid overfitting is based on data
augmentation. As part of data augmentation, certain changes or per-
turbations are added to the input image, to enable the model to learn
to classify images regardless of the perturbations. While there are
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many data augmentation techniques, I used only two for most papers
reported in this thesis. These include the random cropping of an input
image (from an original image of 256 x 256 pixels to a cropped 227 x
227 image, using different cropping windows) as well as randomly
flipping the images horizontally (with a probability of 50%). Note
that while there are many other techniques, such as the application
of random blurring or adjustments of color or luminance information
in the images, due to the nature of the papers I have reported in this
thesis, I have not utilized those.

Finally, it is worth mentioning that the inclusion of a dropout layer
(Hinton et al., 2012) in the network architecture can also help prevent
overfitting. The rationale is that by a large proportion (in the case of
the AlexNet, 50%) of unit activations being set to zero, the network is
forced to learn a wider range of features that can be relied on.

1.4.3.4 Analyses of neural networks following training

After a network has been trained, one can examine its performance on
a specific test set. Further, one can make modifications to the test set to
study how generalized the performance profile is. To examine the inner
workings of the network, one can also depict the learned filters of the
first convolutional layers, as these typically depict interpretable shapes
that bear at least superficial resemblance to receptive fields found in
the cortex. In addition, one can also analyze the activity patterns in
deeper network layers, for instance, by synthesizing artificial images
that elicit maximal activity in a given unit of a given network layer.
With these tools, and many more, one can train a network in different
manners (for instance, in a developmental and a non-developmental
way; see Section 1.5. for more details) and examine the consequences
of these differences.

This concludes my short introduction to deep convolutional neural
networks. I will now discuss how suitable these networks are as
models of the human perceptual system.

1.4.4 Deep convolutional networks as models of the human visual system

While deep neural networks have emerged as excellent engineering
tools capable of solving complex classification tasks with high accuracy,
they have also played a crucial role in the scientific domain – as
models of the human perceptual system. Thus, I will next discuss
their suitability for the latter, and will do so based on structural,
performance-based, and representational considerations. Note that this
discussion is primarily based on deep convolutional neural networks
operating in the visual domain but is similar to those operating on
other inputs.
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1.4.4.1 Structural considerations

Before diving into an assessment of deep neural networks as models
of the human visual system on the basis of behavioral and representa-
tional comparisons, a general consideration has to be made regarding
the desired level of biological detail vs. abstraction. Several design
features of deep (convolutional) neural networks – such as their hier-
archical structure, local receptive fields, convolutional layers, and their
general organization as a network of connected units – were inspired
by neuroscience. Nevertheless, deep neural networks significantly ab-
stract away from most of the details present in the biological brain,
both at the level of single neurons (such as their low-level molecular
processes) as well as that of networks of neurons (concerning, for in-
stance, the complexity of neural connectivity patterns in the biological
system). Further, the standard approach in deep learning of carrying
out supervised training with labeled input data, followed by weight
adjustment with the backpropagation algorithm, does not match the
human learning experience.

However, the lack of finer-grained biological detail in their im-
plementation and procedures does not necessarily disqualify deep
networks if they are to serve as a model, not a replica, of the bio-
logical system. To the contrary, if one were to implement each and
every detail of the biological brain, it may be argued that the complex-
ity of the resulting model, in addition to being too computationally
costly, could distract from the underlying principles of brain organiza-
tion. As elegantly phrased in Doerig et al. (2023), “ANNs live in the
Goldilocks zone of biological abstraction (. . . ), striking the required
balance between biological realism and algorithmic clarity.”

Furthermore, the lack of detail in current neural networks, together
with some of the remaining shortcomings reviewed further below,
might even provide an interesting scientific opportunity. Specifically,
this motivates the introduction of additional features into deep neural
networks while, in turn, systematically examining the consequences of
such additions. Such an endeavor would be markedly more challeng-
ing, if not infeasible, to achieve in biological brains. This possibility
relates to what Doerig et al. (2023) termed the “neuroconnectionist
research cycle” – the idea that biological details can be added to a
given network, which can then be evaluated and, based on the results,
inform the creation of new models.

1.4.4.2 Performance-based considerations

In terms of their overall performance on large-scale image recogni-
tion tasks, beginning with the successes of the AlexNet (Krizhevsky
et al., 2012), deep neural networks have demonstrated impressive
capabilities, meeting or even exceeding what would be expected in
humans. Thus, in contrast to most previous computational models,
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these networks offer the remarkable opportunity to examine them on
challenging, high-level visual tasks that humans can also be tested on.

Despite this remarkable achievement and opportunity, it is impor-
tant to note that empirical studies suggest that once the characteristics
of the image set used for testing deep networks diverge from that of
the training data, performance typically drops rapidly. For instance,
Geirhos et al. (2018a) showed that deep networks are markedly less
robust than humans to a vast range of image perturbations such as
blur or noise. Similarly, deep networks are known to be sensitive
to adversarial attacks (Szegedy et al., 2013) – these are systematic
perturbations to images that are so small that they are not detected
by humans but drastically reduce deep network classification per-
formance. Along similar lines, deep networks have been shown to
be more biased towards local texture than global shape in terms of
their overall classification behavior and to engage in the learning of
shortcuts, allowing for good performance on a certain benchmark but
no deviations from it (Geirhos et al., 2021, 2018b). Thus, the question
concerned with whether and how human-like generalization may be
accomplished in deep networks is an important but mostly unresolved
one.

1.4.4.3 Representational considerations

In addition to comparing deep networks and humans in terms of their
classification performance on certain test sets and variations thereof,
one can also evaluate the consistency between activation patterns in
deep networks with those present in neural recordings of humans or
animals. This effort, based on analyzing the representational similarity
between activations in both systems (see Kriegeskorte et al., 2008), has
recently been further facilitated by the availability of open benchmarks,
such as those provided on the Brain-score platform (Schrimpf et al.,
2020a,b).

This line of investigation has demonstrated that deep neural net-
works are the best models available for predicting neural activities
(see, e.g., Cadena et al., 2019; Cadieu et al., 2014; Cichy et al., 2016;
Khaligh-Razavi and Kriegeskorte, 2014; Storrs et al., 2021) as well as
behavior (see, e.g., Kubilius et al., 2016). Nevertheless, the overall sim-
ilarity scores computed between the computational and the biological
system still have great potential for further improvement.

In addition to directly examining representational similarity be-
tween the activations of deep networks and the biological system,
which would result in the extraction of a correlation-like score, deep
networks also offer the possibility of visualizing their learned features.
This allows for a comparison to those reported in neurophysiological
studies, such as the receptive fields reported in the primary visual
cortex (Hubel and Wiesel, 1959, 1962).
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1.4.4.4 Conclusion

To conclude, while deep networks have been inspired by biological
brains, they are far from being replicas of the latter. Further, while
excellent at classifying large-scale visual datasets, deep network clas-
sification abilities do not usually generalize to variations in inputs
that were not available during training. However, demonstrations of
representational similarity in activation patterns between deep neu-
ral networks and the biological system render deep neural networks
the best models of the human perceptual system that are currently
available. In addition, the remaining shortcomings in generalization
performance and some structural deviations provide a scientifically
meaningful opportunity to refine deep network models further and
carefully examine the consequences of these refinements. The latter
approach has been exemplified by, for instance, the incorporation
of recurrent connections (e.g., Kietzmann et al., 2019; Spoerer et al.,
2017; Tang et al., 2018), the training on images devoid of local texture,
thereby highlighting global features (Geirhos et al., 2018a), and the
training on more ecological databases (e.g., Mehrer et al., 2021).

Another possibility for further advancing the design of deep learn-
ing training procedures is to incorporate knowledge about typical
developmental trajectories. This approach will be further detailed in
Section 1.5.

1.5 the ‘adaptive initial degradation’ (aid) hypothesis

1.5.1 Introducing the hypothesis

As reviewed in Section 1.2, many aspects of perceptual development
follow a temporal trajectory from initially very degraded to fully
proficient later on. While, in the visual domain, this trajectory unfolds
following birth, in the auditory domain, it already begins to do so
prenatally. These developmental progressions have generally been
well-established. However, very little is known about their potential
significance in helping to set up sensory processing strategies during
early development.

In the more traditional view, the early limitations characteristic
of normal development have typically been considered nothing but
epiphenomena accompanying the physiological maturation of the
developing sensory system. As such, they merely represent obstacles
that must be overcome in order to achieve perceptual proficiency. A
more recent proposal, however, has posited that, instead of being a
hurdle, the developmental staging from limited to proficient may be
adaptive and help, instead of hinder, the acquisition of later perceptual
proficiencies. I refer to this as the ‘Adaptive Initial Degradation’ (AID)
hypothesis.
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The basic intuition behind this hypothesis is that by early experi-
ence being restricted to coarse-grained sensory inputs, the developing
nervous system is forced to establish processing strategies capable
of stably integrating such coarse-grained information. This restric-
tion prevents becoming overly reliant on the presence of fine-grained
details. For instance, in the case of visual acuity, the initial immatu-
rities of the retina and cortex render the visual image so blurry that
small segments of the essentially low-pass-filtered version of a visual
scene do not provide enough information to be informative. As one
possibility for overcoming this limitation, the development of spatial
integration capabilities across larger parts of the visual scene could
help to nevertheless derive meaningful inferences about the external
environment (see Figure 5.1 in Chapter 5 for illustration). A similar
story may be at play in the auditory domain. Although the develop-
ment begins prenatally instead of postnatally and concerns temporal
instead of spatial frequencies, the presence of exclusively low temporal
frequencies in the period prior to birth may lead to the development
of temporally extended integration mechanisms in order to derive
meaning from the low-frequency structure of sounds. Similarly, in
the domain of color vision, the lack of chromatic information at birth
could induce the development of representations that are more tuned
to luminance-based features and global shape information, which
could prevent the learning of ‘shortcuts’, as part of which objects may
be associated exclusively with color features.

In all of the above accounts, exposure to initially degraded sensory
inputs would drive the development of perceptual mechanisms that
are less reliant on low-level features. This development could provide
important benefits for allowing more stable perceptual analysis later
in life. This idea is at the core of the AID hypothesis. However, like all
hypotheses, it needs to be carefully tested.

1.5.2 Past work

Some past work has presented first support for the idea that the
initial degradations experienced as part of typical development may
be beneficial rather than detrimental. Crucially, Turkewitz and Kenny
(1982) laid out the theoretical argument that less complex stimuli
at the onset of sensory experience can facilitate perceptual analysis
and thereby support its acquisition. While these considerations were
of a theoretical nature, Newport (1988) and Elman (1993) provided
evidence for the benefits of such limitations – in the specific context of
cognitive architectures and language learning. Elman (1993) thereby
engaged in computational simulations with a simple recurrent neural
network available at that time. In the sensory rather than the cognitive
domain, the potential benefits of low visual acuity at the onset of
sight have also been demonstrated in the context of learning to detect
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binocular disparities in a simple neural network model (Dominguez
and Jacobs, 2003). More recently, the benefits of low initial acuity have
also been shown by Vogelsang et al. (2018), who used the AlexNet
CNN (Krizhevsky et al., 2012) and found that initial training on blurry
faces, followed by training on high-resolution faces, resulted in the
emergence of spatially-extended receptive field structures as well as
more generalized face recognition performance (reviewed in greater
detail in Chapter 5).

1.5.3 Examining the AID hypothesis

This past work motivates more comprehensive examinations of the
role that initial degradations during early development may play in
acquiring later perceptual skills across several perceptual dimensions
and modalities. What especially motivates these examinations is that
they would not only help contribute to our foundational understand-
ing of typical development but might also have clinical significance
for understanding perceptual deficits resulting from deviations from
typical developmental trajectories, as happens, for instance, in Prakash
children. Finally, insights gained from understanding normal devel-
opment can inspire the more robust training of computational model
systems.

In light of this significance, I have centered my thesis work around
carrying out of such examinations (reported in Chapters 2-5). After
having introduced and motivated the approaches of typical develop-
ment (Section 1.2), atypical development (Section 1.3), and computa-
tional modeling (Section 1.4), I will detail below my specific motivation
for carrying out this work on the basis of (a) computational model-
ing as well as (b) studies of atypically developed individuals, in the
specific context of testing the AID hypothesis.

1.5.3.1 Studies with computational model systems

In order to systematically examine the impact of early sensory experi-
ence on the acquisition of later perceptual proficiencies, one needs to
be able to causally interfere with such experience and to examine its
consequences rigorously. While this is not feasible in experiments with
human participants, considering both ethical and practical reasons,
computational models do offer this possibility. As motivated in Section
1.4., deep neural networks represent a particularly attractive class of
models. They are generally well-established in the field, are capable
of partially accounting for human behavior and neural representa-
tions (e.g., Cadena et al., 2019; Khaligh-Razavi and Kriegeskorte, 2014;
Storrs et al., 2021), and have been proposed as scientific models and
for testing specific neuroscientific hypotheses (e.g., Cichy and Kaiser,
2019; Doerig et al., 2023). Further, unlike many traditional computer
vision models operating on the basis of hand-crafted features, a deep
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neural network is able to learn directly from the inputs it is presented
with.

In light of the above, the specific rationale of the modeling approach
used in this thesis is as follows: One can train different instances of
deep neural networks that only differ in the temporal progression of
the sensory inputs to which they are exposed. For instance, in the
domain of color vision, as a coarse proxy for biological development,
one can train a network by exposing it to color-degraded inputs early
in training and to full-color ones later on. One can then compare the
trained network to others trained in non-developmental ways (e.g.,
exclusively on color images, exclusively on color-degraded images,
or first on color and later on color-degraded inputs, as an inverse-
developmental progression). When comparing the different networks,
one can evaluate their proficiency and stability on specific percep-
tual tasks (e.g., by assessing their ability to recognize objects while
modifying color cues) and compare these to known human results.
In addition, one can compare the different networks’ inner workings
through visualization of their learned internal representations, bearing
some resemblance to receptive fields in the sensory cortices. Together,
such comparisons can help achieve a better understanding of the
impact of early sensory experience.

1.5.3.2 Studies with atypically-developed individuals

The computational approach above can be complemented by percep-
tual examinations of special populations of individuals whose early
sensory experience deviates from typical development. In the do-
main of vision, this includes children born blind and treated for their
blindness late in life, such as those treated through Project Prakash.
Crucially, these individuals differ from normally-sighted children
when experiencing the visual world for the first time. This is partly
due to many of the maturational processes characteristic of normal
development, as reviewed in Section 1.2., proceeding despite the child
being blind. Consequently, a late-sighted individual, immediately
post-surgically, is equipped with a visual system that is much more
mature than that of a newborn, for instance, in terms of acuity (Boas
et al., 1969; Hendrickson and Boothe, 1976). Empirical studies of the
perceptual abilities of such children, who effectively lack periods of
initially degraded vision, can thus help test the functional significance
of the early degradations characteristic of typical development. I am
fortunate to be able to include some work on Prakash children in the
context of testing the AID hypothesis in Chapter 3.

Interestingly, although I could not work with them directly, I was
able to link some of the computational findings reported in Chapter
2, focused on testing the AID hypothesis in the auditory domain, to
empirical work that has previously been reported in prematurely born
babies. Similar to how Prakash individuals lack initial experience with
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initially degraded inputs, prematurely-born babies have their prenatal
periods of exposure to initially low-pass-filtered auditory signals cut
short and were immersed in a full-frequency environment earlier than
normally-developed newborns (see 2 for details). As such, prematurely
born babies represent an additional case of atypical development that
is relevant for experimentally validating the AID hypothesis.

1.6 aim and structure of this thesis

1.6.1 Main contributions

The primary aim of this thesis is to systematically test the AID hy-
pothesis (Section 1.5) based on simulations with deep neural networks
and, in part, experiments with atypically developed individuals. I am
reporting the results of such examinations for the domains of prenatal
hearing (Chapter 2), color vision (Chapter 3), and the joint progression
of chromatic sensitivity and visual acuity (Chapter 4), along with a
review paper describing and evaluating the AID hypothesis more
broadly and in a domain-general fashion (Chapter 5). I provide brief
summaries of the aims of these key contributions below.

In Chapter 2, I report computational examinations of the role of ini-
tial degradations in the domain of prenatal hearing for the acquisition
of later auditory proficiencies. Specifically, as noted earlier, unlike in
visual perception, early experience in the auditory modality already
begins prenatally. The intrauterine environment thereby effectively
acts as a low-pass filter on sounds from the mother’s external environ-
ment. In this paper, I present computational results of training a deep
neural network operating on audio waveforms, using developmentally-
inspired and several non-developmental control regimens to examine
the consequences of commencing auditory experience with exclusively
low-frequency sounds. This work has resulted in the following paper
and conference presentation:

• Vogelsang, M.*, Vogelsang, L.*, Diamond, S., & Sinha, P. (2023).
“Prenatal auditory experience and its sequelae”. Published in
Developmental Science, 26(1), e13278.
https://doi.org/10.1111/desc.13278. (* = equal contribution)

• Vogelsang, M.*, Vogelsang, L.*, Diamond, S., & Sinha, P. (2021).
“On prenatal auditory experience in humans and its relevance for
machine hearing”. Poster presented at ICLR Workshop “General-
ization beyond the training distribution in brains and machines”,
2021, Online. (* = equal contribution)

In Chapter 3, I present computational and experimental studies
on the role of early visual experience on the later usage of color
cues. Newborns begin their visual experience with poor color sen-
sitivity at birth, improving gradually over the following months. To

https://doi.org/10.1111/desc.13278
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systematically test the consequences of early experience with initially
color-degraded inputs on the later usage of color cues, I report re-
sults of comprehensive simulations with several deep neural network
architectures, databases with different task demands, and different
developmentally-inspired and non-developmental training regimens.
These computational results are complemented by empirical data on
Prakash individuals who were post-surgically tested on their usage
of chromatic information. This work has resulted in the following
manuscript, which is currently under review:

• Vogelsang, M.*, Vogelsang, L.*, Gupta, P.*, Gandhi, T., Shah, P.,
Swami, P., Gilad-Gutnick, S., Ben-Ami, S., Diamond, S., Ganesh,
S., & Sinha, P. (Submitted). “Impact of early visual experience on
later usage of color cues”. Under peer-review at Science (initial
submission: September 2023). (* = equal contribution)

In Section 4, I report computational tests of whether the joint pro-
gression of visual acuity and color sensitivity early in development
helps account for the emergence of the division of the early visual
pathway into parvo- and magnocellular systems with distinct response
properties. While the latter has long been established as a prominent
organizing principle in the mammalian visual system, its genesis is,
thus far, unknown. In this paper, I provide a potential account of this
genesis based on early sensory development. This account is based on
the idea that the joint evolution of features such as spatial frequency
and chromatic sensitivities during development may play a causal role
in shaping the neural response properties that are characteristic of this
division. I provide computational tests to probe this hypothesis. This
work resulted in the following submitted manuscript:

• Vogelsang, M., Vogelsang, L., Pipa, G., Diamond, S., & Sinha,
P. (Submitted). “On the origin of the parvo- and magnocellular
division: potential role of developmental experience”. Submitted
manuscript (initial submission: October 2023).

In Chapter 5, I present a synthesis of potentially adaptive initial
degradations into a domain-general review/perspective paper. While
the projects above focus on specific aspects of perceptual development,
it is important to review the idea of potentially adaptive initial degra-
dations during development more broadly, based on several of our
own studies as well as those of others, the broader historical context,
and the potential practical implications for clinical practice and arti-
ficial intelligence. Note that, due to an earlier submission timepoint,
this paper describes the ideas, but does not yet include the data, of
the detailed investigations reported in Chapters 3 and 4. This project
has resulted in the following manuscript under review:

• Vogelsang, L.*, Vogelsang, M.*, Pipa, G., Diamond, S., & Sinha,
P. (Submitted). “Butterfly effects in perceptual development: a
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review of the ‘adaptive initial degradation’ hypothesis”. Under
peer-review at Developmental Review (initial submission: May
2023). (* = equal contribution)

1.6.2 Additional contributions reported in the main part of this thesis

In addition to tests of the AID hypothesis, I have been involved in two
additional studies with the Prakash group.

In Chapter 6, I include work on the development of visual memory
capacity in Prakash children, to which I contributed through compu-
tational modeling with deep neural networks. This work resulted in
the following publication:

• Gupta, P., Shah, P., Gilad-Gutnick, S., Vogelsang, M., Vogelsang,
L., Tiwari, K., Gandhi, T., Ganesh, S., & Sinha, P. (2022). “Devel-
opment of visual memory capacity following early-onset and
extended blindness”. Published in Psychological Science, 33(6),
847-858. https://doi.org/10.1177/09567976211056664.

In Chapter 7, I furthermore include examinations of the scholastic
performance, and a reflection on the broader educational opportunities,
of Prakash children. I contributed non-computationally to this project,
together with many co-authors. This work resulted in the following
publication:

• Bi, S., Chawariya, A., Ganesh, S., Gupta, P., Huang, Y., Jazayeri,
K., Kumar, R., Ralekar, C., Singh, C., Tiwary, A., Vogelsang,
L., Vogelsang, M., Yadav, M., & Sinha, P. (2023). “Scholastic
status of congenitally blind children following sight surgery”.
Published in International Journal of Special Education, 37(2),
160-168. https://doi.org/10.52291/ijse.2022.37.49. (alphabetical
author ordering, except for P. Sinha)

1.6.3 Additional contributions reported in the appendix of this thesis

I have also had the chance to computationally contribute to studies of
typical development and perceptual processing in normally-sighted
adults.

In Appendix A, I include tests of the role of semantics on visual
memory capacity in children and adults, to which I contributed
through simulations with deep neural networks:

• Gupta, P., Shah, P., Gilad-Gutnick, S., Vogelsang, M., Vogelsang,
L., & Sinha, P. (Submitted). “The influence of semantics on visual
memory capacity in children and adults”. Under revision at
British Journal of Developmental Psychology (initial submission:
December 2022)

https://doi.org/10.1177/09567976211056664
https://doi.org/10.52291/ijse.2022.37.49
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In Appendix B, I include a study concerned with the recognition of
faces at a distance, to which I primarily contributed through simula-
tions with deep neural networks:

• Jarudi, I. N., Braun, A., Vogelsang, M., Vogelsang, L., Gilad-
Gutnick, S., Bosch, X. B., Dixon, III, W. V., & Sinha, P. (2023).
“Recognizing distant faces”. Published in Vision Research, 205,
108184. https://doi.org/10.1016/j.visres.2023.108184.

In Appendix C, I include the conference abstract for the following
poster presentation related to the work presented in Chapter 2:

• Vogelsang, M.*, Vogelsang, L.*, Diamond, S., & Sinha, P. (2021).
“On prenatal auditory experience in humans and its relevance for
machine hearing”. Poster presented at ICLR Workshop “General-
ization beyond the training distribution in brains and machines”,
2021, Online. (* = equal contribution)
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2.1 abstract

Towards the end of the second trimester of gestation, a human fe-
tus is able to register environmental sounds. This in utero auditory
experience is characterized by comprising strongly low-pass-filtered
versions of sounds from the external world. Here, we present com-
putational tests of the hypothesis that this early exposure to severely
degraded auditory inputs serves an adaptive purpose—it may in-
duce the neural development of extended temporal integration. Such
integration can facilitate the detection of information carried by low-
frequency variations in the auditory signal, including emotional or
other prosodic content. To test this prediction, we characterized the
impact of several training regimens, biomimetic and otherwise, on a
computational model system trained and tested on the task of emo-
tion recognition. We find that training with an auditory trajectory
recapitulating that of a neurotypical infant in the pre-to-postnatal
period results in temporally extended receptive field structures and
yields the best subsequent accuracy and generalization performance
on the task of emotion recognition. This strongly suggests that the
progression from low-passfiltered to full-frequency inputs is likely
to be an adaptive feature of our development, conferring significant
benefits to later auditory processing abilities relying on temporally
extended analyses. Additionally, this finding can help explain some
of the auditory impairments associated with preterm births, suggests
guidelines for the design of auditory environments in neonatal care
units, and points to enhanced training procedures for computational
models.

2.2 introduction

Expectant mothers often report that their unborn child exhibits move-
ments in response to loud environmental sounds (Murkoff, 2016).
Further attesting to these anecdotal reports, systematic developmental
psychoacoustic studies have demonstrated that by around 20 weeks
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of gestational age, the fetus is equipped with a functioning auditory
system, capable of registering the mother’s soundscape (Hepper and
Shahidullah, 1994) (see Figure 2.1a), and may even benefit from such
auditory exposure, especially to the mother’s vocalizations (Webb
et al., 2015). However, the quality of this auditory experience is quite
limited. Factors such as the fluid medium and surrounding tissues in
the intrauterine environment, the impedance of the fetal skull, and the
immaturity of the cochlea lead to a strong reduction of the audibility
of high frequencies present in environmental sounds while affecting
lower frequencies only marginally or even enhancing them (Gerhardt
and Abrams, 1996; Griffiths et al., 1994; Hepper and Shahidullah,
1994). In other words, the intrauterine environment essentially acts as
a low-pass filter on incident sounds, significantly limiting the fetus’
exposure and sensitivity to high-frequency auditory stimuli. This is
further illustrated in Figure 2.1a.

The question we consider in this paper is whether these degrada-
tions of incident sounds are epiphenomenal limitations imposed by
biological processes or if they may, in fact, have any salutary implica-
tions later in life. In other words, might the degradation in prenatal
experience not limit a child’s later auditory skills but possibly enhance
them? This question has the potential to contribute to a broader and
mostly unresolved debate in the field of developmental science, con-
cerned with whether developmental constraints are to be considered
as hindering, or rather helping, the acquisition of later perceptual
abilities. In the traditional view, early limitations are typically seen
as the outcome of constraints imposed by the physiological immatu-
rities of the underlying neural and perceptual systems, and human
development is believed to somehow have to surmount the challenges
imposed by these early limitations to attain its later manifesting pro-
ficiencies. This perspective, despite its perhaps intuitive appeal, has
been challenged in specific domains of investigation. The proposal
put forward by Turkewitz and Kenny (1982) was among the first to
suggest that early limitations, rather than solely representing hur-
dles, may, in fact, be adaptive for later developmental proficiencies.
Specifically, Turkewitz and Kenny (1982) proposed that by initially
reducing the complexity of environmental stimuli, a learner’s percep-
tual analysis would be rendered less overwhelming. Along similar
lines, but focused specifically on learning, and using computational
simulations to support their claims, other researchers have suggested,
for instance, that developmental limitations in cognitive architectures
can benefit language learning (Elman, 1993; Newport, 1988) and that
early limitations in an infant’s visual system can benefit the acqui-
sition of binocular disparity detection capabilities (Dominguez and
Jacobs, 2003). Here, we wish to extend this ongoing investigation to
the domain of auditory processing as well as to prenatal, rather than
exclusively postnatal, development.
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Figure 2.1: (a) Prenatal auditory sensitivity: percentage of fetuses that re-
sponded to each of the given frequencies at different gestational
ages, adapted from Hepper and Shahidullah (1994). (b) Architec-
ture of the network “M5” by Dai et al. (2017), equipped with four
convolutional layers, followed by global average pooling and a
classification layer containing seven output nodes of the network,
representing the seven different emotion classes to be predicted
(anger, disgust, fear, happiness, pleasant surprise, sadness, and
neutral emotion). (c) Schematics of the four training regimens
used, each comprising 100 epochs of training
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In the domain of auditory processing, the following logic makes
a case for a way in which early degradations may be adaptive: By
definition, low-pass-filtered audio streams, roughly mirroring the fe-
tal experience in the uterus, contain markedly reduced fine-grained,
high frequency information. As a consequence of this reduction of
higher frequency content that is available to the auditory system at any
moment in time, brief audio snippets are rendered relatively uninfor-
mative for inference upon information and events in the environment.
In order to, nevertheless, derive meaningful inferences, a strategy that
the system may learn to employ is to gather information across longer
time scales, which would consequently induce the development of
neural mechanisms capable of integrating information over extended
time spans. Such temporal integration is known to, later in life, be use-
ful for the processing of information carried by slow variations in the
auditory signal (i.e., those relying on temporally extended analysis),
including the expression of emotions or other prosodic content (Ross
et al., 1973; Snel and Cullen, 2013). Contrasting this perspective, the
early availability of high frequencies in the auditory environment may
render even short audio snippets sufficiently informative for the per-
ceptual system and may thus preclude the development of extended
temporal integration and, hence, compromise specific auditory skills
that depend on it. Taken together, this leads us to hypothesize that
degraded, approximately low-pass-filtered, inputs play an adaptive
role in (i) instantiating extended temporal integration mechanisms
and, (ii) as a consequence thereof, enable robust auditory analysis
for tasks relying on temporally extended information, such as the
recognition of emotions or other prosodic content.

To systematically probe these two predictions, and thereby evalu-
ate our proposal’s overall plausibility, we need to be able to actively
manipulate experience and assess the consequences of these manip-
ulations. While ethical and practical considerations render such de-
liberate manipulation infeasible in human participants, studies with
computational model systems, in particular deep convolutional neu-
ral networks (DCNNs), which are capable of directly learning from
experience, offer a powerful way forward. These networks, while not
perfect models of the biological system, can serve as useful approxima-
tions of early sensory processing (Norman-Haignere and McDermott,
2018) and allow for a systematic assessment of the consequences of
experience with different types of stimuli. Specifically, we can expose
a deep convolutional network to different temporal progressions of
auditory inputs (some of which are designed to recapitulate biolog-
ical development, while others are not) and examine the resulting
differences in outcomes.

The following seeks to illustrate how we can probe the two key pre-
dictions introduced above through an examination of these outcomes:
In brief, a network such as the one we are using (see Figure 2.1b for
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an illustration) takes short audio recordings of spoken utterances as
inputs and, in rough analogy to the biological system, processes these
through a hierarchical cascade of temporal filters. Due to this organi-
zational scheme, as one proceeds along the processing stages, more
and more complex speech properties are extracted. These properties,
in turn, are learned to be associated with classification labels (in our
case, the emotion that a given utterance was spoken with). These asso-
ciations are initially random but are progressively refined during the
training of the network: As part of this training procedure, numerous
audio clips are repeatedly fed into the network along with the desired
classification label (e.g., “sad” or “happy”), and the connections are
refined so as to reduce classification error. Crucially, not only the links
between extracted higher-level features and the final classification
labels, but also the temporal filters in the early processing layers them-
selves, which are in rough analogy to temporal receptive fields found
in the auditory cortex, are learned. Following the same principle, ini-
tially random filters are sculpted throughout the training process, so
as to be able to extract informative features of the auditory signal.
Following training with stimulus progressions that are either recapitu-
lating biological development or not (see “2.3.3 Training Regimens”
for details), the resulting receptive field structures can be compared,
allowing us to probe the first key prediction we had stated earlier:
that training with degraded, approximately low-pass-filtered, inputs
helps instantiate extended temporal integration mechanisms (i.e., lead
to receptive fields encoding lower frequencies and thereby encoding
longer wavelengths). In addition, we can also probe our second key
prediction, that these kinds of inputs, as a consequence of instantiating
extended temporal integration mechanisms, enable robust auditory
analysis for tasks relying on temporally extended information. This
can directly be examined based on the networks’ performances and
generalization behavior on the task of emotion classification—a task
that bears great ecological significance for humans and also relies on
temporally extended auditory analysis.

To sum, the main goal of our computational investigation is to
expose different instances of our network to different temporal pro-
gressions of filtered speech signals (one of which is inspired by the
developmental progression from low-pass-filtered to full-frequency
inputs, and three other progressions serving as nondevelopmental
controls; see “2.3.3 Training Regimens” for details) while evaluating
the two above-mentioned aspects of the resulting networks: (i) their
temporal integration profiles (as is evident from the resulting recep-
tive field structures), and (ii) their performances and generalization
abilities on a task relying on temporally extended analysis (specifically,
emotion classification).
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2.3 methods

2.3.1 Computational model

As motivated in the Introduction, we utilized a DCNN as our com-
putational model system for this study, and trained it on classifying
short audio clips into one of seven emotion categories. More specifi-
cally, we used the model “M5” by Dai et al. (2017), whose architecture
is sketched in Figure 2.1b. This model allows feeding audio record-
ings of spoken utterances, represented as raw audio waveforms, as
inputs. These inputs are subsequently processed through a cascade
of temporal filters. This is implemented through a sequence of four
convolutional layers—the first of which takes the raw audio clip as
input, the later ones taking the outputs of the previous layer as inputs.
As part of each convolutional layer, the layer’s input is convolved with
a set of temporal filters, resulting in a set of outputs, which are sub-
sequently down-sampled through the application of the max pooling
operation. Due to this hierarchical processing scheme, as the audio
signal is propagating through the convolutional layers of the network,
more and more complex auditory features can be extracted. Finally,
the outputs of the last convolutional layer, after passing through an
additional pooling stage, are connected to the output nodes of the
final classification layer, whose activities represent the probabilities
for a given audio clip to belong to each of the seven different emotion
categories that the network was trained on differentiating.

The shape of the convolutional filters as well as the connectivity
patterns in the final classification layer are initialized randomly but get
sculpted during training, as part of which the audio inputs and their
desired classification labels are fed into the network, and the network
weights (comprising the filters and final connectivity patterns) are
progressively adjusted, so as to reduce the classification error. Fol-
lowing this training phase, the learned filters, as well as the resulting
performances on the emotion classification task, can be examined.

2.3.2 Dataset for training and testing our model

As dataset for training and testing our network, we utilized the Toronto
Emotional Speech Set (Dupuis and Pichora-Fuller, 2010). This database
contains 200 spoken utterances for each of seven different emotions
(anger, disgust, fear, happiness, pleasant surprise, sadness, and neutral
emotion) and two different speakers. The individual audio snippets
span durations between 1 and 3 s, and recordings were accordingly
appended with silence in order to be of identical length.

The dataset, containing 2800 audio clips in total, was split into
a “training set” containing 90% of the audio clips and a “test set”
containing the remaining 10% of the clips. As the names indicate, the



2.3 methods 57

training set was used to train the network (i.e., to have the network
adjust its weights while repeatedly feeding it the audio clips from the
training set, together with the desired emotion classification labels),
and the test set used to evaluate the ability of the network to correctly
classify audio clips that the network was not explicitly exposed to
during training.

To investigate the stability of our findings related to performance,
we trained and tested each network not only once but for a total of 10

times, applying the following systematicity: The database was split to
produce 10 versions of training sets each containing 90% of the clips,
as well as test sets each containing the other 10%, while ensuring that
the audio clips in the different test sets were not overlapping. The
networks were then trained and tested on all 10 variations (which we
also refer to as “folds”), and the performance-based Figures 2.4a,b
was plotted to depict the mean and standard error when averaging
across these. Note that Figures 2.3b,2.3c,and 2.4c represent the results
obtained by pooling together the outcomes of all 10 folds, and that
Figures 2.2a–2.2c and 2.3a depict results of a single fold (the first one),
so as to allow the concrete visualization of individual filters’ data
points, instead of providing summary statistics across folds.

2.3.3 Training regimens

To test our two key predictions, we trained different instances of our
network on the task of classifying a given audio recording into one of
seven emotions, based on the Toronto Emotional Speech Set (Dupuis
and Pichora-Fuller, 2010), using four qualitatively different regimens.
One of these regimens was designed to recapitulate biological de-
velopment in its temporal progression, while three others served as
non-developmental controls. The four different regimens, as illustrated
in Figure 2.1c, are:

• “Low-to-full”, in which, inspired by the prenatal-to-postnatal
progression in development, training commenced with low-pass-
filtered and resumed with full-frequency inputs,

• “Full-to-low”, in which, as a control condition, training followed
an inverse-developmental progression but had the same aggre-
gate content as the previous (“low-tofull”) regimen,

• “Exclusively-full”, in which, more simply, the entire training
consisted of full-frequency input, as an additional control, and

• “Exclusively-low”, in which, similarly simply, the entire training
was based on low-pass-filtered input, as a final control.

Each training regimen thereby comprised a total of 100 training
epochs (representing the number of times that the entire input data
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was fed into the network during training), with the two different stages
in the “low-to-full” and “full-to-low” regimens consisting of 50 epochs
each. Low-pass filtering was carried out at a cutoff frequency of 500 Hz,
as inspired by previous recordings in the womb reported in Hepper
and Shahidullah (1994) and illustrated in Figure 2.1a. The specifics
of training and analysis procedures are detailed in the Supporting
Information.

2.4 results

To assess the impact of training regimen on our networks’ early,
learned representations, we examined the spectral profiles of their tem-
poral receptive fields in the first convolutional layer. This analysis re-
vealed that while the network trained on full-frequency inputs learned
receptive fields with a broad range of peak frequencies, the network
trained on low-pass-filtered data acquired exclusively low-frequency
receptive field structures (see Figure 2.2a,b). Further illustrating this
point, Figure 2.2c shows spectral profiles of specific individual filters
(those with sorting indices corresponding to the x-axis ticks in Fig-
ure 2.2a,b) for training following exclusively-low and exclusively-full
regimens.

Further, training on low-frequency inputs resulted not only in more,
but also purer, low-frequency filters. For filters with peak frequencies
up to 0.5 kHz (126 filters following exclusively-low training, and
83 filters following exclusively-full training), there was a significant
difference across the two training conditions in the contribution of
frequencies up to 0.5 kHz to the filter responses (t(207) = 13.91,
p < 0.001 for two-tailed t-test; see Figure 2.3a). This correspondence,
as evident in Figures 2.2 and 2.3a, attests to the idea that initial
exposure to exclusively low-frequency content, as is characteristic of
prenatal hearing, may enforce the development of extended temporal
integration mechanisms.

Moving beyond homogenous training regimens, we next studied
the impact of biomimetic and reverse-biomimetic protocols on the net-
work’s learned representations in the first convolutional layer. Specifi-
cally, we examined changes in receptive field properties as the network
transitioned from one phase of training (low- or full-frequency inputs)
to the other (full- or low-frequency inputs). The results revealed that
while only 13% of the receptive fields established during the first half
of training on low-frequency inputs changed their peak frequencies
upon transitioning to full-frequency inputs, this was the case for 45%
of the receptive field structures when full-frequency training was later
followed by low-frequency training (see Figure 2.3b). That these fil-
ters were almost exclusively enlarged temporally, further resulted in
the full-to-low model approaching the spectral distributions of the
exclusively-low and low-to-full models (see Figure 2.3c). These results
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Figure 2.2: Receptive field analysis. (a) and (b) Spectral distribution of first-
layer filters in the network trained on full-frequency (a) and low-
frequency (b) input. Colors code for normalized power obtained
through frequency decomposition, with the sum of values up
to 6 kHz normalized to 1. (c) Close-up of spectral profiles of
individual filters (filters with the 1st, 32nd, 64th, 96th, and 128th
lowest peak frequency), when training followed exclusively-low
(left) and exclusively-full (right) regimens, respectively
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Figure 2.3: Additional receptive field analysis. (a) Histogram of the propor-
tion that frequencies up to 0.5 kHz contribute, relative to all
frequencies up to 6 kHz, to the response of individual filters with
low peak frequencies (up to 0.5 kHz), following exclusively-low
and exclusively-full training. (b) Histogram of units whose peak
frequency changed from the first to the second half of training,
separately for low-to-full and full-to-low training (pooled across
10-fold variations; see Methods section). (c) Kernel density esti-
mation plot of the distribution of filters’ peak frequencies for all
networks (pooled across 10-fold variations)
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suggest that temporally extended receptive fields, acquired through
initial low-pass-filtered training, may comprise more robustly use-
ful processing units for the task, rendering the need for their later
adjustment superfluous.

Complementing these results, we next examined the consequences
of our four training regimens on the networks’ later generalization
performance by testing emotion classification on full-frequency and
various low-pass-filtered test data. The results depicted in Figure 2.4a
reveal that while the model trained on full-frequency inputs exhibited
poor generalization (red curve), the low-to-full model (green curve)
yielded high generalization, performing better than all other regimens
across nearly the entire range of test frequencies. This is particularly
noteworthy given that the full-frequency inputs subsume the entire
low-pass-filtered content, and considering that the exclusively-full
network could have learned to discard high frequencies were they
not required to achieve high performance levels on the task. Gener-
alization curves from the remaining two conditions (black curve for
the exclusively-low model; blue curve for the full-to-low model) are
consistently lower than that of the biomimetic one. Nevertheless, they
indicate that including low-pass-filtered inputs into some phase of
the training enhances performance over the exclusively full-frequency
training regimen.

To probe the relationship between performance scores and the recep-
tive field characterizations described earlier, we assessed classification
performance on full-frequency inputs while gradually ablating the
individual networks’ filters with the highest peak frequencies. While
the network trained on exclusively full-frequency inputs exhibited
the largest performance decrement, the low-to-full model was least
affected by the removal of higher frequency units, which is noteworthy
given its spectral similarity to the networks trained using the full-to-
low and exclusively-low regimens (see Figure 2.4b). Moving beyond
the first network layer, we also examined the response stability of the
deeper networks’ units when presented with full-frequency versus
low-frequency (500 Hz) test set inputs, operationalized as correlation
score (r). As depicted in Figure 2.4c, across all four convolutional lay-
ers, activations in the network trained on full-frequency inputs were
most varied, while the low-to-full network showed the least variation,
further attesting to its invariance to high-frequency modulations.

2.5 discussion

Taken together, the computational results presented in this paper lend
support to the proposal that commencing auditory development with
degraded (i.e., exclusively low-frequency) stimuli may help set up
temporally extended processing mechanisms that remain in place
throughout subsequent experience with full-frequency inputs. The
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Figure 2.4: (a) Mean and standard error of 10-fold cross-validated emotion
recognition performances on full-frequency and various low-
frequency test sets. (b) Mean and standard error of 10-fold cross-
validated classification performances (baseline-normalized, for
visualization), when gradually removing the units with highest
peak frequency. (c) Distribution of correlations of units’ activities
between low-pass-filtered and full-frequency inputs, across layers
(10-fold pooled)
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early instantiation of such mechanisms may, in turn, facilitate robust
analyses of long-range modulations in the auditory stream, as indi-
cated by generalized performance of the developmentally inspired
model when tested on emotion recognition in full- and low-frequency
conditions.

Beyond the superior generalization on the temporally extended
task of emotion recognition, the observed robustness of classification
performance to low-pass filtering not only mimics an important feature
of auditory recognition in humans (Bornstein et al., 1994) but might
also facilitate auditory analyses in more challenging environments. For
instance, as sound travels through air, its energy is more substantially
reduced in the higher, compared to the lower, frequencies (Little et al.,
1992). One of the benefits that facility with using low frequencies could
thus confer to the mature auditory system is robust classification even
over large distances. Along similar lines, such proficiency may also
be responsible for the ability of patients suffering from age-related
hearing loss, which first affects the sensitivity of higher-frequency
bands, to continue to be able to identify speech sounds for part of the
progression of their hearing loss (Gates and Mills, 2005).

Our results suggest that precluding early experience with low-
frequency inputs leads to a reduced emphasis on receptive fields tuned
to low frequencies, with corresponding decrements in prosodic classi-
fication performance, while not necessarily affecting the processing of
informational content in speech that is based on higher frequencies.
Interestingly, this computationally derived result is corroborated by
clinical data. Prematurely born infants, who did not get to experi-
ence exclusively low-frequency sounds for as long as normal-term
infants but were almost immediately immersed into a full-frequency
environment (roughly akin to the exclusively-full regimen in the com-
putational simulations presented in this paper), have been reported to
later exhibit impairments in the processing of low-frequency structure
of sounds and show lower performance on prosody and emotion
classification, even though their punctate acoustic detection thresh-
olds are near normal (Amin et al., 2015; Gonzalez-Gomez and Nazzi,
2012; Ragó et al., 2014). This result has implications for the design
of auditory environments for preterm babies in classical neonatal
ICUs, which have been demonstrated to expose infants to frequencies
above 500 Hz for the majority of the time (Lahav, 2015). Auditory
interventions in neonatal ICUs are, if applied, usually oriented to-
wards silence (Altuncu et al., 2009; Milette, 2010) or musical sounds
(De Almeida et al., 2020; Loewy et al., 2013; Lordier et al., 2019) and
have been reported to yield some benefits in terms of higher-level
functioning. The findings presented in this paper, however, suggest
that for preterm babies, the auditory environment in a neonatal ICU,
instead of, or in addition to, being controlled for the general type of
audio signal, should be made more similar to the intrauterine one
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in terms of the specific spectral composition of sounds, thereby mir-
roring, and adding support to, previous perspectives on the impact
of high-frequency noise in neonatal ICUs (Lahav, 2015; Lahav and
Skoe, 2014). Specifically, based on the data we presented in this paper,
we argue that the environmental sounds allowed to reach the infant
should be filtered with an approximation of the intrauterine acoustic
filtering characteristics.

It remains to be seen how the converging computational and em-
pirical evidence on the benefits of initial exposure to exclusively low-
frequency sounds early in development, as derived as part of the
computational results presented in this paper in the context of emo-
tion recognition, generalizes to other ecologically relevant aspects and
tasks of hearing such as the comprehension of other prosodic content.
This could, in the future, be probed in preterm versus full-term ba-
bies and possibly be further examined as a function of the auditory
intervention applied to the neonatal ICU environment.

Finally, it is worth noting that the data presented here are consis-
tent with results previously reported in the visual domain (Vogelsang
et al., 2018). There it was found that initially low spatial acuity, that
progressively improved over the first years of life, helped instantiate
receptive fields capable of extended spatial integration, and more ro-
bust classification performance. The analogous results we have found
in the auditory domain suggest that the adaptive benefits of initial
sensory limitations may apply across different modalities. Thus, in
addition to highlighting the potential benefits of sound degradation
in the intrauterine environment, the results presented in this paper
may also help explain the adaptive significance of some key human
developmental progressions, prenatal or postnatal, and across sensory
domains. The initially degraded inputs may provide a scaffold rather
than act as hurdles. Taken together, this may not only help elucidate
some of the mechanisms underlying our later auditory proficiencies,
but also help us better understand why the choreography of develop-
mental stages is structured in the way that it is. From the perspective
of artificial intelligence, the salutary effects of these developmental
trajectories upon later classification performance of biological systems
suggest that computational systems for analogous tasks may also
benefit from incorporating biomimetic training regimens.
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2.6 supporting information

2.6.1 Extended Methods

2.6.1.1 Network architecture, parameters, and training procedure

We utilized the “M5” model by Dai et al. (2017), equipped with 4

convolutional layers (each involving convolution, batch normaliza-
tion, application of the ReLU activation function, and max pooling),
followed by global average pooling, and connected to the output
nodes of the network, representing the 7 different emotion classes,
through a single dense layer with softmax activation function. The
number of units in the different layers was taken from Dai et al. (2017),
with the exception of the kernel size in the first convolutional layer,
which, due to a different sampling frequency in the dataset (24414 Hz),
was adjusted to 244, to span a 10ms window of the auditory input –
a time window frequently used in MFCC (Mel Frequency Cepstral
Coefficients)-based computational audition models – as suggested by
the authors of the computational model used (Dai et al., 2017). The
network was implemented in Keras and trained on a single GPU, us-
ing stochastic gradient descent with a batch size of 32 and a standard
learning rate of 0.01. All four regimens were trained for a total of 100

epochs (‘low-to-full’ for 50 epochs on low-frequency and 50 epochs on
full-frequency inputs, ‘full-to-low’ for 50 epochs on full-frequency and
50 epochs on low-frequency inputs, ‘exclusively-full’ for 100 epochs
on full-frequency inputs, and ‘exclusively-low’ for 100 epochs on low-
frequency inputs). The number of epochs was chosen to ensure that
the regimens had converged and showed little variation between runs,
to ensure comparability and stability of results.

2.6.1.2 Analysis of representations and activation

For the receptive field analysis reported in Figures 2.2 and 2.3, we
examined the filters in the first convolutional layer of the networks
by subjecting them to the Fourier transform. Figures 2.2A-B depict
the power values extracted for frequencies between 0.1 and 6 kHz
(the maximum we chose), in steps of 0.1 kHz, with the sum up to 6

kHz normalized to 1. Note that these frequency values, and the ones

https://github.com/marin-oz/PrenatalAudition
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depicted on the axes in Figure 2.2, are rounded: With a frequency
increment of 24414/244, the rounded frequency values (0.1, 0.5, 1, 2, 3,
4, and 6 kHz) correspond to 100.0574, 500.2869, 1000.5738, 2001.1475,
3001.7213, 4002.2951, and 6003.4426 Hz. For the correlational analysis
reported in Figure 2.4C, for each trained network and each of the 10

folds, correlations were computed between the activations of units,
concatenated for all 280 test set items, following full-frequency vs.
low-frequency inputs. Figure 2.4C depicts the distribution of these
individual units’ correlations.
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3.1 abstract

Human visual recognition is remarkably robust to chromatic changes.
Here we offer a potential account of the roots of this resilience based
on observations with ten congenitally blind children who gained sight
late in life. Several months or years following their sight-restoring surg-
eries, the removal of color cues significantly reduced their recognition
performance while age-matched controls showed no such decrement.
This finding may be explained by the greater-than-neonatal maturity
of the late-sighted children’s color system at sight onset, inducing
overly strong reliance on chromatic cues. Results of simulations with
deep neural networks corroborate this hypothesis. These findings offer
an account of why color usage is impacted by early deprivation, high-
light the adaptive significance of typical developmental trajectories,
and provide guidelines for enhancing machine vision systems.

3.2 introduction

Catarrhine primates, including humans, are endowed with excellent
color vision, perhaps second only to avian species, in terms of the
spectral breadth and resolution of chromatic information they experi-
ence (Jacobs, 2008). Likely driven by evolutionary pressures (Carvalho
et al., 2017; Dominy and Lucas, 2001; Regan et al., 2001), they are the
only group among placental mammals to possess trichromatic vision
(Kawamura, 2016). The eminence of color processing in primates is
also reflected in the underlying neurophysiology. The primary visual
cortex exhibits strong color sensitivity (Hurlbert, 2003), and nearly
two-thirds of the neurons therein are color-selective (Shapley and
Hawken, 2011). The preponderance of color-tuned units is maintained
and even enhanced as one progresses along the ventral visual stream
(Kozlovskiy and Rogachev, 2021), believed to play a significant role in
recognition (Righi and Vettel, 2011).

69
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In light of the prominence of color in perceptual experience and
neurophysiology, it is surprising that our ability to recognize objects
in images that are devoid of color registers no significant decrement
relative to what is feasible with full-color images (Biederman and Ju,
1988; Davidoff and Ostergaard, 1988; Elder and Velisavljević, 2009;
Mapelli and Behrmann, 1997; Marx et al., 2014; Meng and Potter, 2008).
This is evidenced by the ease with which we are able to recognize
people and objects in old black-and-white photographs and movies.
What accounts for this robustness to color desaturation and broad
generalization across color shifts?

Our facility with monochrome images could potentially be at-
tributed to our having had prior access to these kinds of stimuli
as pictures in newspapers and books; a form of learning that estab-
lishes equivalence between natural color imagery and its depiction
in grayscale pictures. This notion of grayscale image recognition as a
manifestation of explicit training with such stimuli has been tested
using a variety of approaches. Notably, Hochberg and Brooks (1962)
experimented with their own son to test this hypothesis, rearing him
without access to any pictorial material whatsoever. Given the chal-
lenges inherent in conducting the study, they stopped the deprivation
regimen when the boy reached 19 months of age. Impressively, the
child was able to recognize grayscale pictures at near-ceiling level the
very first time he saw them. This finding has since been replicated
with many more infants (DeLoache et al., 1979; Shinskey and Jachens,
2014). Additional evidence stems from anthropological studies of re-
mote tribe members that show unimpaired identification of grayscale
pictures, despite the absence of prior exposure (Deregowski et al.,
1972). While leaving unanswered precisely how the high recognition
performance with grayscale images is achieved, these studies provide
compelling evidence that this ability is not a cultural artifact and does
not depend on explicit training with such imagery.

3.3 empirical studies with newly sighted individuals

The work reviewed above makes a prediction regarding the results
expected from individuals who gain sight late in life. Given the
non-necessity of exposure to grayscale images for resilience to chro-
matic changes, for the late-sighted, too, performance with color and
grayscale images should be equivalent. We decided to test this hypothe-
sis with children we have been working with as part of a humanitarian
and scientific initiative named Project Prakash (Sinha, 2013). This effort
identifies children with treatable congenital blindness and provides
them sight surgeries, subsequently affording the opportunity to study
their visual development and to develop new methods to enhance it.
Interestingly, and as detailed below, we found that the hypothesis of
color and grayscale equivalence was not supported by the Prakash
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data. This has pointed us to a hypothesis that not only provides a
possible explanation for the empirical data from the Prakash children
but also a potential account for why typically sighted individuals
exhibit resilience to color changes.

In our first experiment, we tested ten early-blind Prakash individu-
als aged 7-26 years. All had dense bilateral cataracts detected at, or
within six months of, birth. Assessment of visual history was based on
parental reports, ophthalmic examination of ocular structures, and the
presence of nystagmus, which is known to be induced by profound
visual impairment very early in life (Tusa et al., 1991). The patients
were provided surgeries, which involved cataract extraction and intra-
ocular lens implantation, and were tested several months or years
thereafter. The detailed patient profiles are included in Supplemen-
tal Table 3.1. The control group comprised 10 normally sighted age-
and socio-economic status-matched children. They were tested while
wearing blur goggles simulating Snellen visual acuities of 20/200

and 20/500 (non-overlapping groups of 5 each), to bracket the range
of Prakash patients’ acuities and approximately match their average
acuity. Blurring was achieved by attaching Bangerter occlusion foils
(Odell et al., 2008) to clear safety goggles. By assessing the perfor-
mance of the normally-sighted while wearing blurring goggles, we
titrated the effects of reduced acuity, comparable to the Prakash chil-
dren’s post-operative outcomes, from non-optical factors on image
classification performance. There was no history of neurological or
psychiatric illness in any of the participants. All experiments were
approved by the IRBs of MIT and Dr. Shroff’s Charity Eye Hospital –
our medical partner in New Delhi.

In the experiment, participants were asked to name commonplace
living/non-living objects that were presented in color (see Figure 3.1A,
left) and in grayscale (see Figure 3.1A, right). A total of 100 images
were included in the study. First, monochrome images were shown,
one at a time, and participants were asked to name the presented
object. Then, in a second session, full-color images were presented.
No time limits were placed on the participants’ examination of each
stimulus. All images were displayed on a 21-inch computer monitor
and viewed from an average distance of 40 cm, subtending 60 degrees
of visual angle horizontally. The results reveal a highly significant
difference between the Prakash and control group in classification
performance on grayscale images (t(18) = 3.979, p < .001 in two-
tailed independent t-test), when normalizing performance on color
images to 100%, in order to account for individual differences in
absolute recognition capabilities (Figures 3.1B&C).

These results present us with two questions: How do normally
sighted achieve full generalization, and what prevents Prakash chil-
dren from doing so? We present a hypothesis based on early develop-
mental trajectories and describe computational results that corroborate
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Figure 3.1: A. Sample stimuli for the object naming experiment in the color
(left) and grayscale condition (right). B. Naming results of Prakash
children, depicting individual participant data on the recognition
of grayscale objects, when normalizing recognition performance
on full-color images to 100%. Performance was consistently lower
when color information was removed from the images. C. Perfor-
mance means of Prakash children and blur-matched controls, on
color and grayscale images, revealing a highly significant group
difference (t(18) = 3.979, p < .001) in normalized grayscale
performance. Error bars depict the standard error. D. Exemplar
stimuli for the color sensitivity experiment. In each trial, a pair of
discs was presented, one gray and the other colored. Participants
were asked to indicate which disc was colored. E. Results of the
color sensitivity test, displayed as a function of color and depicted
for Prakash patients at four different time points (post-op 1: ca.
2 days after surgery; post-op 2: ca. 7 days after surgery; post-op
3: ca. 30 days after surgery, and post-op 4: ca. 6 months after
surgery) as well as controls wearing 20/200 and 20/500 blur gog-
gles. F. Results of the color sensitivity test, when displayed as a
function of luminance intensity. G. Results of the color sensitivity
test, when displayed as a function of delta (i.e., the difference in
hue between the two discs). Error bars in panels E-G depict the
standard error.
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it. This hypothesis builds on the observation that typically developing
infants start with immature retinas; more specifically, the cone photore-
ceptors in the neonatal retina are significantly limited in transduction
capabilities relative to their mature counterparts (Yuodelis and Hen-
drickson, 1986). This immaturity compromises neonatal color vision,
reducing the chromatic content of inputs that the infant experiences
(Skelton et al., 2022; Teller, 1998). By contrast, the Prakash children
commence their post-operative vision with mature cone cells that
subserve near-normal color vision. This is borne out by the results of
tests of color sensitivity we conducted as part of a second experiment
with Prakash children.

In our second experiment, we tested 18 Prakash patients (aged 8-20

years; 7 females) immediately and longitudinally following surgeries
for bilateral congenital cataracts (see Supplemental Table 3.2 for de-
tailed patient profiles) as well as 10 normally-sighted controls (mean
age 15.7; 7 females). Participants were shown pairs of discs presented
on a black screen (Figure 3.1D). While one of the discs was gray, the
other disc was colored (the amount of hue was controlled by a param-
eter corresponding to the difference in the R, G or B values between
the two discs). For each of 90 trials, participants were asked to point
to the disc they perceived to be colored. As in the previous task, con-
trol participants performed the test while wearing blurring goggles,
with induced blur corresponding to 20/200 and 20/500 Snellen acuity.
As is evident in Figure 3.1E, even in the first post-operative session,
conducted just two days post-surgically, the Prakash children achieve
accuracies statistically indistinguishable from normally sighted con-
trols for each of red, green, and blue colors (no significant group
differences (p = 0.920, η2 = 0.002) or <group x color channel> inter-
actions (p = 0.943, η2 = 0.010) in a 2-way ANOVA; Supplemental
Table 3.3). Similarly, examining the data as a function of the luminance
of the discs (Figure 3.1F) or the difference in hue between the discs
(Figure 3.1G), Prakash children and controls perform remarkably sim-
ilarly. These results indicate that the Prakash children have a mature,
well-functioning color system right at the outset of their post-operative
vision.

Although good color vision from the start might intuitively appear
to be a desirable feature for the visual system, we hypothesize that
immediate immersion of the Prakash children into color-rich imagery,
rather than following a gradual progression from color-deficient to
color-rich, may, in fact, be detrimental. Such immersion may induce
an unnaturally strong reliance on color cues. In contrast, for the
normally-sighted, who underwent typical developmental trajectories,
early experience with color-degraded inputs may prove to be beneficial
by instantiating representations that emphasize luminance rather than
chromatic cues, thereby having implicit resilience to color removal.
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Our hypothesis, thus, is that robustness to color removal is the con-
sequence of the normal developmental progression from impoverished
to rich color vision. Eliminating the initial phase of this progression,
as it happens with Prakash children, leads to an overly strong reliance
of image representations on color cues, with attendant drops in per-
formance when color information is removed. This hypothesis has the
potential to answer both of the questions we introduced earlier: How
do normally sighted observers achieve generalization to grayscale
imagery, and why do the late sighted have trouble doing so?

3.4 computational studies with deep convolutional neu-
ral networks

To test the above hypothesis systematically, we need to be able to ma-
nipulate the temporal progression of sensory experience and examine
the consequences of such manipulation. While this is ethically and
practically infeasible in human participants, studies with computa-
tional model systems, capable of directly learning from experience,
offer a way forward. Here, we used deep convolutional neural net-
works (DCNNs), which are among the most successful in predicting
human behavior and neural responses across the sensory hierarchy
(Cadena et al., 2019; Lindsay, 2021; Schrimpf et al., 2020; Storrs et al.,
2021) and allow for a direct assessment of the impact of different train-
ing protocols (or ‘regimens’) on the system’s later performance and
learned representations. Some of these regimens are thereby chosen
to be biomimetic, in the sense that they recapitulate aspects of normal
developmental trajectories, while others serve as non-developmental
controls.

For the results reported in the main manuscript, we utilized the
well-established and compact AlexNet architecture (Krizhevsky et
al., 2012), with relatively simple parameter settings featuring, e.g.,
constant learning rates, in order to render subsequent analyses most
interpretable. In addition, we examined the generalizability of our
results as a function of architecture (specifically, using the Resnet-50

(He et al., 2016) and Inception v3 (Szegedy et al., 2016) networks),
parameter settings (specifically, batch size and learning rate), as well
as choices of learning rate schedules and normalization, as reported
in Supplemental Figures 3.4-3.8.

To examine the consequences of exposure to inputs undergoing
several temporal progressions of chromaticity, we trained different
instances of our network on the ImageNet (Deng et al., 2009) and
FaceScrub (Ng and Winkler, 2014) databases while controlling the
availability of color information throughout training. Specifically, we
trained on two regimens that, while not mimicking all of the details,
correspond to the general transition from color-degraded to color-
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rich experience in typical development as well as to experience with
full-color imagery immediately upon late sight onset:

• ‘Gray-to-color’ (G2C), in which, as a coarse proxy for the develop-
mental trajectory of typically developing infants, initial training
on grayscale images (on half of the total number of epochs) is
followed by later training on color images (on the other half)

• ‘Color-to-color’ (C2C), in which, roughly akin to the experience
of Prakash children, the entire training set consists of full-color
images

For completeness, we included two additional regimens in our tests:
‘Gray-to-gray’ (G2G), in which the entire training consists of grayscale
images, and ‘Color-to-gray’ (C2G) in which training follows an inverse-
developmental progression but has the same aggregate content as that
of the G2C regimen. This would reveal the significance, if any, of the
temporal sequencing of experience, rather than simply the aggregate
composition of the training set.

An analysis of the resulting ImageNet classification performances
revealed that while C2C training resulted in high performance on color
but poor performance on grayscale images, the G2C training regimen
yielded stable performance levels for both (Figure 3.2A). Notably,
the C2G network, which had been trained on the same aggregate
content as the G2C network, only in reversed temporal order, exhibited
markedly inferior generalization. These results, revealing a salient
ordering effect, suggest that commencing training with initially color-
degraded inputs, in keeping with normal development, may confer
benefits to later generalization, compared to training that commences
with colored imagery. These benefits, furthermore, also apply to other
chromatic variations, such as hue rotations, by which the G2C model,
unlike models initially trained on color inputs (C2C or C2G), is almost
entirely unaffected (Figure 3.2B).

These findings highlight the benefits of the G2C model, a rough
proxy for typical development, over the C2C model, a rough proxy for
the experience of Prakash children. We further rule out the possibility
that the benefits of the G2C model can be reduced to data augmenta-
tion, considering that the C2G model, which has been trained on the
same overall content as the G2C model but in reverse order, performs
especially poorly. What is not evident from the data presented thus
far, however, is what benefits the G2C regimen may have over a G2G
regimen, considering the similarity in performance of the two (Figures
3.2A and 3.2B). This relates to the broader question of the adaptive
significance of including chromatic sensitivity in visual systems. First,
the benefits of color vision have primarily been found outside of the
domain of recognition, including, for instance, deciding a person’s
gender, or assessing their health based on facial hues, rather than rec-
ognizing that same person (Hiramatsu et al., 2017; Jones, 2018; Nestor
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Figure 3.2: A. Color and grayscale classification performance of networks
trained on the ImageNet database using our four different regi-
mens. B. Classification performance of different networks tested
on the ImageNet database when rotating the color wheel by grad-
ually shifting the hue content of the original image. C & D. Color
classification performances of networks trained on the ImageNet
database, evaluated on the subset of classes depicting food (C)
and fruit (D) items. E. Relationship between class-specific per-
formance gains of the G2C model over the G2G model, and the
homogeneity of mean hues across the different instances of a
given class (see Supplemental Methods for details). F. 10-fold
cross-validated classification performances of the four networks
trained on the FaceScrub database. Error bars depict the standard
error. G. 10-fold cross-validated classification performances of
networks trained and tested on the FaceScrub database when
rotating the color wheel. The shaded area depicts the standard
error.
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and Tarr, 2008; Stephen et al., 2009; Thorstenson et al., 2020). Thus,
having a G2C model capable of performing at least as well as the G2G
model, while also being equipped with color sensitivities required for
analyses in other domains, would be beneficial. Second, even within
the domain of visual recognition, specific sets of classes, such as fruits
or food, have been found to particularly benefit from color sensitivity
(Melin et al., 2019; Nevo et al., 2018; Spence, 2018).

To test whether results of our computational simulations would
support these qualitative suggestions, we examined classification per-
formance on a subset of ImageNet classes depicting food items and,
as a further subset thereof, fruit classes. Our results confirm that for
recognition of colored imagery in these domains, the G2C model is
indeed superior to the G2G model, reaching performance levels as
high as that of the C2C model (Figure 3.2C&D). Further, examining
the relationship between the performance gains of the G2C model
relative to the G2G model on the one hand, and the homogeneity of
mean hues across the different instances of a given class on the other,
one can observe a subset of classes that particularly benefits from
the G2C model and exhibits relatively high hue homogeneity (Figure
3.2E). However, due to factors such as variations in background, this
relationship is an imperfect one.

Similar to the basic results observed in Figure 3.2A&B, also when
trained and tested on images of faces, the G2G and G2C models
were the only ones that simultaneously achieved strong generalization
across color, grayscale, and hue rotation conditions, with the G2C net-
work even reaching slightly higher performance levels for the colored
test sets (Figure 3.2F&G). It is important to note that these general
patterns of results hold not only across databases but also across archi-
tectures, learning rates, and other parameter choices (Supplemental
Figures 3.4-3.8).

Next, to study potential mechanistic underpinnings of the observed
differences in generalization towards color removal and hue shifts,
we analyzed the learned representations of our trained networks. An
inspection of the individual receptive fields in the first convolutional
layers of the networks following uniform training revealed that while
the C2C network is equipped with a mix of colored and uncolored
filters, the G2G network, as expected from its inputs, possesses ex-
clusively achromatic filters (Figure 3.3A). Interestingly, we found that
when color was followed by grayscale inputs in the second phase of
training, the receptive fields subsequently exhibited a strong reduction
of color content (see C2G in Figure 3.3B) but that when grayscale was
followed by color inputs, only some of the receptive fields showed a
corresponding gain in color content (see G2C in Figure 3.3B). Quanti-
fying this observation, a 2-sample t-test revealed a highly significant
difference in the absolute amount of color change between the two
networks (t(190) = 10.80; p < .001). This effect of ordering suggests
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that achromatic receptive fields may constitute a more robust starting
point for the front end of a visual recognition system during training.

To examine deeper-layer representations, we synthesized images
eliciting maximal unit activation, following Olah et al. (2017), for each
of the layers and each of the four trained networks. Sets of exemplar
synthesized images for a middle layer (the fourth convolutional layer),
as well as the last fully-connected layer, are depicted in Figures 3.3C&D
(for additional visualizations, see Supplemental Figures 3.9 and 3.10).
Similar to the receptive fields (Figure 3.3A), the synthesized images
for the G2C model appear to exhibit structural similarity with those
of the model trained exclusively on grayscale imagery (G2G), with
the former showing a subtle colorization of the latter. Interestingly,
visual inspection of the synthesized images for the last layer of the
G2C model suggests that this rather modest addition of chromatic
information may facilitate classification decisions, particularly for fine-
grained discrimination, while, at the same time, retaining much of the
structural information present in the synthesized images of the G2G
model. For the C2C model, by contrast, synthesized images appear
to contain weaker structural features, inducing a greater reliance on
specific color cues for classification. Finally, the synthesized images
for the C2G model exhibit significantly more ambiguous structural
and chromatic cues, possibly due to the generally low classification
performance (Figure 3.2A).

The recognizability of these synthesized images provides a mea-
sure of the class-specific information they capture. Accordingly, we
conducted an online experiment to examine it. A total of 39 partici-
pants were presented with synthesized images belonging to one of
three domains – food, animals, or other objects, with each of these
superordinate categories comprising 32 basic-level classes. The G2G,
G2C, and C2C models’ synthesized images were shown in random
order, and participants were asked to classify each image into (i) a
super-category (by clicking on one of the labels “food”, “animals”, or
“objects”) and, subsequently, (ii) into one of the 32 basic-level classes
belonging to the chosen super-category, whose labels were presented
on the screen (for detailed experimental procedures, see Supplemental
Methods). We did not include the C2G model’s synthesized images as
they appeared entirely unrecognizable.

The results of this study demonstrate that participants performed
significantly better in super-category classification, averaged across
the three classes, for the synthesized images of the G2C model rela-
tive to those of the G2G model (t(38) = 2.49; p = 0.017), for which
itself performance was significantly higher than for the C2C model
(t(38) = 5.583; p < 0.001) (Figure 3.3E). When examining basic-level
classification performance, the superiority of recognizing the G2C over
the G2G model’s images was further emphasized, with the former
exceeding the latter by 10.7% percentage points (Figure 3.3F) and
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Figure 3.3: A. Depiction of the 96 individual receptive fields of our four
networks trained on the ImageNet database, sorted by their color-
fulness (see Supplemental Methods for details). B. Comparison of
the colorfulness of individual filters when transitioning from the
first to the second stage of training, depicted separately for the
transition of gray to gray-to-color as well as color to color-to-gray.
C&D. Depiction of exemplar synthesized images (eliciting max-
imal unit activation) from the fourth convolutional (C) and last
fully-connected (D) layer, for our four different training regimens.
E&F. Performance (in % correct) of n = 39 online participants in
classifying synthesized images from the G2G, G2C, and C2C mod-
els into one of the three super-categories “Animals”, “Food”, or
“Objects” (E) and classifying them into the correct super-category
as well as the correct basic-level category (F).
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highly significantly so (t(38) = 9.24; p < .001). Interestingly, in the
basic-level classification task, performance on the C2C model’s images
is relatively close to that on the G2G model’s images, leading to classi-
fication exceeding that for the G2G model in specific categories such as
food classes (see Supplemental Figure 3.11 for basic-level performance
conditioned on correct superordinate-category classification).

In sum, consistent with our hypothesis, the G2C model appears to
benefit from having acquired stably strong luminance-based structural
representations in the initial part of training with grayscale imagery,
which are then supplemented with additional, subtle chromatic cues
in the second part of training on colored inputs. To the contrary,
training only on grayscale lacks the latter, training only on color lacks
the former, and training on the inverse-biomimetic regimen leads to
unstable representations and generalization behavior.

3.5 conclusion

Taken together, the hypothesis and the computational results pre-
sented in this paper help account for two experimental findings – the
robust generalization across color and color-shifted/desaturated im-
ages by normally-sighted observers, and the marked reduction in such
ability by late-sighted individuals. We propose that initial limitations
in color perception inherent in normal developmental progression
may, in fact, be adaptive and advantageous, rather than represent a
disadvantage. This provides a possible account for why normal devel-
opment proceeds in the way that it does, and how deviations from it,
even those that seemingly enhance input quality, can adversely impact
performance. Interestingly, this hypothesis may also be relevant for
understanding aspects of phylogenetic development (Jacobs et al.,
2019). Besides furthering our understanding of normal development,
this work also has important implications for designing clinical inter-
ventions. Specifically, in the context of late sight onset, the findings
suggest that an initial period of deliberate color reduction immedi-
ately after surgery may be useful for facilitating later classification
robustness. Additionally, these findings point to how incorporating
insights from biological development can help improve generalization
by machine vision systems.

The developmental perspective presented in this paper may also
have relevance for understanding a key organizational principle of the
mammalian visual system – the differential sensitivities of the magno-
and parvocellular pathways. Specifically, the temporal confluence of
poor acuity and low chromatic sensitivity early in development, and
high acuity and rich color information later in the timeline, may help
account for the analogous confluence in the response properties of the
two neuronal streams (Livingstone and Hubel, 1988; Shapley, 1990). A
separate report will describe this hypothesis and its tests in greater
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detail. Finally, it is relevant to note that we recently obtained results
attesting to the potential benefits of the initially low visual acuity
infants experience after birth (Vogelsang et al., 2018) as well as of
low-pass filtered audio inputs as part of prenatal hearing (Vogelsang
et al., 2023). Thus, the results we are presenting in this paper are, we
believe, a special case of a broader set of phenomena that we refer
to as ‘Butterfly Effects’, inspired by Lorenz’s usage of this term for
understanding the behavior of complex dynamical systems. In the
context of biological development, this refers to the possibility that
early perceptual limitations may be the subtle precursors that manifest
in due time as significant salutary effects on perceptual skills.
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3.6 supplementary material

3.6.1 Supplementary Figures

3.6.2 Supplementary Tables

3.6.3 Supplementary Information and Methods

3.6.3.1 Prakash studies

Patient information: The patient groups comprised early-onset blind
individuals identified via rural outreach as part of Project Prakash.
Except for one patient, all had dense bilateral cataracts since before
one year of age (see Supplemental Tables 3.1 & 3.2). Assessment of
congenitality of deprivation was based on parental reports, ophthalmic
examination, and the presence of nystagmus, which is known to be
induced by profound visual impairment very early in life (Tusa et al.,
1991). The children were provided surgeries, which involved cataract
extraction and intra-ocular lens implantation.

Pre-operative assessments: We tested for light perception in all four
quadrants. The anterior segment was evaluated on a slit lamp, and
the type of cataract and any associated ocular pathologies were noted.
Given the patients’ dense bilateral cataracts, which precluded fundus
viewing via ophthalmoscopes, B scan ultrasound was carried out in
all cases pre-operatively to check for any posterior segment pathology.

Intervention: Keratometry and biometry of all children was per-
formed under general anesthesia just before the surgery. All surgeries
were performed by a single surgeon (SG). A complete circular capsu-
lorhexis was carried out after instilling methyl cellulose in the anterior
chamber and the nucleus aspirated with bimanual irrigation and
aspiration technique or by phaco aspiration in calcified thick plate
cataracts. All children underwent a primary posterior capsulorhexis
through the anterior route with capsulorhexis forceps or vitrector in
cases with thick fibrous posterior capsule plaques. A foldable acrylic
posterior chamber intra-ocular lens (PCIOL) was implanted in the bag.
The scleral tunnel and the side-ports were closed by 10-0 interrupted
sutures.

3.6.3.2 Computational studies

Computational models and parameters: For the simulations reported
in the main body of this manuscript (Figures 3.2 and 3.3), the AlexNet
architecture (Krizhevsky et al., 2012) was utilized. The network was
implemented in Keras / Tensorflow v2, and training was carried out
using the categorical cross-entropy loss function, the Stochastic Gra-
dient Descent (SGD) optimizer with Nesterov momentum of 0.9, a
constant learning rate of 0.001, and a batch size of 128. In these simu-
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Figure 3.4: (Supplemental Figure) Performance data of the AlexNet (top two
panels; based on the same data as Figures 3.2A&B in the main
manuscript), ResNet-50 (middle two panels), and Inception v3

network (bottom two panels) when trained using the standard
parameter setting from the main manuscript (optimizer = SGD,
constant learning rate = 0.001, batch size = 32, Nesterov momen-
tum = 0.9). The training of each regimen lasted for a total of 100

epochs for the AlexNet, 40 epochs for the ResNet, and 20 epochs
for the Inception network. The left panels each depict color and
grayscale classification performances of networks trained on the
ImageNet database using our four different regimens. The right
panels each depict classification performances of the four differ-
ent networks tested on the ImageNet database when rotating the
color wheel.
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Figure 3.5: (Supplemental Figure) Additional performance data of the
AlexNet (top two panels), ResNet-50 (middle two panels), and
Inception v3 network (bottom two panels) when trained using
a first additional parameter setting (optimizer = SGD, constant
learning rate = 0.001, batch size = 64, Nesterov momentum = 0.9,
i.e., identical to the standard parameter settings used for Supple-
mental Figure 3.4, except for a larger batch size). The training of
each regimen lasted for a total of 100 epochs for the AlexNet, 40

epochs for the ResNet, and 20 epochs for the Inception network.
The left panels each depict color and grayscale classification per-
formances of networks trained on the ImageNet database using
our four different regimens. The right panels each depict classifi-
cation performances of the four different networks tested on the
ImageNet database when rotating the color wheel.
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Figure 3.6: (Supplemental Figure) Additional performance data of the
AlexNet (top two panels), ResNet-50 (middle two panels), and
Inception v3 network (bottom two panels) when trained using a
second additional parameter setting (optimizer = Adam, constant
learning rate = 0.0001, batch size = 32). The training of each regi-
men lasted for a total of 100 epochs for the AlexNet, 20 epochs
for the ResNet, and 10 epochs for the Inception network. The left
panels each depict color and grayscale classification performances
of networks trained on the ImageNet database using our four
different regimens. The right panels each depict classification per-
formances of the four different networks tested on the ImageNet
database when rotating the color wheel.
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Figure 3.7: (Supplemental Figure) Additional performance data of the
AlexNet when trained using the main parameter setting used
for Supplemental Figure 3.4 (optimizer = SGD, constant learning
rate = 0.001, batch size = 32, Nesterov momentum = 0.9) but
using two different choices of normalization: the "neutral” nor-
malization used in the previous figures (simply rescaling pixel
values from a [0, 255] to a [-1, 1] range) and an explicit grayscale
normalization (shifting and scaling the pixel values into a zero-
centered distribution with a standard deviation of 1). The training
of each regimen lasted for a total of 100 epochs for the AlexNet,
in both scenarios. The left panels each depict color and grayscale
classification performances of networks trained on the ImageNet
database using our four different regimens. The right panels each
depict classification performances of the four different networks
tested on the ImageNet database when rotating the color wheel.
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Figure 3.8: (Supplemental Figure) Additional performance data of the
ResNet-50 (top two panels) and Inception v3 networks (bottom
two panels) when trained using a third additional parameter
setting (optimizer = SGD, batch size = 32, Nesterov momentum
= 0.9, initial learning rate = 0.1, with a decreasing learning rate
schedule monitoring the validation loss (reduction factor = 0.1,
patience = 5, minimum delta = 0.0001, cooldown = 0, and mini-
mum learning rate = 0.0001)). The training of each regimen lasted
for a total of 40 epochs for the ResNet and 20 epochs for the
Inception network. The left panels each depict color and grayscale
classification performances of networks trained on the ImageNet
database using our four different regimens. The right panels each
depict classification performances of the four different networks
tested on the ImageNet database when rotating the color wheel.
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Figure 3.9: (Supplemental Figure) Visualization of the synthesized images
eliciting maximal activity for the first 10 units of (A) the first
convolutional layer, (B) the second convolutional layer, and (C)
the third convolution layer, for each of the four models.
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Figure 3.10: (Supplemental Figure) Visualization of the synthesized images
eliciting maximal activity for the first 10 units of (A) the fifth
convolutional layer, (B) the first fully-connected layer, and (C) the
second fully-connected layer (i.e., together with Supplemental
Figure 3.9 depicting all layers except for the fourth convolutional
and the last fully-connected layer, which are already shown in
the main manuscript), for each of the four models.
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Figure 3.11: (Supplemental Figure) Conditional performance (in % correct)
of n = 37 online participants (the data from 2 additional par-
ticipants could not be used for the conditional computation)
in classifying synthesized images into the correct basic-level
category, conditioned on their correct classification of the super-
category.

Table 3.3: (Supplemental Table) Results of two-way ANOVA comparing per-
formance on the color sensitivity task as a function of group
(Prakash group, 20/200 controls, and 20/500 controls) and color
channel (R, G, and B).

Sum of
Squares

df
Mean

Square
F p η2

Group 27.133 2 13.566 0.083 0.920 0.002

Color 6.304 2 3.152 0.019 0.981 < 0.001

Group * Color 123.361 4 30.840 0.189 0.943 0.010

lations, the learning rate was kept constant, rather than following a
decreasing learning rate schedule, in order to ease the interpretation
of the number of epochs as well as to ensure that potential benefits in
stability of the developmental G2C model, when transitioning from
initial grayscale to later full-color training, would not be the mere con-
sequence of a decreased learning rate in the second part of training but
would even hold when learning rates are still high later on. The quite
standard and simple parameter settings were also chosen to facilitate
easy replication. Further, the preprocessing and data augmentation
pipelines were kept fairly “vanilla” and included only the simple
rescaling of pixel values from a [0, 255] to a [−1, 1] range (henceforth,
“neutral” normalization), random horizontal flipping of the images,
and, when training on the ImageNet database, the cropping of a ran-
dom 227 x 227 pixel segment out of the full 256 x 256 pixel images
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(for the Facescrub database, the input dimensions were adjusted to
100 x 100 pixels, due to the pixel limitations of the database, and no
random cropping took place).

To examine the generalizability of the results reported in the main
manuscript, we also varied the network architecture (specifically, using
the Resnet-50 (He et al., 2016) and Inception v3 (Szegedy et al., 2016)
networks) as well as parameter settings (specifically, batch size and
learning rate), and explored the impact of decreasing learning rate
schedules and normalization choices, as reported in Supplemental
Figures 3.4-3.8. Specifically, for the results presented in Supplemen-
tal Figure 3.4, we used the same general training settings as in the
main body of the manuscript (henceforth, “standard setting”) but also
trained the ResNet-50 (He et al., 2016) and Inception v3 (Szegedy
et al., 2016) architectures on the ImageNet database, each for a differ-
ent number of overall epochs. For the ResNet-50, the 256 x 256 pixel
input images were randomly cropped to 224 x 224 pixel segments
as inputs; for the Inception architecture, the 256 x 256 pixel input
images were fed directly into the network. For the results presented
in Supplemental Figure 3.5, we used all three networks as well as
the standard training setting, except for the batch size, which was
increased from 32 to 64. For the results presented in Supplemental
Figure 3.6, we used all three networks and reduced the batch size to
32 again but utilized the Adam optimizer with a small learning rate
of 0.0001. For Supplemental Figure 3.7, we used the standard setting
for the AlexNet but varied the choice of normalization, using not only
the “neutral” normalization (i.e., simply rescaling pixel values from a
[0, 255] range to a [−1, 1] range) but also an explicit grayscale-based
normalization (i.e., normalizing based on the mean and variance in
the grayscale images, so as to shift and scale the pixel values into a
zero-centered distribution with a standard deviation of 1). Both of
these choices ensure that for grayscale images, the R, G, and B values
are scaled and shifted identically, thereby ensuring that the network
does receive effectively achromatic inputs. Finally, for Supplemental
Figure 3.8, we utilized a decreasing learning rate schedule for the
ResNet-50 and Inception v3 networks (whose performance levels ben-
efit from such schedules especially), monitoring the validation loss,
having a reduction factor of 0.1, a patience of 5, a minimum delta of
0.0001, a cooldown of 0, and a minimum learning rate of 0.0001. A
direct comparison between the different settings can also be found in
Supplemental Table 3.4.

Databases: For all computational figures except Figures 3.2F&G,
we utilized the well-established ImageNet object recognition database
(Deng et al., 2009), containing more than 1.2 million training images
belonging to 1000 different object classes. We used the official split of
the database into training and test sets, with the test set containing a
total of 50,000 images. To examine the generalizability of our results
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across databases, and considering that the experience of an infant
comprises significant exposure to faces, for the results presented in
Figures 3.2F&G of the main body of this manuscript, we also trained
the AlexNet on a variant of the FaceScrub face recognition database
(Ng and Winkler, 2014), comprising 50429 tightly-cropped 100 x 100

pixel images belonging to 388 different facial identities of celebrities.
The dataset was split into 10 parts, and 10-fold cross-validation was
carried out for training and testing.

Training regimens: To comprehensively examine the consequences
of training on different temporal progressions of chromaticity, we
trained different instances of our networks while systematically con-
trolling the availability of color information during training. A total of
four different regimens, for each network and setting, were used for
training:

• “Color-to-color” (C2C), in which, roughly akin to the experience
of Prakash children, the entire training consisted of full-color
images,

• “Gray-to-gray” (G2G), in which the entire training consisted of
grayscale images,

• “Gray-to-color” (G2C), in which, providing a coarse proxy for the
developmental trajectory of typically developing infants, initial
training on grayscale images (on half of the total number of
epochs) was followed by later training on color images (on half
of the total number of epochs), and

• “Color-to-gray” (C2G) in which training followed an inverse-
developmental progression but had the same aggregate content
as that of the G2C regimen.

For better comparability, for a given network and setting, the total
number of epochs (determined to ensure fair convergence of the
regimens) were kept identical across the four training regimens. The
total number of epochs may, however, differ across networks and
parameter settings (see Supplemental Table 3.4 for overview).

Selection of food and fruit classes: To examine network perfor-
mance on the subset of ImageNet classes containing food and fruit
items (as reported in Figures 3.2C&D of the main manuscript), two
of the authors of this manuscript independently selected appropriate
classes on the following basis: For a class to be classified as a fruit
class, it had to meet the botanical definition of fruits. In order for a
class to be classified as a food class, it needed to either be a fruit class,
depict vegetarian food, or depict non-vegetarian food that can clearly
be categorized as food rather than as animal (e.g., burger or meat loaf,
but not lobster).

Class color homogeneity index: For the results presented in Figure
3.2E, we extracted color homogeneity indices for each of the 1000
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ImageNet classes individually. As a first approximation, we computed
the mean hues of all images in the entire ImageNet training set,
followed by computing how varied these mean hues are across all
instances belonging to each of the 1000 classes. Considering that hues
are described in a polar coordinate system, the variation of mean hues
was computed, separately for each of the 1000 classes, as follows:

R = 1 − 1
N

∣∣∣∣∣ N

∑
k=1

eiθk

∣∣∣∣∣
CCHI = 1 − R

where θ is the mean hue value in the range [0, 2π), N is the number
of images in a given class, and R is termed the mean resultant length
(see, for instance, Fisher, 1995), which ranges from 0 to 1, with 1

indicating no variation in mean hues across the different images
belonging to a given class and 0 representing maximal variation.
As we wished to extract a class color homogeneity index (CCHI),
where low values indicate low variation and high values indicate high
variation, we defined it as the opposite of R (i.e., 1 − R).

First-layer receptive field analysis: For the results presented in
Figure 3.3B of the main manuscript, in order to quantify the presence
of color in a given receptive field, we first defined a measure to
capture the imbalance of intensities in the three color channels for
each individual pixel:

x = R cos(0) + G cos
(

2
3

π

)
+ B cos

(
−2

3
π

)
y = R sin(0) + G sin

(
2
3

π

)
+ B sin

(
−2

3
π

)
m =

√
x2 + y2

where R, G, and B represent the respective channel intensities at a
given pixel. We thereby chose a single-pixel measure of color channel
imbalances, rather than measures necessitating spatial averaging, to
avoid cancelling out opponent colors. Finally, we summarized the 11 x
11 individual pixel values of colorfulness, for each receptive field, into
a single score by computing the average.

Synthesizing deeper-layer stimuli eliciting maximal activation: To
examine deeper-layer representations, utilizing the methodology of
Olah et al. (2017), we synthesized images eliciting maximal activation
for each of the different units in each of the different layers for each of
the four trained networks. We thereby used the default settings of the
software package available at https://github.com/keisen/tf-keras-vis
and chose a total of 250 steps of optimization for extracting the stimuli.

https://github.com/keisen/tf-keras-vis
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3.6.3.3 Online studies

Class selection: To examine the recognizability of the synthesized
images for the final classification layer of the Alexnet, when trained
with different regimens, we designed a perceptual online study. As
we also wished to probe whether findings related to recognizability
would differ between ecologically-diverse higher-level categories, we
decided to pick classes mapping onto three super-categories: food,
animals, and objects. We did so with the following systematicity:

As there were only relatively few food classes and as we were
seeking to balance the number of basic-level classes belonging to the
three bigger categories, we began by making a sub-selection of the food
classes that we had determined earlier (see section “Selection of food
and fruit classes”). Specifically, we selected all previously identified
food classes except the ones that two independently-judging authors
of this manuscript were not able to name explicitly (e.g., custard
apple), judged as being too similar (e.g., bread and dough), or those
that could lead to confusion in the super-category classification (e.g.,
hotpot could be seen as food or as a pot, which would be part of the
super-category “objects”). Overall, only few classes were disregarded,
yielding a total of 32 food classes.

We next sought to find 32 basic-level classes belonging to the super-
category of animals as well as 32 basic-level classes belonging to
the super-category of objects – a small subset of the many more
object and animal classes that are part of the ImageNet categories.
We thereby wished to avoid a purely subjective selection and also
wanted to ensure that different basic-level categories can be named
and distinguished properly (e.g., not featuring 32 different dog types).
We therefore proceeded by utilizing the categories reported in the
Supporting Information of Mehrer et al. (2021), in which 565 basic-
level categories are listed, sorted on the basis of human concreteness
ratings and linguistic usage statistics, in the researchers’ attempt to
reveal the most relevant categories for humans. Two authors of the
present manuscript went through this list and independently identified
which basic-level classes clearly belonged to the animal or the object
super-categories. Taking into account all classes for which the two
authors agreed, they then iterated through the list, from top to bottom,
and picked the first 32 basic-level classes for each of the two remaining
broader categories, assuming they mapped clearly onto a class present
in the ImageNet database (note that if the basic-level class mapped
onto several subordinate classes, we chose a representative subordinate
class). Together, this led to three sets of 32 image classes each belonging
to the 3 super-categories (food, animals, and objects).

Experimental procedure: Before the start of the experiment, partici-
pants were informed that they would see versions of images resem-
bling certain animals, foods, or other objects. They were instructed
that, in each trial, they would see an image and would need to click
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with their mouse on one of the labels “animal”, “food”, or “object”.
They were informed that after this initial choice, the image would
disappear and that they would need to select one out of the 32 dif-
ferent object labels (within the previously selected super-category)
presented on the screen (e.g., “cat”, “dog”, “tiger”, and 29 others if
their initial choice was “animal”). They were also instructed to guess
in case they did not know the answer. There were no time restrictions
for completing a given trial. Note that participants were informed that
the class “food” contains either vegetarian food or meat/fish as part of
a prepared meal (e.g., in a burger or meat loaf); if they saw an entire
lobster or fish, they were informed that the desired category would be
“animal”, not “food”. They were also informed that the class “objects”
does not contain items related to animals or food.

In order to reduce the overall experiment time for each individ-
ual participant, the 96 extracted classes were split into two non-
overlapping sets A and B, each of which contained 16 classes be-
longing to each of the three higher-level categories (food, animals,
or objects). For both sets of 48 classes, we extracted the synthesized
stimuli eliciting maximal activity for each of the G2G, G2C, and C2C
networks (the C2G stimuli were not used as they appeared entirely
unrecognizable), resulting in a total of 144 images to be presented.
These images were presented in random order (randomized differ-
ently across participants). In addition, following the 144 images, 48

representative real-world images of the categories were shown, to
examine whether a given participant was familiar with the image
classes presented. Taken together, our experiment had 192 trials and
took approximately 30 minutes until completion.

Running the online study: The experiment was implemented using
Psychopy, run on Pavlovia, and participants were recruited using
Prolific. To be eligible for this study, participants were required to
have normal or corrected-to-normal acuity, no color blindness, and
be fluent in English. A total of 40 participants were recruited, and
the data from all except one participant (who performed poorly in
the control task at the end of the experiment) were used for the
analysis reported in the main manuscript. 21 of the 39 valid online
participants belonged to the set A split, and 18 participants belonged
to the set B split. For the results reported in Supplemental Figure 3.11

(performance on basic-level classification conditioned on correct super-
class classification), two additional subjects had to be excluded from
the analysis as the conditional probability could not be computed (for
at least one super-category and model combination, they had never
gotten the super-category correct).
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4.1 abstract

Neurons in the mammalian early visual pathway can be broadly
segregated into two groups: magnocellular - exhibiting low spatial
frequency and low chromatic sensitivity, and parvocellular - exhibit-
ing high spatial frequency and high chromatic sensitivity. While this
division is widely acknowledged, its genesis remains unclear. We
here propose an account based on early developmental trajectories of
sensory experience. Specifically, we hypothesize that the temporal con-
fluence of spatial frequency and chromatic sensitivities during early
development may shape neuronal response properties characteristic of
this division. Results of computational simulations with deep neural
networks trained on developmentally-inspired ‘biomimetic’ protocols
provide strong support for this hypothesis. Further, biomimetic train-
ing induced a more human-like global shape bias in classification,
driven by receptive fields exhibiting magnocellular characteristics. To-
gether, these results provide a potential account for the origin of a
prominent organizing principle in the mammalian visual system and
point to improved deep network training procedures.

4.2 introduction

Cells in the early visual pathway in mammalian brains can be broadly
segregated into two groups: magnocellular and parvocellular (re-
viewed in Livingstone and Hubel, 1988; Shapley, 1990). Two key
characteristics of this division, already strongly evident by the lat-
eral geniculate nucleus and originating at the level of retinal ganglion
cells (Shapley, 1992), are related to color (Hicks et al., 1983; Hubel
and Livingstone, 1990; Schiller and Malpeli, 1978; Wiesel and Hubel,
1966) and spatial frequency sensitivities (Derrington and Lennie, 1984;
O’Keefe et al., 1998; Usrey and Reid, 2000). Magno units exhibit re-
ceptive fields (rfs) markedly larger than those of parvo cells and are
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mostly achromatic. In contrast, most parvo cells have small rfs and
are strongly tuned to color content. Thus, the magnocellular group
exhibits both low spatial frequency and chromatic sensitivity, and the
parvocellular group exhibits high spatial frequency and chromatic
tuning. In concert also with the divisions’ temporal characteristics, no-
tably the magno cells’ faster conductance (Dreher et al., 1976; Schiller
and Malpeli, 1978) and higher temporal frequency sensitivity (Der-
rington and Lennie, 1984; O’Keefe et al., 1998; Usrey and Reid, 2000),
the magno pathway has been implicated in fast, course-grained spatial
analyses, whereas the parvo pathway is believed to be responsible for
the analysis of fine-grained spatial and chromatic information. While
the anatomical and physiological division between the two pathways
is widely accepted and has also been complemented by psychophysi-
cal and clinical studies (e.g., Livingstone and Hubel, 1987; Livingstone
et al., 1991), its genesis is not yet clearly established. Here, we propose
and computationally test an account of the origin of the magno-parvo
distinction, which is based on early developmental trajectories of
sensory experience.

As is the case with many dimensions of human perceptual develop-
ment, color sensitivity (Adams and Courage, 2002; Dobkins et al., 1997)
and visual acuity (Courage and Adams, 1990; Dobson and Teller, 1978)
mature over the months following birth from limited to proficient.
The underlying factors are believed to be the maturation of retinal
photoreceptor morphology and transductional efficiency, as well as
elaboration of circuits in the retina and cortex (Banks and Bennett,
1988; Candy and Banks, 1999; Jacobs and Blakemore, 1988; Kiorpes
and Movshon, 2004). The joint developmental progression of these two
perceptual dimensions could causally influence how they are encoded
in the neural substrates. Specifically, the start of visual experience is
accompanied by low acuity and poor color sensitivity. Hence, the cell
response properties that emerge at this time could come to jointly
encode these two attributes. However, as development progresses,
higher acuity and richer color information become available and may
be conjoined in neuronal response properties. Thus, the joint coding
of low spatial frequency and low color information in some units, and
high spatial frequency and high color sensitivity in others, could be an
outcome of the co-occurrence of these features at different time points
during development.

Here, we tested this account through simulations with deep neural
networks as computational models. While not without their limita-
tions as models of the biological system, they have proven useful for
predicting human performance and neural activities (e.g., Lindsay,
2021; Schrimpf et al., 2020). Of particular relevance to us, they pro-
vide a systematic methodology for directly probing the consequences
of deliberate manipulations of sensory experience, which behavioral
studies with human participants do not allow due to obvious ethical
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reasons. Specifically, one can expose a deep network, whose internal
representations are learned based on the stimuli to which it is exposed,
to different temporal progressions of inputs and subsequently study
the consequences of training. Some of these progressions are thereby
chosen to recapitulate aspects of typical development, while others
serve as non-developmental controls. In the specific context of this
study, this allows us to examine the differently trained networks’ re-
ceptive fields in the early stages of their architecture in terms of their
color and spatial frequency tuning; it also permits us to probe the
functional roles of these receptive fields for the network behavior in
ecologically-relevant contexts.

4.3 methods

We utilized the AlexNet architecture (Krizhevsky et al., 2012) and
trained it on the ImageNet object database (Deng et al., 2009). To
avoid artificially restricting the kinds of receptive field structures
that can be learned, and to allow for more precise frequency-based
analyses, we increased the permissible size of the receptive fields in
the first convolutional layer from 11x11 to 22x22 pixels. Furthermore,
to prevent the emergence of units primarily coding for noise, we
reduced the overall number of receptive fields in the first layer from
96 to 48 (however, results of the simulations carried out with 96

receptive fields, revealing qualitatively similar findings, are provided
as Supplemental Figure 4.4). We trained this network on two temporal
stimulus progressions, or ‘training regimens’, of interest (‘standard’
and ‘biomimetic’):

i In the ‘standard’ regimen, as a non-developmental control, we
trained our network on high-resolution, full-color images for the
entire training duration comprising 200 epochs. This is the typi-
cal procedure followed in deep convolutional network training
(e.g., Goodfellow et al., 2016).

ii In the developmentally-based ‘biomimetic’ regimen, we trained
the network on reduced resolution, achromatic images for the
first 100 epochs, and on high-resolution, full-color images for
the subsequent 100 epochs.

For completeness, and to examine the generalizability of our find-
ings, we also trained the network on three additional developmentally-
inspired regimens, with results provided in Supplemental Figures 4.5
& 4.6:

iii Given the faster development of color than acuity, resulting in
an intermediate stage where color sensitivity is fully developed
but visual acuity is not (Adams and Courage, 2002; Courage and



106 on the origin of the parvo- and magnocellular division

Adams, 1990), in the ‘biomimetic v2’ regimen, we split the first
100 epochs of degraded training into 50 epochs of low-resolution,
achromatic and 50 epochs of low-resolution, full-color training.

iv In the ‘biomimetic v3’ regimen, we extended the second phase
of training from 100 to 200 epochs in light of the relatively
short duration of initially degraded visual experience in human
development (Adams and Courage, 2002; Courage and Adams,
1990; Dobkins et al., 1997; Dobson and Teller, 1978).

v In the ‘biomimetic v4’ regimen, we restricted a proportion (here,
50%) of the first-layer filters to only learn during the second
half of training. This serves as an additional biomimetic control
in light of evidence that parvocellular cells appear to develop
after magnocellular ones (Rakic, 1977) and may thus not have
effectively been exposed to maximally degraded stimuli.

Further methodological details of training and analysis can be found
in the Supplemental Information, along with a visualization of the
different training regimens (see Supplemental Figure 4.7).

4.4 results

4.4.1 Learned receptive field structures

Figures 4.1A&B depict the learned receptive fields in the first convo-
lutional layer of our network following training with the ‘standard’
regimen on the one hand and a developmentally-inspired ‘biomimetic’
regimen on the other. As is evident by visual inspection, and as
quantified in Figures 4.1C&D showing the distribution of individ-
ual receptive fields’ chromatic and spatial frequency tuning, training
with the biomimetic regimen results in receptive fields that are tuned
significantly less to high spatial frequency and chromatic content
(t(94) = 2.75, p = 0.007 and t(94) = 3.43, p < 0.001 in two-tailed
two-sample t-tests comparing the color and spatial frequency indices
of the two models, respectively). This effect highlights the significance
of spatially-extended and luminance-based receptive fields instanti-
ated during the first half of training. Notably, these differences in rf
sensitivity distributions persist notwithstanding the second half of the
training with high resolution and high chromatic content stimuli.

Of greatest relevance to the magno-parvo distinction, Figures 4.1E&F
depict the joint distribution of frequency and color coding of indi-
vidual receptive fields, revealing marked differences between results
of the standard and biomimetic training regimens. In the ‘standard’
network, no clear relationship between the two attributes is evident,
except for the existence of a few high-frequency achromatic receptive
fields (see Figure 4.1E, blue ellipse). These, however, do not map onto
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Figure 4.1: A&B. First-layer receptive fields following training with the stan-
dard (A) and biomimetic (B) regimen. C&D. Color (C) and spatial
frequency (D) distribution of individual receptive fields. E&F.
Scatter plot depicting the joint frequency and color coding of
individual receptive fields following training with the standard
(E) and biomimetic regimen (F).



108 on the origin of the parvo- and magnocellular division

either the magnocellular or the parvocellular group of neural units
but rather reveal an anti-correlation between the two attributes. In
the biomimetic network, by contrast, we observe a clear cluster of
magnocellular-like receptive fields tuned to both low frequency and
low chromatic content (see Figure 4.1F, red ellipse). While the units of
the biomimetic model tuned to high spatial frequency or high chro-
matic content exhibit a greater heterogeneity than the magnocellular-
like ones (see Figure 4.1F, dots outside of the red ellipse), this observa-
tion is not unexpected. The well-separated parvo and magno layers in
the LGN have been reported to mix in the visual cortex (Hubel and
Livingstone, 1990). This results in two subpopulations of parvocellular
units, both of which are not entirely color-blind: interblobs, exhibiting
high spatial frequency selectivity and strong orientation tuning on the
one hand, and blobs exhibiting lower spatial frequency selectivity and
low orientation tuning on the other (Hubel and Livingstone, 1990).
A closer examination of the individual data points in Figure 4.1F,
where colors code for a given unit’s orientation selectivity, reveals that
the units outside of the highlighted magnocellular cluster that are
tuned to higher frequencies have a slight tendency to indeed be more
orientation-selective than those with lower spatial frequency tuning.

Taken together, we conclude that training with the biomimetic reg-
imen results in the emergence of a relatively homogeneous mag-
nocellular group of units, which is markedly absent in the non-
developmentally trained network, as well as different cell types that
are more aligned with parvocellular characteristics. These general
patterns also hold for the other biomimetic control regimens that were
tested (see Supplemental Figures 4.4-4.6).

4.4.2 Texture/shape-bias in classification decisions

Next, considering that the magno pathway is believed to be respon-
sible for more coarse-grained processing while the parvo pathway is
specialized for fine-grained spatial analysis, we examined the rela-
tionship between the receptive fields and the network’s performance.
An important dimension in this regard is that of local texture ver-
sus global shape encoding. We tested whether classification decisions
are biased toward texture or shape, using the texture-shape conflict
methodology detailed in Geirhos et al. (2018). First, as can be seen in
Figures 4.2A&B, the biomimetic model exhibits a markedly stronger
bias to classify images based on shape, indicating its classification
strategy to be more similar to that of humans (Geirhos et al., 2018). In
contrast, the standard training did not lead to any such bias.

Further, we sought to determine whether it is the population of
units exhibiting magnocellular characteristics that causally induces the
stronger shape bias of the biomimetic model. To this end, we gradually
eliminated (or ‘ablated’) the most color-tuned vs. the least color-tuned
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Figure 4.2: A. Percentage of total classifications correct in terms of shape,
correct in terms of texture, or neither. B. Percentage of shape-
based, as opposed to texture-based, correct classifications, for
each of the 16 different super-classes used. C&D. Shape-texture
bias as a function of the number of the ablated least colorful
(left) and most colorful (right) units, for the standard (C) and
biomimetic (D) regimen.
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receptive fields of the trained networks and re-computed the shape
bias (we chose low color, rather than low frequency, as a proxy index
for magnocellular units considering the greater homogeneity observed
in Figure 4.1). This analysis, depicted in Figures 4.2C&D, reveals that
ablating less than 25% of the least colorful receptive fields entirely
eliminates the shape bias of the biomimetically trained network. By
contrast, eliminating the same number of the most color-tuned re-
ceptive fields does not have a comparable impact. For the ‘standard’
network, we do not observe any differential effect between the two
forms of ablation. To sum, in accordance with what would be expected
to be the psychophysical correlates of this division, training with our
biomimetic regimen induced not only more human-like classification
decisions based on global shape rather than local texture information
but also revealed the causal role of receptive fields exhibiting mag-
nocellular characteristics in supporting such global shape bias. These
findings also generalize across the other biomimetic regimens tested
(see Supplemental Figure 4.5).

4.4.3 Unit ablation and invariance studies

To complement the above results on shape versus texture bias in
encoding, we also examined the effects of ablation on the classification
performance of both models (see Figures 4.3A&B). Similar to the
differences reported in Figure 4.2C, the biomimetic model is more
differentially affected than the standard one by the ablation of low
color or low spatial frequency units, relative to the ablation of high
color or high spatial frequency units. Further, the relative importance
of these units remains more similar across full-color vs. grayscale
images for the biomimetic network than for the standard network,
presumably due to increased invariance to the removal of chromatic
information.

To quantitatively examine the invariance of both networks to the re-
moval of chromatic and high spatial frequency content, we determined
the distribution of all units’ correlation coefficients when presented
with color vs. grayscale (see Figure 4.3C) and full-frequency vs. blurred
(see Figure 4.3D) images. This analysis reveals markedly greater in-
variance of the biomimetic model for both stimulus dimensions across
almost all network layers. In addition, we examined the invariance to
the reduction of image contrast, as reported in Figure 4.3E. While this
analysis did not reveal apparent differences between the two networks,
we observe a notable pattern upon ablation: when ablating the least
colorful filters in the first layer, the biomimetic model becomes less
invariant to contrast reduction than the standard model, but when ab-
lating the most colorful units, it becomes relatively more invariant (see
Figure 4.3E, middle vs. right panel), despite similar test performances
of both models (see Figures 4.3A&B). This observation is aligned with



4.4 results 111

Figure 4.3: A. Classification performance on color (top) and grayscale (bot-
tom) images when ablating the 24 (i.e., 50%) least (left) and most
(right) colorful first-layer receptive fields. B. Classification per-
formance on color (top) and grayscale (bottom) images when
ablating the 24 (i.e., 50%) lowest (left) and highest (right) spatial
frequency tuned receptive fields. C&D. Correlation of neural ac-
tivations, across layers, between full-color and grayscale images
(C) and full-frequency vs. blurred images (D). E. Correlation of
neural activations, across layers, between full and reduced con-
trast images without ablation (left), when ablating the 50% least
colorful receptive fields (middle), and when ablating the 50%
most colorful receptive fields (right).
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the neurophysiological finding that magno cells have greater contrast
sensitivity and thereby saturate with lower contrast (Derrington and
Lennie, 1984; Hicks et al., 1983; Kaplan and Shapley, 1982; Shapley
et al., 1981), which would be expected to result in higher correlations
between neural units across normal and low contrast stimuli.

4.5 discussion

We have presented an account of the genesis of the division of the
parvo- and magnocellular pathways based on early developmental
trajectories of sensory experience. Our computational results provide
evidence in support of this account. Specifically, the results support
the proposal that the joint coding of low spatial frequency and low
color information in some receptive fields, and high spatial frequency
and high color sensitivity in others, as characteristic of the division
between the magnocellular and the parvocellular pathways, might
be an outcome of the co-occurrence of these properties at different
developmental time points. Further, in accordance with the expected
psychophysical correlates of this division, we found that training with
our biomimetic regimen not only induced more human-like classi-
fication decisions based on global shape rather than local texture
information but also revealed the causal role of receptive fields exhibit-
ing magnocellular characteristics in supporting such global shape bias.
Similarly, the biomimetic network’s classification performance is more
differentially affected than that of the standard network by the abla-
tion of low color or low spatial frequency units than by the ablation of
high color or high spatial frequency units. The biomimetically-trained
model also exhibited superior invariance in terms of its neural activa-
tions to the removal of chromatic or high spatial frequency content.
Finally, the magnocellular-like receptive fields of the biomimetic model
are potential drivers of contrast invariance, relative to the parvo-like
receptive fields. On an applied note, the results also serve as a demon-
stration of how findings from biological development can help develop
useful training protocols for computational systems (Zaadnoordijk
et al., 2022).

It is important to note that while training with the biomimetic
regimen resulted in a clear cluster of magnocellular receptive fields,
units tuned to high spatial frequency or chromatic content exhibited
greater heterogeneity. However, as previously pointed out, consider-
ing the mixing of the parvo and magno pathways at the level of the
primary visual cortex (Hubel and Livingstone, 1990), resulting in two
subpopulations of parvocellular units, the greater heterogeneity in
the parvocellular relative to the magnocellular pathway is in agree-
ment with neurophysiological reports. Further examining receptive
field properties, an important question for future work is whether a
biomimetic approach, as outlined in this paper, would be capable of
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also reproducing crucial characteristics of the parvo/magno distinc-
tion in the temporal domain, most notably the stronger sensitivity to
rapid temporal changes of the magnocellular pathway (Derrington
and Lennie, 1984; Dreher et al., 1976; O’Keefe et al., 1998; Schiller and
Malpeli, 1978; Usrey and Reid, 2000).

Our computational results derived from the non-biomimetic control
regimen, effectively dispensing with the initial phase of normal visual
development, exhibit an important linkage to previous experimental
findings in the domain of early visual deprivation. Specifically, in a
reversible suture experiment on monkeys, Le Vay et al. (1980) found
that artificially induced early deprivation, followed by later restoration
of sight, yielded greater long-term damage to the magnocellular than
the parvocellular units in the visual cortex. In light also of the earlier
establishment (Rakic, 1977) and maturation (Gottlieb et al., 1985) of
magno cells in the LGN, and the stronger input that magnocellular
layers in the visual cortex receive at birth (Kennedy et al., 1985), the
magno pathway’s greater susceptibility to early deprivation has been
accounted for by the earlier onset of its inputs. Human studies re-
vealing late-sighted children’s deficits in global motion processing
(Ellemberg et al., 2002) also attest to the susceptibility of the magno-
cellular pathway to early visual deprivation, considering the task’s
alignment with magnocellular characteristics.

While the above magnocellular deficits might be accounted for by an
anatomically hard-wired and pathway-specific critical period, follow-
ing which, due to reduced plasticity, sight restoration does not allow
the magnocellular pathway to gain normal function, an alternative
account would be based not on the absence of sight during deprivation
but on the quality of sight following sight restoration. This proposal is
based on the observation that the normal maturational processes re-
sponsible for developmental improvements in perceptual aspects such
as visual acuity continue to proceed despite the lack of visual inputs,
such that the initial visual experience following sight-restoring surgery
would be markedly richer (Boas et al., 1969; Hendrickson and Boothe,
1976). In other words, late-sighted individuals commence visual expe-
rience with high-quality inputs right from the start and thereby skip
the phase of initially degraded vision characteristic of normal devel-
opment. This, in turn, might prevent the magnocellular pathway from
developing normally. Our computational simulations add plausibility
to this idea, considering that training with high-quality visual inputs
from the beginning, as opposed to initial training on low-frequency,
achromatic stimuli, resulted in the marked absence of receptive fields
exhibiting magnocellular characteristics. Future experimental work
could add to this proposal.

Finally, the finding that training with a developmentally-inspired
progression of inputs yields representations more consistent with
empirical neurophysiological results, as reported in Figure 4.1, and
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yields more human-like global shape-based processing, as reported
in Figure 4.2, is in keeping with results we previously reported in the
domains of visual acuity (Vogelsang et al., 2018) and prenatal hearing
(Vogelsang et al., 2023). In those studies, we found that initially low
spatial acuity at birth and initially low temporal frequency sensitivity
during prenatal development helped instantiate spatially or temporally
extended receptive field structures and more robust performance
profiles later in life. More generally, the principle that emerges from
these studies is that initially degraded inputs appear to provide a
scaffold rather than act as hurdles for the acquisition of later perceptual
skills. In conclusion, the work presented here provides a potential
account for the genesis of the parvo/magno distinction and thus
also presents a teleological perspective on why normal development
progresses in the way that it does. It further helps account for some
of the impairments associated with atypical perceptual development
and demonstrates how human development may help inspire training
procedures of computational model systems.
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4.6 supplementary figures

4.7 supplementary methods

4.7.1 Computational model

For all simulations reported in this paper, we used the AlexNet CNN
(Krizhevsky et al., 2012) and only made two minor adjustments to its
architecture. First, the receptive fields in the first convolutional layer
were enlarged (from a size of 11x11 pixels to 22x22 pixels) to avoid
restricting the types of receptive field structures to be learned. Second,
the number of receptive fields was reduced (from a total of 96 to 48) in
order to reduce the proportion of overly noisy receptive fields, which
would render the estimation of our metric distributions unreliable.
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Figure 4.4: (Supplemental Figure) A reproduction of Figure 4.1 of the main
manuscript when utilizing the classic AlexNet architecture com-
prised of 96, instead of 48, first-layer receptive fields. The results
are qualitatively similar to those reported in the main manuscript.
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Figure 4.5: (Supplemental Figure) A reproduction of Figure 4.1 of the main
manuscript when utilizing the additional biomimetic regimens
v2-v4. The results are qualitatively similar to those reported in
the main manuscript.

Figure 4.6: (Supplemental Figure) A reproduction of Figure 4.2 of the main
manuscript when utilizing the additional biomimetic regimens
v2-v4. The results are qualitatively similar to those reported in
the main manuscript.
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Figure 4.7: (Supplemental Figure) . Illustration of the total set of different
training regimens used.

4.7.2 Network training

The slightly adjusted AlexNet was implemented and trained using
Keras/TensorFlow v2. For training and testing, we utilized the official
split of the ImageNet database (Deng et al., 2009) into a training set
(containing more than 1 million images belonging to 1000 different
object classes) and a test set (containing a total of 50,000 images – 50 for
each object class). For training, we chose a batch size of 128, a constant
learning rate of 0.001, categorical cross-entropy as loss function, and
Stochastic Gradient Descent (SGD) as the optimizer, with a Nesterov
momentum of 0.9. Image preprocessing and augmentation were kept
fairly simple: random 227 x 227 segments were cropped out of the
full 256 x 256 images, pixel values were rescaled from a [0, 255] to a
[−1, 1] distribution, and images were flipped horizontally at random.
Blurring (for the developmentally-inspired training regimens as well
as for testing in Figure 4.3) was accomplished by applying a Gaussian
blur with what would correspond to a sigma of 4.

4.7.3 Different training regimens

The above settings are generally applied to all training regimens used.
The only variations were as follows (for illustration, see Supplemental
Figure 4.7):

• In the ‘standard’ regimen, training lasted for a total of 200 epochs
and contained exclusively high-resolution, full-color images.

• In the ‘biomimetic’ regimen, training on blurred, grayscale im-
ages for 100 epochs was followed by training on high-resolution,
full-color images for 100 epochs.

• In the ‘biomimetic v2’ regimen, training on low-resolution, grayscale
images for 50 epochs was followed by training on low-resolution,
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full-color images for 50 epochs, and training on full-color, high-
resolution images for 100 epochs.

• In the biomimetic v3 regimen, training on blurred, grayscale im-
ages for 100 epochs was followed by training on high-resolution,
full-color images for 200 epochs.

• In the biomimetic v4 regimen, training on blurred, grayscale im-
ages for 100 epochs was followed by training on high-resolution,
full-color images for 100 epochs (as in the ‘biomimetic’ regimen)
but a proportion (here, 50%) of the first-layer filters was confined
to only learn during the second half of training.

4.7.4 Color metric

We quantified the colorfulness of a given receptive field in two steps.
First, we extracted the intensity differences, m, across the R, G, and B
color channels for each individual pixel:

x = R cos(0) + G cos
(

2
3

π

)
+ B cos

(
−2

3
π

)
y = R sin(0) + G sin
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2
3

π

)
+ B sin

(
−2

3
π

)
m =

√
x2 + y2

R, G, and B thereby represent the pixel-by-pixel channel intensities.
We then summarized the distribution of such color channel imbalances
across the 22x22 pixels of a given receptive field into a single value.
Defining our final color metric as the mean of the 22x22 distribution
would induce an estimation bias towards spatially extended color
receptive fields. Instead, taking into account only the single most
colorful pixel would be subject to high noise. As a compromise, we
chose to define our final metric as the average of the top-48 (i.e., ap-
proximately the top-10%) most colorful pixels within a receptive field
– roughly approximating the size of the smallest effective receptive
fields.

4.7.5 Spatial frequency metric

To measure spatial frequency content, we applied a 2D-FFT to a
grayscaled version of each receptive field and used radial averaging to
summarize the presence of different spatial frequencies, providing us
with a 1D histogram over frequencies. Given such histogram, we de-
fined our spatial frequency metric as the weighted average frequency:

weighted average frequency =
∑ f amp( f ) ∗ f

∑ f amp( f )
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Amp thereby refers to the amplitude of a given frequency, and f
refers to the frequency itself. There are a few details worth pointing
out. First, note that the constant part of the FFT was excluded for the
calculation. Further, in order to avoid any noise that may be caused by
the discreteness of the index, all receptive fields (natively 22x22 pixels)
have been up-sampled by a factor of 100 prior to applying the 2D-FFT.
Finally, note that the metric is independent of the absolute strength of
the signal, rendering the question of whether to use a normalized or
unnormalized spectral decomposition obsolete.

4.7.6 Orientation selectivity metric

Finally, we wished to define a metric to capture the extent of orien-
tation tuning exhibited by individual receptive fields. Akin to the
computation of the spatial frequency metric, we started by carrying
out a 2D-FFT on each receptive field. As opposed to radial averaging,
where direction-independent frequency profiles are extracted, we here
applied azimuthal averaging, where frequency bands are averaged
across. Note that the utilized frequencies were restricted to only a
quarter of the theoretically available frequency spectrum – a compro-
mise chosen in order to filter out some high-frequency noise while
not removing any effective frequencies in the receptive fields. Overall,
this allows us to assess intensity as a function of orientation, ranging
from zero to π. Orientation-tuned receptive fields are associated with
a sharp and strong peak in this distribution. This can be captured well
by the mean resultant length (Fisher, 1995):

R =
1

∑θ f (θ)

∣∣∣∣∣∑
θ

f (θ)e2iθ

∣∣∣∣∣
where θ represents the orientations from 0 to π, and f (θ) their

corresponding azimuthally-averaged amplitudes. A line plot depicting
the intensity over orientation from 0 to π can thereby be imagined to
be plotted around a whole circle, with the origin of the 2D coordinate
system in the center and orientations 90 degrees apart from each other
on opposing ends of the circle. Our metric then simply represents
the length of the vector resulting from averaging in this coordinate
system.

4.7.7 Texture/shape analysis

For the results reported in Figure 4.2 (and Supplemental Figure 4.6),
we have used the test images from Geirhos et al. (2018), which are
provided online. These are 1280 images, each with a shape-texture
conflict. For instance, an image may have the global shape of an air-
plane but the local texture of a cat. If the network classifies such image
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as an airplane, the decision would be judged as shape-consistent; if it
classifies the image as a cat, it would be judged as texture-consistent;
and otherwise, it would be judged as incorrect (depicted as ‘neither’
in Figure 4.2 and Supplemental Figure 4.6).

4.7.8 Invariance analysis

For the invariance analysis reported in Figures 4.3C-E, we computed
the correlations between unit activations, which were concatenated for
3000 test set items (3 images per ImageNet class) for three separate
image manipulations we carried out: full-color vs. grayscale (Figure
4.3C), full-frequency vs. blur (using a Gaussian blur with a sigma of 4)
(Figure 4.3D), and full-contrast vs. reduced contrast (with a contrast
reduction factor of 0.5) (Figure 4.3E). The correlation was thereby
calculated for each unit flattened over the dimensions and all the test
images.
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5.1 abstract

Human perceptual development evolves in a stereotyped fashion, with
initially limited perceptual capabilities maturing over the months or
years following commencement of sensory experience into robust
proficiencies. This review focuses on the functional significance of
these developmental progressions. Specifically, we review findings
from studies of children who have experienced alterations of early
development, as well as results from corresponding computational
models, which have recently provided compelling evidence that spe-
cific attributes of early sensory experience are likely to be important
prerequisites for later developing skills in several perceptual domains
such as vision and audition. Notably, the limitations of early sensory
experience have therein emerged as scaffolds, rather than hurdles,
being causally responsible for the acquisition of later perceptual pro-
ficiencies, while dispensing with these limitations has the perhaps
counter-intuitive consequence of compromising later development.
These results have implications for understanding why normal trajec-
tories of perceptual development are sequenced in the way that they
are, help account for the perceptual deficits observed in individuals
with atypical histories of sensory development, and serve as guide-
lines for the creation of more robust and effective training procedures
for computational learning systems.

5.2 keywords

adaptive initial degradations; visual development; late sight-onset;
prenatal hearing; deep networks
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5.3 introduction

Many aspects of human perceptual development exhibit a consistent
choreography in terms of how they unfold over time. A typically-
developing infant starts out with limited perceptual capabilities at
birth and progressively acquires greater proficiencies over the ensuing
months and years. For instance, in the domain of visual perception, the
development of contrast sensitivity, resolution acuity, color sensitivity,
and the presence of neural noise (Dobkins et al., 1997; Kiorpes, 2016;
Lenassi et al., 2008; Skoczenski and Norcia, 1998) illustrates how
initially limited perceptual capabilities mature over the months and
years following birth into robust proficiencies.

5.3.1 Two views on the functional significance of early developmental limi-
tations

Our focus in this paper is to reflect on the functional significance, if
any, of these developmental progressions, evolving from limited to
proficient. There are two contrasting perspectives to consider. The first
and more traditional one treats such progressions purely as epiphe-
nomena that accompany maturation. In this view, early perceptual
limitations are inevitable outcomes of the physiological immaturities
of the underlying sensory/neural cells and circuits. Amelioration of
these immaturities over time leads, unsurprisingly, to an improvement
in perceptual proficiencies. In keeping with this view, the acquisition
of functional skills needs to surmount the challenges imposed by the
early limitations in order to attain later manifesting proficiencies.

In contrast to this perspective is the more recent proposal that initial
perceptual limitations may not be hurdles, but rather act as scaffolds.
Instead of merely being secondary consequences of physiological
maturation, they may play a primary role in causally shaping sub-
sequent development, by providing a drive to instantiate processing
mechanisms that prove to be beneficial later in life. In other words,
the temporal sequencing of developmental stages, from limited to
proficient, may, in fact, serve an adaptive purpose; later perceptual
proficiencies may arise not despite the early limitations, but in part
because of them. To loosely borrow Lorenz’s (Lorenz, 1963) metaphor
from which this article derives its title, early perceptual limitations
may be akin to the flapping of a butterfly’s wings, setting up small
eddies that manifest in due time as significant salutary effects on later
perceptual skills. We call this the ‘Adaptive Initial Degradation’ (AID)
hypothesis.
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5.3.2 Past support for initial degradations during development being adap-
tive

While the first viewpoint has historically been the dominant one in the
field, some past evidence has lent credence to the second perspective.
Part of this evidence is not directly from the domain of development
but nevertheless serves to motivate this perspective. This includes
work showing the effectiveness of coarse processing to facilitate fine
analysis. For instance, a coarse-to-fine approach to disparity detection
was found to be a useful strategy for the task of stereo-correspondence
(Sizintsev and Wildes, 2010). Similarly, in the context of optic flow
estimation, coarse-to-fine methods have been found to yield higher
accuracy (Anandan, 1989; Black and Anandan, 1996; Mémin and
Pérez, 2002). Exhibiting a more direct link to development, Turkewitz
and Kenny (1982) were among the first to propose that commencing
sensory experience with initially simpler stimuli renders perceptual
analysis less overwhelming, thereby supporting, rather than hinder-
ing, the acquisition of perceptual proficiencies. Further, Elman (1993)
and Newport (1988) proposed, and drew on computational simula-
tions to support their proposals, that language learning benefits from
early developmental limitations in cognitive architectures. Similarly,
Dominguez and Jacobs (2003) demonstrated that the acquisition of
binocular disparity detection is supported by the immaturity of an
infant’s visual system. These earlier studies help motivate the need
for a more comprehensive examination of the role of developmental
progressions in the context of the AID hypothesis.

5.3.3 Two recently emerged research avenues for examining the AID hy-
pothesis

Recently, two promising avenues for more directly probing the poten-
tial functional significance of initial developmental limitations have
emerged. The first lies in the assessment of perceptual skills of children
who have experienced alterations of early developmental experience
relative to their typically-developed peers. These alterations include,
for instance, periods of visual deprivation due to congenital blindness
and truncations of in-utero auditory experience due to premature birth.
These cases, although rare, present an unusual opportunity to examine
how an altered developmental progression impacts later perceptual
skills. For instance, individuals who are born blind and gain sight
later in life commence their visual experience with sensory and neu-
ral mechanisms that are more mature than a neonate’s. Hence, their
developmental trajectories effectively dispense with the initial phase
of degradations characteristic of normal development. Examining the
perceptual profiles of such individuals can be useful for assessing the
validity of the AID hypothesis, i.e., whether early degradations part
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of typical development may serve an adaptive purpose and whether
their dispensing with would result in subsequent perceptual deficits.

A second avenue that has emerged even more recently, but has
already proven its utility in the developmental domain, lies in the
systematic experimentation with a variety of modern computational
model systems – most commonly, deep neural networks. While these
networks are not exact models of their biological counterparts, they
are among the most successful models for predicting human behavior
and neural responses across the sensory hierarchy (Cadena et al., 2019;
Lindsay, 2021; Schrimpf et al., 2020; Storrs et al., 2021) and can thereby
serve as useful approximations of sensory processing mechanisms.
Crucially, these systems offer a systematic methodology for directly
examining the consequences of controlled manipulations of sensory ex-
perience that experiments with humans, for both ethical and practical
reasons, do not provide. Specifically, one can expose (or ‘train’) a deep
neural network, whose processing machinery is formed (or ‘learned’)
directly in response to the inputs it is exposed to, on several temporal
progressions of sensory inputs. While some of these can be chosen
to be ‘biomimetic’ in the sense that it recapitulates certain aspects
of typical development (e.g., comprising the presentation of visual
inputs that transition from initial blurring to later high-resolution),
others can serve as non-developmental controls (e.g., sets of visual
stimuli incorporating exclusively high-resolution images from the start
of network training). Following exposure to these different types of
experiential history, one can then examine the consequences on the
systems’ performance on defined perceptual tasks, akin to how per-
ceptual proficiencies of typically- and atypically-developed children
are being examined. In addition, one can also probe the consequences
of the different training regimens on the learned inner workings (or
‘representations’) of the networks, which can be quantitatively related
to cortical processing in the biological system (Kriegeskorte, 2015;
Schrimpf et al., 2020).

Taken together, these empirical and computational studies can fruit-
fully complement each other and help to broadly establish the poten-
tial functional significance of initial limitations in sensory development
for the acquisition of later perceptual skills.

5.3.4 Aim and structure of this paper

Recent findings from both of the aforementioned empirical and com-
putational studies, from our lab and others, have provided compelling
evidence in favor of the AID hypothesis, attesting to specific attributes
of early sensory experience likely being important prerequisites for
later developing skills in several perceptual domains. Notably, the
‘limitations’ of early sensory experience have therein emerged as being
causally responsible for later proficiencies, whereas dispensing with
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these limitations has the perhaps counter-intuitive consequence of
compromising later development. Here, we focus on reviewing and
discussing these findings to examine the plausibility of the adaptive
initial degradation hypothesis along several visual and auditory per-
ceptual dimensions. For each dimension, we briefly describe the basic
developmental progression, a hypothesis for how the initial limitations
might be adaptive, and, whenever applicable, past behavioral and/or
computational tests of these.

5.4 an examination of the aid hypothesis in the context

of visual acuity

5.4.1 The developmental progression of visual acuity in typically-developing
and late-sighted individuals

Typically-developing infants begin to experience the visual world with
strikingly poor acuity – below 20/600 (Courage and Adams, 1990;
Dobson and Teller, 1978) – which is mostly attributable to immaturities
in the retina (Banks and Bennett, 1988; Yuodelis and Hendrickson,
1986) and visual cortex (Jacobs and Blakemore, 1988; Kiorpes and
Movshon, 2004). Throughout the developmental time course, these
immaturities steadily diminish, resulting in 20/20 vision after a few
years of life (Daw, 2014).

This developmental trajectory, characterized by steady improve-
ments in visual acuity, markedly differs from that of a child that is
born with bilateral cataracts and gaining sight later in life. For such
individual, the retina and visual cortex keep maturing despite the lack
of visual inputs, such that upon eventual cataract removal, her initial
acuity is far exceeding that of a newborn (Banks and Crowell, 1993;
Boas et al., 1969; Hendrickson and Boothe, 1976; Wilson, 1993).

5.4.2 A hypothesis for how initially low visual acuity may be adaptive

Although it might intuitively appear suboptimal to commence visual
experience with poor acuity, given the weaker stimulus quality it of-
fers, the following provides a rationale, in accordance with the AID
hypothesis, for how it might, in fact, be beneficial. Significantly re-
duced acuity, as is characteristic of normal development, effectively
induces visual blur. Small segments in blurry images do not carry
enough sensory information to allow for informative inference upon
the external environment. To nevertheless be able to detect meaning-
ful patterns in the visual world, integration over spatially extended
areas is necessary (Kwon et al., 2016). To the contrary, having access
to high-resolution imagery right from the beginning would render
the instantiation of such spatial integration mechanisms superfluous,
considering that even local processing would suffice for visual dis-
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Figure 5.1: An intuition for the potential benefits of commencing visual
experience with initially reduced acuity. A. A small segment of
a blurry image proves insufficient for visual discrimination. It
therefore necessitates integration across larger spatial extents. B.
A small segment of a high-resolution image may well suffice
for visual classification, thereby rendering the development of
extended spatial integration superfluous

crimination in such circumstances (Ince et al., 2015; Smith and Schyns,
2009). This intuition is illustrated in Figure 5.1.

Stated differently, the poor initial visual acuity characteristic of
normal development might provide a basis for inducing extended
spatial integration mechanisms that, consistent with the AID hypoth-
esis, would facilitate perceptual analyses later in life. Following the
AID hypothesis, commencing visual experience with abnormally high
acuity instead, as it happens with late-sighted individuals, might re-
sult in compromised spatial integration and, consequently, in reduced
performance on tasks crucially reliant on it.

5.4.3 Evidence from empirical studies with late-sighted individuals

Several years ago, we have had the unusual opportunity to test the
above hypothesis through our meeting with a young boy, RK, from
China. RK had been born blind, with dense cataracts, and was placed
in an orphanage soon thereafter, not able to receive treatment until
the age of 4.5 years. Two years after his surgery, an American family
adopted him and observed that despite being otherwise visually pro-
ficient, RK kept having difficulty recognizing people’s faces. Upon the
parents’ request, we invited RK to our lab at MIT and, in accordance
with their observations, found that he performed well on a variety of
basic visual tests except for face identification (Vogelsang et al., 2018).
A review of the literature revealed that RK’s specific face recognition
deficit is consistent with results that have previously been reported in
other children who had undergone treatments for congenital cataracts
(De Heering and Maurer, 2014; Geldart et al., 2002; Putzar et al., 2010),
notably even when treatment took place already within the first year
of life.
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These findings, attesting to early visual deprivation leading to
deficits in facial identification while other basic visual proficiencies
appear to not be significantly affected, can well be accounted for by
the AID hypothesis. Specifically, extended spatial integration is known
to be a requirement for the detection of configural visual relationships,
which play an especially important role in the identification of faces
(Goffaux et al., 2005; Peterson and Rhodes, 2003; Richler and Gauthier,
2014; Taubert et al., 2011; Young et al., 1987). Considering that, due to
delayed onset of sight, the initial visual acuity is abnormally high (in
the case of RK, he began seeing with 20/40, instead of 20/600, vision),
the AID hypothesis predicts that the development of extended spatial
integration is compromised, resulting in reduced performance on such
tasks as face identification that rely on it heavily, while not affecting
more basic visual tasks. These predictions were empirically confirmed
(Vogelsang et al., 2018).

It is important to note that the selective impairment of facial identi-
fication has previously also been accounted for as the manifestation
of a face-specific critical period (Rivolta, 2014; Röder et al., 2013) –
the idea that the perceptual and cortical specialization needed for the
emergence of proper face identification abilities requires exposure to
faces early in life and cannot be made up for later (Arcaro et al., 2017;
De Schonen and Mathivet, 1989; Geldart et al., 2002; Nelson, 2001).
While such an account cannot be entirely ruled out on the basis of
the above experiments alone, the AID hypothesis does not assume the
effect to be specific to the domain of faces, and therefore has the ad-
vantage of parsimony. Future experimentation on the potential neural
mechanisms underlying such behavior (see next section) as well as
further empirical studies investigating the performance of late-sighted
individuals on such additional tasks requiring spatial integration as
contour integration (Field et al., 1993), motion coherence (Newsome
and Pare, 1988), and symmetry detection (Dakin and Herbert, 1998),
can contribute to further disentangling these two theoretical proposals.

5.4.4 Evidence from computational simulations

As noted in the introductory section of this paper, systematic experi-
mentation on deep neural networks as computational model systems
can add support of the AID hypothesis to that derived from empirical
studies of late-sighted individuals. Key to their utility is that they allow
for the deliberate manipulation of experiential history and a systematic
examination of the system’s resulting inner workings and perceptual
proficiency. To this end, we had conducted a computational study,
as detailed in Vogelsang et al. (2018), in which we exposed different
instances of a deep convolutional neural network (Krizhevsky et al.,
2012) to a dataset of face images (Ng and Winkler, 2014), while system-
atically varying the amount of blur applied to the images throughout
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training. Specifically, motivated by, and serving as a rough proxy of,
biological development, we utilized a ‘biomimetic’ regimen, in which
we exposed the network to blurred images for the first half of training,
followed by exposure to high-resolution imagery for the second half
(we term this the ‘low-to-high’ regimen). To allow for a comprehensive
comparison, we also trained three additional instances of the net-
work using ‘non-biomimetic’ control regimens: ‘high-to-low’ (training
on high-resolution followed by low-resolution images, i.e., following
an inverse-developmental order), ‘low-only’ (training on exclusively
low-resolution images), and ‘high-only’ (training on exclusively high-
resolution ones). We then examined two aspects of the differently
trained network instances. First, we evaluated their ‘receptive fields’
(RFs) in the first convolutional layer, which are in rough analogy to
receptive fields found in the visual cortex and whose shapes, which
are sculpted in response to the stimuli that the network is exposed to
during training, are indicative of the spatial extent with which visual
features are integrated. Second, we tested the four trained network
instances’ ability to identify faces, considering the reliance of this
ability on spatially extended analyses (Peterson and Rhodes, 2003;
Young et al., 1987), across different levels of blur.

Examining the networks’ learned receptive fields, we found that
exposure to exclusively low-resolution images, relative to exposure
to exclusively high-resolution images, resulted in markedly extended
receptive field structures (see Figures 5.2A), indicative of the network’s
use of more long-range spatial relationships. Interestingly, as is evident
in the biomimetic ‘low-to-high’ regimen, the large RFs established
through initial training with blurred imagery did not exhibit any
shrinkage when later exposed to high-resolution ones. This is in stark
contrast to the inverse-biomimetic training regimen, where RF sizes
increased strongly when high-resolution training was followed by
training with blurred imagery (see Figure 5.2B). This marked effect
of ordering indicates that initially large RFs may represent more
stable and more generally useful processing blocks, therefore obviating
the need for their later adjustment. More closely examining training
protocols in which initial training on blurry images was followed by
training on high-resolution imagery, we further found that even short
periods of exposure to initially blurry imagery (here, around 20% of
the entire training phase) were sufficient to induce stably large RFs (see
Figure 5.2C). Thus, even the short period of low acuity that humans
exhibit early in infancy might well suffice for the establishment of
stably large receptive fields.

Further evaluation of network performance on a face identification
task, tested on high-resolution images as well as others with several
different degrees of blurring, revealed remarkable differences between
training regimens. Most notably, the biomimetic model (i.e., the one
trained with the developmentally-inspired ‘low-to-high’ regimen) pro-
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Figure 5.2: A. Receptive fields emerging from training on high-only and
low-only regimens. Low-acuity experience leads to larger RFs. B.
Impact of different training paradigms on RF sizes. The low-to-
high model exhibits almost no shrinkage in RF size, relative to the
low-only model C. When training begins with blur and proceeds
with high-resolution imagery, having as little as 20% of the whole
training be on blur proves sufficient for the system to produce
stably large RFs D. Impact of different training paradigms on
performance: the low-to-high model exhibits the most generalized
performance. These plots were adapted from Vogelsang et al.
(2018).
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duced the most superior and generalized classification performance
across all resolution levels, by correspondence to the largest area under
the curve and lowest decay as a function of blur (see Figure 5.2D, black
curve). To the contrary, the inverse-developmental regimen (‘high-to-
low’; blue curve) resulted in especially poor generalization across blur,
even though it had been trained with the same set of images as the
biomimetic one, only in reverse order. Thus, the superior performance
of the low-to-high models appears to be a direct consequence of the
initial exposure to degraded imagery, akin to the sensory experience
of typically-developed infants.

These computational results, published in Vogelsang et al. (2018),
lend additional support to the AID account and the proposal that ini-
tial experience with degraded imagery may help set up receptive fields
capable of encoding image structure over extended spatial extents.
This, in turn, helps reduce reliance on local features and improves
generalization performance across a range of image resolutions.

5.4.5 Further computational studies

The publication of the work presented above has elicited several re-
sponses. For instance, Jinsi et al. (2023), in support of the HIA proposal,
demonstrated that gradual low-to-high-resolution training regimens
improve basic-level as well as subordinate-level categorization perfor-
mance, therefore attesting to the functional significance conferred by
training with initially degraded visual inputs. In addition, Jang and
Tong (2021) confirmed the findings of blurry-to-high-resolution train-
ing inducing greater robustness to blur for the task of face recognition.
However, they did not find this specific effect in the context of broader
object recognition, thereby highlighting potential differences in the
holisticness of processing between the two types of tasks. Further,
although not in the specific context of developmental progressions,
Kong et al. (2022) showed that convolutional neural networks that
developed comparatively lower spatial frequency preferences were
more aligned with the spatial frequency tuning of cells found in the
primary visual cortex of macaque monkeys, and also induced the
model to exhibit greater robustness to image perturbations; leaving
it to future work to examine the specific relationship to developmen-
tal trajectories commencing with initially low acuity. Finally, it is
worth pointing out that, as highlighted in the response to the article
of Vogelsang et al. (2018) by Katzhendler and Weinshall (2019), the
generalization performance of the low-to-high-resolution regimen,
although markedly superior to those of the high-to-low, low-only, or
high-only regimens, does not fully reach the level of a brute-force
data augmentation training regimen in which blur levels would be
mixed throughout training. However, as commented on in Vogelsang
et al. (2019), such mixed regimens, though straightforward to probe
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computationally, do not appear to be easily implementable biologi-
cally. As such, the low-to-high-resolution trajectory observed in typical
development might be the most suitable compromise between biologi-
cal feasibility and generalization performance. Thus, the inferiority of
developmentally-inspired training to fully augmented mixed regimens
does not invalidate the AID account but rather attests to the remaining
pieces of the puzzle of bringing developmental insights into machine
learning practice.

5.5 examining the aid hypothesis beyond the visual do-
main : prenatal experience in the auditory modality

5.5.1 The developmental progression of temporal frequency sensitivity in
prenatal hearing

Beyond the domain of vision, the AID hypothesis may apply across
additional key dimensions of sensory development. A particularly
striking case is the auditory analog of visual acuity, in which the
developmental progression from limited to proficient does not tran-
spire over the first years of life but, in fact, already begins prenatally.
Specifically, by around 20 weeks of gestational age, a human fetus
begins to be able to perceive voices and other sounds in the mother’s
external environment (Gerhardt and Abrams, 1996). However, due to
the acoustic properties of the intrauterine environment, this auditory
experience is severely limited, to almost exclusively low-frequency
sounds (Gerhardt and Abrams, 1996; Griffiths et al., 1994; Hepper and
Shahidullah, 1994).

5.5.2 A hypothesis for how degraded prenatal hearing may be adaptive

The auditory experience of a fetus being confined to a predominantly
lower frequency acoustic environment might be adaptive in a manner
akin to the case of initially poor acuity in vision. Here, brief snip-
pets of low-pass filtered auditory stimuli carrying a limited amount
of sensory information provide a drive for gathering auditory infor-
mation over extended time intervals. This drive would eventuate in
the instantiation of neural mechanisms capable of supporting such
integration of speech signals over larger temporal intervals. Given
these changes in auditory information processing capacity, the HIA
hypothesis would predict that commencing auditory experience with
initially degraded inputs, devoid of higher frequencies, will result
in extended temporal integration mechanisms and robust auditory
analyses for tasks known to be especially reliant on it, such as emotion
recognition or the analysis of other prosodic content (Ross et al., 1973;
Snel and Cullen, 2013). To the contrary, having access to high auditory
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frequencies right from the outset would be expected to preclude the
development of such mechanisms.

5.5.3 Support from computational simulations for degraded prenatal hear-
ing being adaptive

Akin to the case of spatial frequency sensitivity, we had engaged in
computational simulations, detailed in Vogelsang et al. (2023), in which
we used a convolutional neural network (Dai et al., 2017) to probe the
hypothesis of degraded inputs during prenatal hearing being adap-
tive for the acquisition of later auditory proficiencies. Specifically, we
trained our network using several different regimens (one inspired by
biological development; three others being non-biomimetic controls),
on the temporally-extended task of emotion classification (Dupuis
and Pichora-Fuller, 2010). The results from these simulations revealed
that training with an auditory trajectory approximately recapitulating
that of a neurotypical infant in the prenatal to postnatal period (i.e.,
transitioning from low-frequency to full-frequency inputs) resulted
in temporally-extended receptive field structures in the first convolu-
tional layer (analogous to the extended spatial receptive fields in the
case of visual acuity) (see Figure 5.3C). Specifically, the receptive field
structures were closer to those of a network trained exclusively on
low frequencies than to those of a network trained exclusively on high
frequencies (see Figures 5.3A-C). Furthermore, the developmentally-
inspired model yielded the best subsequent generalization perfor-
mance for emotion recognition on full-frequency and low-pass filtered
speech snippets (see Figure 5.3D). These results reveal a remarkable
correspondence between the visual and auditory modalities. They
confirm the AID hypothesis’ predictions that commencing auditory
development with degraded, approximately low-pass filtered stim-
uli benefits later auditory proficiency, and also point to a potentially
domain-general phenomenon.

5.5.4 Empirical validation from prematurely born infants

Interestingly, the computationally derived results, suggestive of the
detrimental consequences of commencing auditory development with
full-frequency inputs right from the start, instead of featuring initially
low-pass filtered ones, are corroborated by data from prematurely
born infants. Such individuals, whose experience with exclusively low-
frequency sounds is artificially cut short, and who are almost immedi-
ately immersed into an environment teeming with high frequencies,
have been shown to later exhibit impairments in the processing of
the low-frequency structure of sounds, with resulting performance
detriments on prosodic processing and emotion recognition, despite
having near-normal punctate acoustic detection thresholds (Amin et
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Figure 5.3: A&B. Spectral distribution of first-layer receptive fields in the
network trained on exclusively low-frequency (A) and exclusively
full-frequency (B) inputs. Colors code for normalized power. The
results clearly show that exclusively-low training induces audi-
tory receptive fields tuned to lower frequency content, relative
to training on exclusively-full frequencies C. Kernel density esti-
mation plot of the distribution of filters’ peak frequencies for all
networks, illustrating that training with the biomimetic regimen
(‘low-to-full’ training) results in receptive field structure more sim-
ilar to exclusively-low than to exclusively-full training. D. Mean
and standard error of 10-fold cross-validated emotion recognition
performances on full-frequency and various low-frequency test
sets, demonstrating the generalization benefits of the low-to-full
regimen in terms of performance on emotion recognition. These
plots are adapted from Vogelsang et al. (2023).
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al., 2015; Gonzalez-Gomez and Nazzi, 2012; Ragó et al., 2014). Taken
together, the computational and empirical studies presented above
make a compelling case for the adaptiveness of the degraded stimulus
quality that is part of prenatal hearing.

5.6 potential butterfly effects beyond low-to-high spa-
tial or temporal frequency progressions

In addition to the developmental progression of low-to-high spatial
frequencies in the visual domain and low-to-high temporal frequen-
cies in the auditory domain, several other dimensions of perceptual
development bear great promise for featuring additional ‘butterfly
effects’. While their empirical and/or computational validation is yet
to come by, we present hypotheses of their potential adaptiveness for
some of these dimensions below.

5.6.1 Color sensitivity

Studies on infant color vision, dating back to over a century ago (re-
viewed in Bornstein, 2006), strongly indicate that newborns are func-
tionally color-deficient, in all three cone types (Adams and Courage,
2002; Suttle et al., 2002). These deficiencies are marked before eight
weeks of age and gradually diminish by around 4-5 months of age
(Kellman and Arterberry, 2007). How, if at all, might initial limitations
in color sensitivity serve an adaptive role for later visual performance?
We can draw upon the above work on acuity development to for-
mulate a tentative answer. Analogously to immediate access to high
spatial frequencies appearing to have the unfortunate consequence
of constraining receptive fields to encode only local details, at the
expense of extended spatial structures, the AID hypothesis would
posit that, in the color domain, rich color information at the outset of
vision may induce the developing image representations to strongly
incorporate color cues, making the system overly reliant on such cues,
and brittle when confronted with chromatic changes. Impoverished
color information, as experienced by a typically developing infant,
may help avoid this inducement. It remains to be seen whether this
might, in part, explain our remarkable ability to recognize objects in
grayscale images without much loss of accuracy (Biederman and Ju,
1988; Rossion and Pourtois, 2004).

5.6.2 Joint acuity and color progressions in the visual domain

While we have, thus far, discussed different developmental progres-
sions independently, in real biological systems, these progressions
are joint ones. For instance, both visual acuity and color sensitivity
improve with age, albeit at different rates. Incorporating this joint
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development bears the potential of providing additional insights into
visual function. One possibility could be the ability to explain a promi-
nent organizing principle of response properties observed in the mam-
malian visual pathway. Several studies (e.g., Livingstone and Hubel,
1988; Van Essen et al., 1992) have reported that cells in the visual path-
way can be broadly segregated into two groups: The magnocellular
group exhibiting low-spatial frequency selectivity and low chromatic
sensitivity; and the parvocellular group exhibiting high spatial fre-
quency selectivity and high chromatic tuning. While this distinction is
widely accepted, its genesis is unknown. The joint progression of color
and acuity might provide a potential resolution: The start of visual
experience is accompanied by low acuity and poor color sensitivity;
hence, the cell response properties that emerge at this time could come
to jointly encode these two attributes. But, as development progresses,
higher acuity and richer color information become available, and the
later developing cells may jointly encode these properties. Hence, the
joint coding of low spatial frequency and low color information in
some units, and high spatial frequency and high color sensitivity in
others, could potentially be an outcome of the co-occurrence of these
attributes at different time points during development.

5.6.3 Language

The applicability of the AID hypothesis might not only generalize
across several dimensions of sensory development but could even
extend into more cognitive ones, such as language acquisition. Specifi-
cally, the analysis of labels supplied by caregivers for visual entities in
a child’s environment reveals that the indicated categories progress
from basic to subordinate: the parent of an infant is likely to point to
a German shepherd, or a Scottish terrier, or a dachshund, and label
them all as ‘dogs’; only later would the subordinate distinctions be
explicated (Callanan, 1985). Linguistic labels experienced by a young
human learner therefore follow a coarse-to-fine progression. One pos-
sibility in which incorporation of such category hierarchy may impact
the acquisition of visual classes, and the ability to learn visual features
that can capture that hierarchy, is that the initial phase of training with
basic-level labels may induce the system to identify characteristics that
are common across the sub-categories (Gelman and Heyman, 1999;
Keates and Graham, 2008; Lupyan, 2008; Lupyan et al., 2007; Wax-
man, 1999; Waxman and Booth, 2001, 2003; Waxman and Hall, 1993;
Waxman and Markow, 1995). The immediate requirement to learn
sub-categories may, on the other hand, build in a bias towards features
that distinguish between the subclasses at the expense of detecting
commonalities (Dewar and Xu, 2007, 2009; Feigenson and Halberda,
2008; Ferguson et al., 2015; Keates and Graham, 2008; Landau and
Shipley, 2001; Scott and Monesson, 2009; Waxman and Braun, 2005; Xu,
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2002; Xu et al., 2005; Zosh and Feigenson, 2009). This would render it
difficult to subsequently group the sub-categories into a larger equiva-
lence class. Further, starting with basic level categories and setting up
corresponding representations may allow for the acquisition of sub-
categories with relatively few exemplars for each subclass, just enough
to augment the basic level representation. Thus, the ‘biomimetic’ la-
bel progression may help set up basic visual representations, which
can then, upon the availability of subordinate labels, enable rapid
acquisition of hierarchical class structure. This would yield visual
representations that conform to a natural hierarchical category struc-
ture and might be one of the origins of why we exhibit a remarkably
robust ability to group diverse exemplars into basic categories (such
as categorizing Dalmatians, Alsatians, and chihuahuas all as ‘dogs’).

While systematic empirical and/or computational investigations of
the potential ‘butterfly effects’ presented above are yet to come by,
they are illustrative of the potential of broadening the AID hypothesis
to additional key dimensions of perceptual development.

5.7 discussion

In this paper, we have reviewed recent findings from empirical and
computational studies, from our lab and others, that have provided
compelling evidence for the proposal that initial degradations in early
sensory experience are likely to be scaffolds, rather than hurdles, for
the acquisition of later perceptual skills.

There are a few important caveats to be pointed out. First, the
computational results presented were derived from simulations with
convolutional neural networks as computational model systems. The
fealty to these networks is not intended to assert that they are perfect
biological models. However, they can meaningfully complement the
presented empirical studies by allowing for a more direct examina-
tion of the impact of specific training regimens while being rough
proxies of the biological system. Similarly, the biomimetic training
regimens are designed to capture the basic structure of developmental
progressions but not all the details. This is admittedly a limitation, but
a reasoned one. A rough approximation may be adequate to validate
the AID hypothesis, and trying to achieve hyper-fidelity is likely to be
subject to diminishing returns – some of the fine-grained details of de-
velopmental progressions may be specific to ’hardware’ and may not
contribute significantly to our understanding of how developmental
change impacts skill acquisition.

From the perspective of artificial intelligence, as pointed out in
Katzhendler and Weinshall (2019), mimicking the specific develop-
mental staging from limited to proficient may not be favored over an
artificially-engineered approach, in which the ordering of degraded
and non-degraded stimuli would be a randomly mixed one, lacking im-
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plementational feasibility in the developing biological system. Further,
our proposal bears conceptual linkages with the notion of curriculum
learning (Bengio et al., 2009; Hacohen and Weinshall, 2019), whose
overarching idea is to “organize the [training] examples into gradually
more complex ones” (Bengio et al., 2009) and has been suggested
to benefit the speed of training convergence and generalization. Our
proposal is a particular variant of this general strategy as, of the many
possible curricula, we investigate those that transpire developmentally.
Such sequencing may not necessarily be consistent with the lower to
higher complexity scheme of conventional curriculum learning. Hence,
while there are important linkages to be drawn between developmen-
tal progressions and typical curricular sequences, the former merit
further independent study in their own right to reveal whether the
choreography of biological development is especially beneficial for
learning outcomes.

Finally, it is worth pointing out that the finding that certain aspects
of development appear to prove beneficial for subsequent performance
does not prove that they are intended to produce those effects. The
benefits could nevertheless be epiphenomenal. Further, while we have
discussed butterfly effects across several perceptual dimensions, it is
important to note that some kinds of perceptual proficiencies are likely
to not find their roots in initial developmental degradations. To the
contrary, the early availability of some of these proficiencies might, in
fact, be causally responsible for supporting the development of other
proficiencies. A differential examination of the developmental profiles
of these factors might, in the future, thus, provide further insight into
their interactions.

5.8 conclusion & implications

Notwithstanding the above caveats, we believe that the reviewed work
on the AID hypothesis has far-reaching implications for the domains
of developmental science, artificial intelligence, and clinical practice.
First, from the developmental science perspective, a comprehensive
understanding of perceptual development requires that descriptions of
developmental stages be augmented with hypotheses about their func-
tional significance. Findings from the presented work are providing
such hypotheses, and thereby an account for why normal perceptual
development follows its stereotypical trajectories. The converging em-
pirical and computational evidence presented thus far already makes
a compelling case for the applicability of the HIA proposals to the
domains of visual acuity and prenatal hearing, with the generalization
to additional dimensions of sensory development yet to be explored.

For the domain of artificial intelligence, despite the stated limi-
tations, biomimetic regimens can, in certain scenarios, already now
guide the creation of training strategies for improving deep networks,
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as shown, for instance, in the context of visual acuity-inspired cur-
ricula for medical image classification (Basu et al., 2022; Chen et al.,
2023). More generally, the presented work illustrates the potential ben-
efits of incorporating aspects of human development into the design
of training routines for deep networks. The latter has more broadly
also been elaborated on in Zaadnoordijk et al. (2022), in which the
researchers highlight three insights from infant development that
could help further improve unsupervised machine learning, to wit: an
infant’s guided and constrained information processing, the presenta-
tion of diverse and multimodal inputs, and the shaping of inputs by
development and active learning. In addition, the current work also
serves as an example of how machine learning systems can be used to
investigate biological development.

Finally, from the applied clinical perspective, millions of children
suffer from conditions such as premature births, deafness, and congen-
ital cataracts that alter their early sensory experience. It is important
to have accurate prognoses for how atypical early experiences are
going to impact later proficiencies, so that appropriate rehabilitative
interventions can be designed. The presented work can provide the
principles for formulating such prognoses and interventions. For in-
stance, in the case of premature births, neonatal ICUs do not typically
allow newborns to be exposed to primarily low-frequency sounds
(Lahav, 2015). To the contrary, if any auditory interventions are ap-
plied, they are typically focused on the presence of musical sounds
(De Almeida et al., 2020; Loewy et al., 2013; Lordier et al., 2019) or
the induction of complete silence (Altuncu et al., 2009; Milette, 2010).
One possibility to improve the current clinical standard would be to
filter environmental sounds with an approximation of the acoustic
properties of the intrauterine environment. Similarly, in the case of late
restoration of congenital blindness, instead of exposing newly sighted
children to high-quality visual inputs immediately following surgery,
it might prove beneficial to artificially limit the stimulus quality ini-
tially and gradually increase the complexity of environmental stimuli
thereafter. While, as of now, many of these rehabilitative measures
are just speculation; considering that the presented work was seeded
by our meeting RK, it would be deeply gratifying to see it having
implications for clinical practice and a meaningful impact on the lives
of many other children like him.
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6.1 abstract

It is unknown whether visual memory capacity can develop if on-
set of pattern vision is delayed for several years following birth. We
had an opportunity to address this question through our work with
an unusual population of 12 congenitally blind individuals ranging
in age from 8 to 22 years. After providing them with sight surgery,
we longitudinally evaluated their visual memory capacity using an
image-memorization task. Our findings revealed poor visual memory
capacity soon after surgery but significant improvement in subsequent
months. Although there may be limits to this improvement, perfor-
mance 1 year after surgery was found to be comparable with that
of control participants with matched visual acuity. These findings
provide evidence for plasticity of visual memory mechanisms into
late childhood but do not rule out vulnerability to early deprivation.
Our computational simulations suggest that a potential mechanism
to account for changes in memory performance may be progressive
representational elaboration in image encoding.

6.2 keywords

cognitive development, visual memory, impact of early visual depri-
vation, late sight onset

6.3 statement of relevance

Humans exhibit impressive visual memory from early in life. What are
the roots of this proficiency? Specifically, does its development depend
on early visual experience? These fundamental questions have proven
difficult to answer given the challenges of working with neonates and
the ethical impossibility of limiting their visual experience. We had the
opportunity to address this issue through our work with an unusual
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group of children, those who had been born blind and did not receive
treatment for several years. We provided them with sight surgeries
and then longitudinally studied the development of visual memory
capacity. Our results revealed a steady improvement in their memory
performance and indicated the feasibility of neural change even late in
childhood. We also describe computational simulations that provide
hints about the possible nature of neural changes underlying the
observed improvements in visual memory performance.

6.4 introduction

Given the crucial role visual memory plays in enabling many aspects
of cognitive function, it is not surprising that visual memory develops
very rapidly. Visual memory capacity increases significantly over the
first year of life (Rose et al., 2001; Ross-sheehy et al., 2003) and con-
tinues to increase with age in childhood (Cowan et al., 2011; Riggs
et al., 2006; Simmering, 2012; Walker et al., 1994). Children as young
as 4 years of age spontaneously encode a high degree of visual detail.
They exhibit high fidelity in their visual memory capacity over a large
set of items not only for basic-level categories but also for unique
details and information about the position and arrangement of parts
(Ferrara et al., 2017). By adulthood, humans come to possess the abil-
ity to remember several thousand images, which manifests as high
accuracy in immediate recognition tests (Brady et al., 2008; Madigan,
2014; Nickerson, 1965; Shepard, 1967; Standing, 1973; Standing et al.,
1970). This impressive performance has even led some researchers to
speculate that picture-memory capacity may be essentially unlimited
(Yuille, 2014).

Notwithstanding evidence of excellent picture-memory capacity,
several questions about the development of this ability remain open.
One of these concerns the role of early visual experience: Can visual
memory develop even if visual experience is precluded in the first sev-
eral years of life? Past research on animals has shown that early visual
deprivation can cause dramatic changes in neural organization that
have a profound impact on many visual functions (Hubel and Wiesel,
1970). Human studies of recovery after congenital blindness have
shown similar trends (Lewis and Maurer, 2005; Ostrovsky et al., 2006).
Early visual deprivation is found to have profound consequences on
the subsequent development of various low-level visual functions,
such as acuity, contrast sensitivity, and motion coherence (Braddick
et al., 2003; Cobb and MacDonald, 1978; Ellemberg et al., 2002; Kalia et
al., 2014; Sinha and Held, 2012). Other studies of visual function after
treatment of congenital blindness suggest that early deprivation also
impairs high-level aspects of vision, such as object and face recognition
(Fine et al., 2003; Gregory and Wallace, 1963; Sacks, 1995; Valvo et al.,
1971; Von Senden, 1960). Even relatively short periods of deprivation
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ranging in duration from 2 to 6 months after birth have been shown
to have significant detrimental consequences on face-recognition skills
(Le Grand et al., 2001; Lewis and Maurer, 2005; Maurer et al., 2005,
2007). Given this evidence of compromised visual perception after
late sight onset, and the suggestion from several studies (reviewed
in Slotnick, 2004) that visual memory and visual perception recruit
common neural substrates, it is possible that visual memory may be
vulnerable to early deprivation in the same way that visual perception
is. However, there are also plausible reasons to expect resilience of
memory resources. A notable one is the possibility of memory be-
ing amodal, catering to and sustained by incoming information from
multiple sensory modalities. In this perspective, visual deprivation
leads to a diminution, rather than elimination, of input to the amodal
memory store. Reports such as those of Wolbers et al. (2011) point to
the biological feasibility of such a proposal. Taken together, the mixed
nature of past results highlights the difficulty of definitively predicting
how visual deprivation would impact the subsequent development
of image memory. Accordingly, our goal here was to examine this
question empirically by investigating whether the development of
visual memory capacity is impacted by early and extended visual
deprivation.

We have had an opportunity to address this question as part of a
humanitarian and scientific initiative, Project Prakash (Sinha, 2013),
that is intended to alleviate curable childhood blindness in the devel-
oping world while also addressing scientific questions about visual
development. As part of this effort, we provide free surgical treatment
to congenitally blind children and study changes in their visual skills
and associated neural reorganization as the children gain visual expe-
rience. Working with this unusual population provides a glimpse into
the impact of early visual deprivation on visual skill acquisition and
the interplay between nature and nurture during that process.

In the present study, we followed the development of visual mem-
ory in 12 newly sighted Prakash patients. Participants performed an
old/new task that involved memorizing a set of images and then
completing a recall task in which they were asked to identify the
memorized items from a larger collection that included previously
seen images and novel distractors. The sets to be memorized differed
in their cardinalities (i.e., the number of images to be memorized) and
the semantic information that they contained (images of natural scenes
vs. abstract paintings). The real and abstract sets were comparable in
low-level image properties such as luminance and spatial frequency.
We were thus able to examine the posttreatment development of vi-
sual memory capacity and, using the two types of stimulus sets that
differed in their semantic content, also focus the investigation to study
the potential emergence of meaning as a modulator of this capacity.
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Previous studies that investigated whether meaning influences mem-
ory have typically done so with linguistic stimuli; relatively few stud-
ies have examined this issue purely in the visual domain. Notably,
Bellhouse-King and Standing (2007) compared visual memory perfor-
mance of concrete, regular abstract, and diverse abstract pictures. The
investigators found that meaningfulness is not necessary for effective
picture memory but does appear to facilitate it. They found that even
quite meaningless visual designs can be recognized at well above
chance level, provided that they are sufficiently distinctive so that they
are not confused with each other. However, the abstract images used in
the study were pictures of snowflakes (regular abstract) and groupings
of simple geometrical figures such as triangles, rectangles, and circles
(diverse abstract), so all patterns belonged to the same conceptual class
(snowflakes) or shared the same small set of constituent elements.

Building on this past work, we sought to address the primary
question of whether visual memory capacity could develop even after
several years of congenital blindness and, secondarily, whether and to
what extent image semantics contribute to memory capacity.

6.5 method

6.5.1 Participants

We recruited two groups of participants. The first group comprised
12 newly sighted Prakash patients (six females) ranging in age from
8 to 22 years (M = 12.8 years). The size of the experimental group
was determined by the number of children who met the inclusion
criteria (treatable congenital profound visual deprivation) during the
study period. The patients were tested prior to treatment for congen-
ital cataracts and periodically up to a year afterward. The control
group comprised 12 normally sighted schoolchildren ranging in age
from 8 to 14 years (M = 10.8 years). This study was approved by
the Massachusetts Institute of Technology Institutional Review Board
(Committee on the Use of Humans as Experimental Subjects) and the
Ethics Committee of Dr. Shroff’s Charity Eye Hospital, New Delhi,
our medical partner.

6.5.1.1 Patient group

All patients had been identified via our project’s pediatric ophthalmic
screening program in rural areas of India. All had dense bilateral
cataracts since before 1 year of age. Assessment of congenitality of
deprivation was based on parental reports, ophthalmic examination of
the eyeball and cataract morphology, and the presence of nystagmus,
which is known to be induced by profound visual impairment very
early in life (Tusa et al., 1991). It should be noted that although these
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factors render an inference of congenitality highly probable, they are
not absolutely definitive.

6.5.1.2 Preoperative assessments

We tested for light perception in all four quadrants and measured acu-
ity using the Freiberg Visual Acuity Test (Bach et al., 1996). The patient
information table (see Table 6.3 in the Supplemental Material available
online) shows that all individuals were in the category of “Profound
visual impairment (20/500–20/1000)” or “Light perception/projection
(< 20/1000),” as per classification norms followed by the American
Foundation for the Blind (2020). The anterior segment was evaluated
with a slit lamp, and the type of cataract and any associated ocular
pathology were noted. Given the patients’ dense bilateral cataracts
(which precluded fundus viewing via ophthalmoscopes), B-scan ul-
trasound was recorded before surgery in all cases to check for any
posterior segment pathology.

6.5.1.3 Intervention

Keratometry and biometry of all children were performed under
general anesthesia immediately preceding the surgery. All surgeries
were performed by a single surgeon. The patients underwent a primary
posterior capsulorhexis through the anterior route, and a foldable
acrylic posterior chamber intraocular lens was implanted in the bag.
The best refractive correction was prescribed to patients after their
sutures were removed.

6.5.1.4 Control group

Participants in the control group were recruited from a school in
New Delhi. They had normal or corrected-to-normal vision. These
participants had no history of neurological or psychiatric illness and
their socioeconomic status was matched with that of the patients.
Informed assent was obtained from all participants, and consent was
obtained from their parents.

6.5.2 Stimuli

For the stimulus sets, we compiled a database of 1,200 real-world and
1,200 abstract images. All images were cropped square and scaled
to the same size (256 × 256 pixels). Real images depicted a variety
of natural scenes including architecture, flora, fauna, vehicles, and
people (Fig. 6.1a). Abstract images were nonrepresentational paintings
drawn from several digital art archives (Fig. 6.1b). In order to deter-
mine whether the inherent discriminability of the images in the two
sets was comparable, we computed the 2D correlation coefficients of
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Figure 6.1: Example stimuli and stimulus characteristics. The top row shows
sample (a) real-world scenes and (b) abstract paintings used in
our study. The full stimulus set comprised 2,400 images (1,200

of each type). The distributions in the bottom row show 2D
correlation coefficients for all pairwise comparisons across (c) 100

randomly selected real images and (d) 100 randomly selected
abstract images.

all pairwise comparisons across 100 randomly selected real images
and 100 randomly selected abstract images. We found that the two
distributions were statistically indistinguishable (Figs. 6.1c and6.1d).
An unpaired-samples t test found that the correlation between real
and abstract images was not significant, t(9898) = −0.9364, p = .3491,
SD = 0.1626, 95% confidence interval = [−0.0095, 0.0033].

6.5.3 Experimental procedure

Our paradigm used an old/new design. During the training phase,
participants were asked to memorize multiple successively presented
images displayed for 6 s each. In each session, images were randomly
selected, without replacement, from the stimulus database. To ensure
that participants attended to the images, we also asked participants to
rate the perceived beauty of each image on a scale from 1 to 5. During
the test phase, the set of training images was augmented with an
equal number of novel distractor images. Participants had to indicate
whether they had previously seen each of the images in this test
set. Participants’ verbal responses were recorded by the experimenter.
The test session was conducted 5 min after the conclusion of the
memorization session. Images were shown on a 17-in. display under
program control using MATLAB (The MathWorks, Natick, MA) and
the Psychophysics Toolbox (Brainard and Vision, 1997). The viewing



6.5 method 157

distance was 40 cm, and stimulus images subtended 15° of visual
angle horizontally and vertically.

To assess memory capacity, we progressively increased the number
of images a participant was asked to memorize. The cardinalities we
used were 10, 20, 40, and 80. At each cardinality, participants went
through the memorization and test sessions before proceeding to
the next higher cardinality. During the last postoperative check of
newly sighted individuals and during recordings on blur-matched
controls, each participant was exposed to eight different experimental
conditions: four cardinalities (10, 20, 40, and 80) × two image types
(real, abstract). Because only a few of the newly sighted patients
carried out the experiment on set sizes of 80 at preoperative and early
postoperative time points (the high-cardinality task was found to be
exceedingly difficult at these time points), longitudinal within-subject
analyses were restricted to a combination of three cardinalities (10,
20, and 40) and the two image types. The full combination of four set
cardinalities and the two image types were taken into account for a
comparison of newly sighted patients 1 year after surgery and control
participants. Training and distractor images were unique across all
experimental conditions (no images were repeated across cardinalities).
No feedback was provided during the testing. The experiment lasted
90 min on average, and participants were free to take breaks between
blocks.

The performance of each participant was characterized by calculat-
ing d’ using the number of hits, misses, correct rejections, and false
alarms. Longitudinal-assessment data were collected at six different
time points: Once before surgery, once following each eye surgery
(which were typically 1 week apart), and 1 month, 6 months, and 12

months following surgery. Not all children contributed data to all lon-
gitudinal time points; challenges of travel from their rural domiciles to
our center sometimes prevented them from participating in follow-up
sessions. When a child was unable to perform the experimental task,
as evidenced by unvarying responses to more than 10 stimuli in a
sequence, the child’s performance for that session was marked as
equivalent to chance. Further, when a child was not able to complete
all experimental conditions for a given time point, the data were disre-
garded for our analyses. Control participants were tested while they
wore blur goggles simulating Snellen visual acuities of 20/200 and
20/500 (nonoverlapping groups of five and seven children at the two
blur levels, respectively). These two acuity values, 20/200 and 20/500,
approximated the range of postoperative acuities of the newly sighted
patients—nine of the 12 patients were strictly within this acuity range,
and three had marginally lower acuities (20/511, 20/524, and 20/543).
Relative to 20/500, these three values correspond to differences in the
logarithm of the minimum angle of resolution (logMAR) of less than
0.04, or less than one line of acuity measure, which can be considered
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Figure 6.2: Recall performance. Averaged sensitivity (d’) is shown in (a)
for real (top) and abstract (bottom) images as a function of set
cardinality (10, 20, 40) and time point relative to surgery for
congenital blindness. Participants were tested once before surgery
(pre-op), once following surgery on each eye (Post-Op 1 and Post-
Op 2, which were typically 1 week apart), and 1 month (Post-Op
3), 6 months (Post-Op 4), and 12 months (Post-Op 5) following
surgery. Recall performance is shown in (b) as a function of time
point, averaged across set cardinalities and image types. Error
bars in both panels represent 95% confidence intervals.

clinically insignificant (Jones et al., 2003; Smith, 2006). Blurring was
achieved by attaching Bangerter occlusion foils (Odell et al., 2008) to
clear safety goggles. Assessing the performance of normally sighted
participants while they were wearing blurring goggles enabled us to
titrate the effects of reduced acuity to be comparable with the newly
sighted children’s postoperative outcomes, separate from nonoptical
factors on visual memory performance.

6.6 results

As has been observed in previous studies of individuals with late sight
onset (Ganesh et al., 2014; Kalia et al., 2017), visual outcomes across
members of the experimental group can be quite variable. Despite
this variability, however, some general trends are apparent, allowing
for statistically meaningful inferences. Figure 6.2 summarizes the
newly sighted individuals’ data across time points (preoperative and
multiple postoperative assessments), set cardinalities (10, 20, and 40),
and stimulus types (real and abstract images).

To assess whether the visual working memory capacity of newly
sighted children would longitudinally improve following surgery and
whether such improvement may be due to the semantic content of
an image, we examined within-subject performance variability as a
function of set cardinality, image type, and postoperative recording
time (see Table 6.1). First, we found that performance was significantly
higher for real, compared with abstract, images (p < .001) as well as
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for lower, compared with higher, set cardinalities (p < .001). Crucially,
the analyses revealed a positive relationship between the number of
weeks following surgery and overall task performance (p < .001),
quantifying the learning process visualized in Figure 6.2. The relation-
ship between postsurgical recording time and performance further
showed a significant negative interaction (p = .017) with the set car-
dinality (i.e., the temporal improvement was more salient in lower
set sizes) but no significant interaction (p = .864) with image type
(i.e., not providing evidence for a direct link between learning and the
image semantics).

Although the aforementioned tests indicate that for the newly
sighted children, visual memory capacity improved after sight on-
set within the first post-op year, it is particularly noteworthy that
postoperative performance soon after surgery shows no improvement
relative to preoperative performance: Comparing performance before
treatment with performance a week after treatment (“Pre-Op” and
“Post-Op 1” in Fig. 6.2) showed no improvements (see 6.9 Notes). The
onset of patterned vision, therefore, does not bring about an immedi-
ate enhancement of visual memory capacity. Instead, the visual mem-
ory capacity develops only over the ensuing months, during which
children gain visual experience. To examine whether, despite early
deprivation, these performance levels would eventually reach those
of participants undergoing normal visual development, we compared
the performance of newly sighted participants 1 year after surgery
with that of control participants whose acuity was artificially reduced
to match that of the newly sighted children.

Figure 6.3 depicts the data across groups (newly sighted patients 1

year after surgery, blur-matched control participants), set cardinalities
(10, 20, 40, 80), and image type (real, abstract). Within- and between-
subject analyses revealed similar patterns in both the newly sighted
and control groups (see Fig. 6.3): Performance decreased as a func-
tion of cardinalities (p < .001; see Table 6.2) and was higher for real
relative to abstract images (p < .001). However, no significant differ-
ence emerged between the two groups (p = .609), and no significant
interaction effects between the groups and set cardinality (p = .928)
or image type (p = .085) were found. Thus, although there appear to
be differences for specific combinations of image types and set cardi-
nalities (e.g., real images with a set cardinality of 80), these differences
did not reach statistical significance.

Thus, although the previous analysis (see Fig. 6.2 and Table 6.1) es-
tablished that sight onset in itself is not sufficient to induce immediate
visual memory improvements, here we found that visual experience
for 1 year leads to visual memory patterns that are approximately
comparable with those of control participants.

We also examined possible links between improvements in memory
performance and changes in visual acuity. As documented in previous
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Figure 6.3: Recall performance on the final memory task (12 months after
surgery). Averaged sensitivity (d’) is shown for (a) real and (b)
abstract images as a function of set cardinality (10, 20, 40, 80),
separately for newly sighted children and blur-matched control
participants. Error bars represent 95% confidence intervals.

work, visual acuity shows modest improvements over time following
sight-restoring surgery (Ganesh et al., 2014). The same was true of this
cohort of children. Figure 6.7 in the Supplemental Material shows the
change in acuity and d’ as a function of time after surgery for the 12

newly sighted patients. The dashed red line depicts performance of
control participants at a blur level of 20/500. The point to note here
is that although patients’ acuity and d’ showed an improvement over
time, it took several months for their performance (d’) to be at par with
that of control participants, despite the fact that the induced blur level
in the latter was worse than the postoperative acuity of most of the
patients. Thus, there is a protracted temporal progression over which
visual memory performance develops to a level achievable by control
participants with comparable or worse induced acuity. For higher
cardinalities, performance of many of the patients remained below
that of control participants even though their acuity was better than
20/500. Hence, although the newly sighted Prakash participants did
experience longitudinal changes in their postoperative acuity, these
changes did not provide an adequate account of the improvement in
their visual memory skills. Specifically, memory performance of the
Prakash children early in the postsurgical timeline was lower than
what was feasible in principle given their acuity.

Figure 6.5 in the Supplemental Material shows a color-coded matrix
of within-subject correlations of acuity and performance over time
for all participants in the experimental group. Figure 6.6 shows the
correlations of acuity and recognition performance at the final time
point measured for all participants.

6.7 discussion

The current study explored the impact of early visual deprivation on
the later development of visual memory recall once sight is restored.
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The primary finding was that the basic ability to recall previously seen
images is initially poor at sight onset but improves significantly in the
ensuing months. Despite initially poor post-treatment performance
on all image types and cardinalities, the improvements that emerged
over time ultimately showed superior recall of real compared with
abstract images and an overall pattern that was graded as a function of
increased cardinality. Following a year of visual experience, patients’
overall performance still fell slightly, though not significantly, short of
the typically developing control participants’ performance, so we are
not ruling out the possibility that early visual deprivation may limit
the development of visual memory later in life. However, it is notable
that the effects of stimulus type and cardinality were found for both
groups of participants, suggesting that some aspects of the functional
organization of visual memory that emerge following early visual
deprivation may be similar to those that emerge from typical visual
development. Importantly, we found that the formation of high-fidelity
memory representations for semantically meaningful information
emerges slowly and depends on visual experience—a result that is
consistent with recent models of visual memory representations in
which information about real-world scenes is stored as a hierarchical
feature bundle with object-level information at the top and basic
features at the bottom (Brady et al., 2011).

The significant longitudinal improvement found in memory capac-
ity suggests that this ability is at least partly resilient to protracted
periods of visual deprivation. What might account for this resilience?
It is believed that rather than being a localized process, memory is
subserved by multiple cortical areas. Candidate areas include the pre-
frontal cortex (Runyan et al., 2004) and the lateral occipital complex
(Gayet et al., 2018), among others. Given this distributed notion of
memory as drawing on a distributed network, one possible explana-
tion of the observed resilience is that substrates of visual memory that
are located in higher cortical areas may be less susceptible to depri-
vation than early sensory cortices, such as V1. A related possibility
is that at least some memory resources may be amodal, accessible to
multiple sensory modalities and cognitive processes (Loomis et al.,
2012; McCarthy and Warrington, 1988; Schumacher et al., 1996). Such
amodal stores can be maintained by modalities other than vision while
an individual is blind and thus lessen their vulnerability to absence
of visual information. Additionally, it is worth noting that the newly
sighted patients were not entirely denied visual stimulation prior to
surgery. Although profoundly visually compromised, they did experi-
ence light stimulation and even rudimentary pattern perception. Such
experience, however limited, may play a role in sustaining the neural
substrates for visual memory. The question of whether total removal
of visual stimulation for an extended period after birth can still be
followed by the development of visual memory can potentially be
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investigated with nonhuman animal studies using dark-rearing regi-
mens that have been extensively employed in the past (e.g., Fagiolini
et al., 1994).

Beyond the evidence of resilience, a more specific question con-
cerns the nature of mechanisms that might account for the observed
enhancement in memory performance. There are at least two broad
possibilities. The first involves increases in intrinsic memory capac-
ity, perhaps through the recruitment of greater neural resources for
information storage. The second relies on representational elabora-
tion; increasing richness of the representational vocabulary for visual
content would render images more discriminable and would become
manifest as improved memory performance even without changes
in the storage capacity per se. The rapid rate of improvement we
observed in the newly sighted children and the relatively advanced
age at which such improvements were happening lead us to favor the
latter account over the former. We have conducted computational sim-
ulations in order to verify the plausibility of the idea that increasing
experience with patterned imagery would lead to progressive elabora-
tions of internal representations of individual images, rendering them
more discriminable and thereby achieving steadily better performance
on the kind of memory task that we have used with the newly sighted
children.

To this end, we trained a prototypical convolutional neural net-
work, the AlexNet (Krizhevsky et al., 2012), on the Caltech-101 object
database (Fei-Fei et al., 2007), with individual images rescaled and
cropped to 100 × 100 pixels. We then analyzed its internal repre-
sentations throughout training. Specifically, after 1, 5, 10, 20, and 50

epochs of training, we presented 100 new exemplar images to the
(partially) trained network and recorded the resulting activations at
five different layers of the network (see Fig. 6.4a). We then applied a
multidimensional scaling (MDS) analysis to visualize the activations
for each image in a two-dimensional space, separately for each of
the five layers and each of the five different numbers of epochs. With
this analysis, we investigated representational elaboration: whether,
and where in the network, continued training yielded more diverse
visual representations that consequently rendered images more dis-
criminable.

Figure 6.4b shows the results. A modest amount of representational
elaboration can be seen in the later convolutional layers, although
no such elaboration is evident in the first layer. The elaboration is
particularly notable in the fully connected layers; more training renders
images more discriminable.

While in the first fully connected layer, continued elaboration can be
seen even in comparatively late epochs (e.g., between Epochs 20 and
50), in the second fully connected layer, the representation appears
more elaborate from early on. With the softmax operation applied to
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Figure 6.4: The convolutional network, the AlexNet, used to conduct compu-
tational simulations. The schematic (a) illustrates the functioning
of the network. Arrows indicate the five readout sites. “Conv”
refers to convolutional layers; “FC” refers to fully connected layers.
Multidimensional scaling–derived visualizations of the activities
of units in the indicated readout sites are shown in (b). With the
exception of the last readout site, to which the softmax operation
had already been applied, the activity magnitudes have been nor-
malized. A wider spread in the 2D plots depicting the projected
space can therefore not be the result of larger absolute values that
may have simply been reinforced during training. The axis scales
are identical across epochs but not across layers.
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the last fully connected layer, we see that task-relevant fine-tuning
keeps proceeding even until later epochs.

The results from these computational simulations lend credence to
the possibility that the progressive improvements in the performance
of newly sighted children on the old/new task may have arisen from
the increased representational elaborations of images as the children
steadily gained more visual experience.

We need to keep in mind some important caveats when interpreting
the results of this study. First, although the experimental data clearly
show improvements in visual memory performance following sight
onset, the mechanisms underlying this improvement remain unclear.
These may include intrinsic changes in the memory subsystems of the
brain and/or changes in representational richness of the early visual
areas (as suggested by the computational simulations). Related to
the second possibility is the potential contribution of acuity improve-
ments. Given the changes in acuity over the same timeline as that of
improvements in visual memory performance, we cannot rule out an
influence of the former on the latter; increased acuity would permit
better discrimination between images by providing access to a richer
set of spatial features. Although acuity changes may well contribute
to progression in visual memory performance, it is unclear whether
they constitute a complete account of the observed improvements. As
mentioned in the Results section, newly sighted people exhibit resid-
ual deficits in memory performance relative to control participants
with induced acuity loss. Control participants’ resilience to acuity
reduction could arise from the more extensive visual experience they
have had with normal resolution imagery, enabling them to better
interpret degraded inputs. Not having had the benefit of such expe-
rience, the newly sighted group’s performance may be more acuity
limited than the control group’s. Second, accumulating postoperative
experience with the real world leads to an increase in categorization
abilities (Ostrovsky et al., 2009). The instantiation of visual categories
may play a role in organizing visual inputs and thus may impact
their memorizability. Third, the patient population we worked with
included adolescents and young adults. It is unclear whether these
results can be extrapolated to individuals who gain sight much later
in life, as was the case with the individuals described in earlier reports
(Fine et al., 2003; Gregory and Wallace, 1963; Sacks, 1995; Valvo et al.,
1971).

In summary, the progressive improvement in memory performance
after sight onset leads us to conclude that the substrates responsible
for visual memory retain at least some measure of plasticity despite
several years of visual deprivation. It is unclear, though, whether
these improvements result from increases in storage per se or from
enhancements in image encoding, perhaps driven by improvements
in visual acuity. Furthermore, additional studies are needed to de-
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Figure 6.5: (Supplemental Figure) A matrix showing correlations for each of
the 12 experimental group participants between their longitudi-
nally assessed visual acuity and memory performance on each of
the six experimental conditions (image-type, set cardinality).

termine whether the extent of available plasticity is modulated by
age at treatment, whether a correlation exists between nonvisual and
visual memory capacity, and what neural changes accompany the
development of visual memory in the newly sighted.

6.8 supplemental material

6.8.1 Participant information

Experimental group: 12 children with dense congenital bilateral cataracts
participated in this study. All were drawn from rural areas in north
India. Although their parents noticed their visual impairments within
the first six months after birth, none of the children received treat-
ment because medical facilities were not available locally and the
families could not afford care in city hospitals. They were identified
as candidates for treatment during outreach sessions for pediatric
ophthalmic screening. The field-based screening was followed by a
thorough ophthalmic examination at our medical center in New Delhi
using direct and indirect ophthalmoscopes, slit lamps and B-scan ultra-
sonography. This examination assessed ocular pathologies in anterior
and posterior eye segments and was undertaken in conjunction with
standard tests of visual function. For the cases described here, the
pathology was confined to the lens bilaterally. Pre-operative vision
was limited to the perception of hand-movements close to the face or
very limited pattern vision. All children underwent cataract removal
surgery and an intraocular lens (IOL) implant. Post-treatment, the
children achieved resolution-acuities for near viewing ranging from
20/138 to 20/543 Snellen (please see Table 6.3 for all acuity values).
Acuities were assessed via the use of Landolt C patterns.
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Figure 6.6: (Supplemental Figure) Scatterplots showing d-prime versus final
recorded acuity across all experimental group participants in each
of the six assessment conditions. The r values are shown in the
plots. The corresponding p values are as follows: for real images
p(10) = 0.0868, p(20) = 0.4301, p(40) = 0.3562 and for abstract
images p(10) = 0.0058, p(20) = 0.1686, p(40) = 0.8564.
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Figure 6.7: (Supplemental Figure) For better resolution, please refer to
https://doi.org/10.25384/SAGE.19739211.v1

https://doi.org/10.25384/SAGE.19739211.v1
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Table 6.3: (Supplemental Table) Control group: 12 children, recruited from a
school in New Delhi served as controls. They had normal or cor-
rected to normal vision and similar socio-economic backgrounds as
the newly-sighted children. Informed consent/assent was obtained
from all children and their guardians.

Subjects Age Gender
Pre-operative

acuity
Post-operative

acuity (Snellen)

S1 22 M 20/889 20/447

S2 15 M 20/969 20/524

S3 11 F 20/627 20/143

S4 13 M 20/751 20/138

S5 9 F 20/541 20/335

S6 8 F 20/1477 20/543

S7 8 F 20/474 20/340

S8 17 M 20/1617 20/511

S9 12 M 20/3251 20/207

S10 12 M 20/839 20/197

S11 15 F 20/853 20/364

S12 11 F 20/535 20/165
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6.9 notes

It is worth noting that preoperative performance was not exactly
at chance level. This is likely because even with dense cataracts, it
is possible to get information about overall luminance and average
color. This information may have been sufficient for getting some
responses correct, especially when the cardinality was low, but this
rudimentary characterization of the image was not very useful with
larger cardinalities. Indeed, as is evident in Figures 6.2 and 6.3, with
higher cardinality values, the preoperative d’ values dropped close to
zero (a similar decrease can be observed in control participants; see
Fig. 6.3).
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7.1 abstract

India is home to a large population of blind children, many with
treatable conditions. Project Prakash identifies treatable blind children
and provides them with eye surgeries. Once treated, these children
are given the opportunity to further their education. To understand
their educational needs, we undertook a diagnostic screening exercise.
Specifically, we designed math proficiency assessments and evaluated
the scholastic preparation of 54 Prakash children across a broad age
range. We found that the proficiency of most Prakash children was well
below age-appropriate levels. Even those enrolled in high schools had
assessed proficiencies around the 3rd-grade level. Furthermore, due to
a lack of basic instruction on interpreting print material, many children
continued using Braille even after gaining sight. The contrast that these
findings present relative to the official standing of the children in their
schools makes a compelling case for more rigorous assessments and
better educational interventions for visually-impaired/sight-restored
children. Also, we argue that these educational interventions should be
coupled with visual function assessments to ensure that the presented
material is accessible to the child. Our scholastic assessments, suitable
for being administered over the phone, will be made available for use
by other researchers and educationists.

7.2 keywords

Congenital blindness, special education, mathematics, diagnostic tests

7.3 background

We seek to understand the educational status of an unusual population
of children. These are children who were born blind in India and, due
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Figure 7.1: Project Prakash comprises three components: Outreach to identify
children with treatable visual impairments and blindness (panels
A-D); Treatment that typically involves pediatric cataract surgery
(panels E-H); Scientific research to examine the development of
vision following sight onset (panels I-L).

to financial or geographical reasons, stayed deprived of medical care,
even though their blindness was treatable. Since 2005, an MIT-based
initiative, Project Prakash, has actively searched for such children
and provided them with eye surgeries (Sinha, 2013). In doing so, the
project has attempted to address the pressing humanitarian need to
treat blind children and has also gained scientifically valuable insights
regarding how the brain adapts to the influx of visual information
late in childhood. The work has positively impacted the quality of
life of the treated children (Kalia et al., 2017) and has also uncovered
several crucial results regarding the timelines and mechanisms of
visual development (Gandhi et al., 2017; Gupta et al., 2022; Ostrovsky
et al., 2009). Thus far, the project has brought sight to over 500 blind
children. Figure 7.1 shows a few vignettes from Project Prakash.
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We focus here on the educational trajectories of the treated children.
In following up with the children, we found that even after gaining
sight, several of them were unable to get admission into regular
schools, which were unwilling to make accommodations for lingering
visual deficits (such as sub-par visual acuity (Ganesh et al., 2014)
and unfamiliarity with print). Hence, the Prakash children find it
challenging to gain a foothold on the path that could lead them
to eventual employment and financial independence. Deprived of
opportunities for mainstream educational advancement, the children
either continue at schools for the blind or, worse, are confined to
home. Girls are often married off young, effectively extinguishing any
possibility of their self-actualization.

Given the Prakash children’s near-total lack of mainstream educa-
tional options, there is a clear need to provide them with a ‘bridge’
course. The figurative ‘bridge’ is between their current scholastic
preparation (acquired through their enrollment in schools for the
blind) and a middle-school level of proficiency. After progressing
through such a course, children will have a better chance of being
mainstreamed into conventional schools since they would not require
remedial accommodations from these schools.

To design such a bridge course, a necessary first step is to assess the
current state of scholastic preparation of the Prakash children. This is
the goal we focus on in this report. Specifically, within mathematics,
we describe the diagnostic tests we prepared for a range of grades, the
procedures we followed in administering them, and, importantly, the
results of these assessments. We have chosen to constrain our initial
investigation to mathematics since the subject is essential for many
real-world tasks (e.g., maintaining home accounts and shopping) and
critical for success in other areas, such as science. The findings are
sobering, revealing the dismally low level of scholastic readiness of
the Prakash children despite having been enrolled in schools for the
blind for multiple years. The results are instructive not just for our
specific goal of determining what level to target our bridge course but,
more broadly, about the need to examine how the current schooling
system for the blind must be improved to make a substantive impact
on the intellectual preparation of its students.

7.3.1 Past work

The newly sighted Prakash children constitute such a unique pop-
ulation that no prior work on their educational status exists in the
literature. The reported data relate exclusively to untreated blind chil-
dren. The findings, by and large, paint a disheartening picture. For
most such children in India, education is a rare privilege. The paucity
of schools catering to blind children is a significant bottleneck. Special
schools for the blind can accommodate only about 8% of all blind
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children in the country (Rahi et al., 1995). The social stigma associ-
ated with the condition (Rohwerder, 2018) often induces parents to
keep their blind children confined to home. As for the possibility of
integrating severely visually impaired children in mainstream schools,
the statistics are discouraging. According to a nationwide survey con-
ducted in India by the state-run National Council for Educational
Research and Training (NCERT), only 21.11% of all schools in India
have provision for inclusive education for children with disabilities
(Sreekanth, 2016). Even more sobering is the low rate of teacher train-
ing in special education. Only 1.32% of all teachers have any kind
of training to work with children with disabilities. Given this lack of
preparation of the schools and teachers, even for the children who gain
access to a school, the actual acquisition of education is a challenge.

Mathematics education has been a particularly difficult challenge
for the visually impaired (Bell and Silverman, 2019). The reliance on
equations with special symbols not represented in Braille, as well
as the reliance on graphs and other diagrammatic material, makes
mathematical concepts hard to convey to blind students. This is true
not just in the developing world but also globally. Blind students
are typically unable to pursue interests in the sciences (Ediyanto
and Kawai, 2019; Maguvhe, 2015), partly due to the need for a firm
grounding in mathematics. Nemeth Code, abacus, and Braille writers
have been used traditionally for blind children (Brawand and Johnson,
2016) to help them do simple calculations.

As students are progressing from primary school to higher grades,
they must rely on computation aids to handle more complex concepts
related to algorithm flow, sequencing, geometric forms, graphing, and
measurements. Recent years have seen encouraging innovations, al-
though they are yet to make their way to widespread deployment.
For instance, process-driven mathematics, based on audio methods of
instruction, has been developed for students who are no longer able to
use traditional low-vision tools like Braille and Nemeth Code (Gulley
et al., 2017). Maćkowski et al. (2018) have developed a multimedia-
enabled platform for interactive learning of mathematics by the blind.
(Beal and Rosenblum, 2018) found that applications on tablet com-
puters are motivating ways to teach mathematics concepts, eliciting
greater engagement from students relative to traditional literacy meth-
ods. Despite these positive recent developments, it is fair to say that
the current state of math education for the blind leaves much to be
desired, as is evident from the conspicuous absence of blind students
in math and science programs in schools and colleges. It is not clear
precisely when in the schooling trajectory this push away from math-
ematics commences. Do blind children perform on par with their
sighted counterparts until the middle grades, before specialized sym-
bols and equations begin to be used heavily? Answering this question
requires appropriate diagnostic tests that objectively measure students’
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math preparedness at different grade levels. However, designing such
diagnostic tests has been a challenge as many concepts require visual-
ization.

With this background, the two specific aims of the work we report
here were:

• The design of diagnostic tests for a range of grades that could
be administered to Prakash children over the telephone without
the need for graphical communication

• The collection and analysis of data on diagnostic tests

7.4 methods

7.4.1 Participants

The children who participated in this study were all identified and
treated as part of Project Prakash during the past 12 years. Initial
identification took place at outreach eye screening camps in various
states of north India. All children were diagnosed as having congen-
ital bilateral cataracts. We contacted 75 Prakash patients (47 males,
and 28 females). Of these, 17 were excluded since they were older
than 20 years, and 4 had to opt out due to other obligations. Thus,
our final participant pool comprised 54 children (32 males, and 22

females) ranging in age from 5 to 19 years (Figure 7.2a). There was
no statistically significant difference in the ages of the male group
relative to the female group (Male group: age range = [5, 19], mean
= 14.5; Female group: age range = [8, 19], mean = 13; t(52) = −1.6,
p = 0.12 in two-sample t-test). 48 children were provided free surgical
treatment at Project Prakash’s medical partner institution, Dr. Shroff’s
Charity Eye Hospital, New Delhi. Surgeries for the remaining six were
delayed due to the pandemic but are expected to be conducted in
the spring of 2022. The Prakash team stayed in touch with the chil-
dren to monitor their visual status as well as their progress on social
and educational dimensions. For the present study, the Prakash team
commenced re-contacting these children in August 2021. We collected
information about their general health and present educational status,
i.e., whether they were enrolled in a school and, if so, in what grade.

7.4.1.1 Current enrollment status and grade level

Out of the 54 participants, 50 were enrolled in a school. 4 children were
not enrolled in a school at the time of the study but had passed differ-
ent grades (one had passed 12th grade, two had passed 10th grade,
and one had passed 8th grade). Figure 7.2b shows the distribution of
children across grades.
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Figure 7.2: (a) Distribution of ages across our participant group, (b) The
grades that students were enrolled in at the time of the study.

7.4.2 Diagnostic assessments

Based on the guidelines specified by NCERT and the Central Board
for Secondary Education (CBSE), an Indian governmental body tasked
with defining school curricula for the entire country, we formulated
lesson plans and questions appropriate for grades one through five.
For each grade, we identified the key topics the students are expected
to understand (for example, first-grade topics included basic arithmetic
operations, word problems, and applications such as time durations
and carrying out a change with coin denominations). For each topic,
we generated a series of questions spanning a range of difficulty
levels (governed in part by the magnitude of the numbers involved
in a problem; 3 + 4 being more accessible than 23 + 61) and ensured
that they did not require any pictorial components like graphs or
diagrams. From this pool of questions, we created two versions of
each assessment, a short test for the initial assessment and a more
extended test if gathering more information was deemed necessary by
the proctor (as described in the next section). In developing these tests,
we solicited input from two external elementary school educators
at Florida Ruffin Ridley School (Brookline, MA). In the final step, a
speaker fluent in English and Hindi translated the assessment material
to Hindi allowing for it to be administered to children in north India.
These steps were adopted for generating assessments for grades one
through five.

7.4.3 Administration of the diagnostic tests

Tests were administered telephonically by six Prakash team members
fluent in Hindi. Children were intimated about the test a day before
to ensure they were available and prepared. Most questions in the
assessments were designed to require only mental computations. Still,
the children were free to use any writing or Braille material they
wished if doing so facilitated the calculations. Assessment of each
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Figure 7.3: Geographical distribution of the children participating in the
study. (a) Our participants came from seven north/central Indian
states. (b) Number of participants from each state.

child started at grade level 1. The shorter test was administered before
proceeding to the longer one. The more extended test was rendered
superfluous and was not administered if the participant could not
answer more than half of the questions on the short assessment. If
the child scored more than 80% on the long assessment of a given
level, testing moved on to the next level. The last assessment level
for which the child did not reach the passing score was taken to be
his/her current proficiency. Each level’s assessment took about 20-30

minutes to administer over the phone.

7.5 results

7.5.1 Demographics

The children belonged to 7 states in north/central India. The distribu-
tion is shown in figure 7.3.

7.5.1.1 Socio-economic status

All children in the participant pool came from families with household
incomes lower than $150 per month. Since each household comprised
three or more members, their income places them below the Inter-
national Poverty Line (indicating ‘absolute’ or ‘extreme’ poverty),
as defined by the World Bank (2016). None of the parents had had
schooling beyond fifth grade, and most were illiterate. They worked
as laborers on construction sites or farms. None of the children had
access to personal computers or broadband internet.

7.5.2 Results of assessments

7.5.2.1 Mode of written communication

Before their treatment, all children were enrolled in schools for the
blind, where the mode of instruction was exclusively Braille. Following
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Figure 7.4: (a) Distribution of children based on their current mode of educa-
tion. (b) Categorization of children based on their ability to write
on paper.

surgery, despite gaining adequate vision to work with enlarged text,
only a minor of the children have shifted from Braille to print (figure
7.4a). This is because many children must continue in blind schools
due to the reticence of regular schools to offer them admission.

Results on the non-Braille reading/writing ability of these children
follow the general pattern depicted in figure 7.4a. As shown in figure
7.4b, 51.85 % of the children are unable to write on paper, 9.26 % have
a very rudimentary ability to write, and 38.89 % can comfortably write
on paper (this is the group that had transitioned to print as the mode
of education).

7.5.2.2 Comparison between current and assessed grade

Figure 7.5a compares the recommended and current education levels
for all participants. Figure 7.5b plots grade levels (in which the child
is enrolled, as well as what the assessments reveal) across ages and
separated by gender. Strikingly, most students performed well below
their putative grade levels. This was especially notable in the case of
children studying in high school, who were found to have a level of
mathematical readiness below grade 4.

7.6 discussion

To summarize, we contacted 54 Prakash children and administered
diagnostic tests that we designed for grades 1 through 5. The tests were
presented in the children’s vernacular to ensure that language was
not a limiting factor in their performance. The data reveal that most
children have math skills at or below grade level 3. This is noteworthy
especially given that several of the children are in their mid or late
teens and are nominally enrolled in advanced grades in their schools.
Figure 7.6 shows the distribution of recommended grade levels for
the participating children. This distribution is in marked contrast to
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Figure 7.5: (a) Comparison between the current and recommended grade.
(b) Scatterplots of enrolled and assessed math proficiency across
ages for male and female Prakash children.
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Figure 7.6: Children recommended for different grades.

the one shown in figure 7.2b. It is clear from this discrepancy that the
children’s actual level of proficiency lags well behind what their age or
grade would suggest. This alarming situation reveals the deficiencies
of the current education programs the children are enrolled in and
makes a compelling case for more effective educational interventions.

Further studies are needed to identify the factors underlying the
problems associated with the current schooling systems for the blind.
However, some likely candidates include the poor training of special
education teachers and the lack of oversight of schools for the blind.
The policy of automatic promotion of children from one grade to the
next, even if they do not meet scholastic readiness standards for the
higher grade (Right to Education Act, 2018, Government of India),
likely contributes to the kind of situation we have witnessed in our
results, with putative 12th graders performing below the level of a 4th
grader. This policy needs to be rethought.

A caveat that needs to be kept in mind while interpreting these
findings is that the diagnostic assessments only addressed math pro-
ficiency, which even though important, is only one element of the
whole curriculum. It is quite possible that the results would be differ-
ent depending on the subject assessed. Further studies are needed to
comprehensively determine the status of any discrepancies between ex-
pected and actual levels of scholastic preparation across other subjects
drawn from languages, humanities, and sciences.

7.6.1 Considerations for designing a new education program

The exercise of administering diagnostic tests to the Prakash children
and analyzing the data helps guide our thinking about designing a
new education program that can address some of the problems with
the current system. The content and organization of this new program
must be considered carefully since it has to satisfy multiple constraints,
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including conformity with state curricula, compatibility with the chil-
dren’s lingering visual deficits, and the necessity to allow for dynamic,
self-paced progression through the program. Additionally, the parents
would need to be convinced that the educational intervention is in
the child’s best interests to improve his/her prospects of eventually
finding a job that can provide them financial independence.

It appears likely that the education program would need to be
digitally administered, given the inadequate physical schooling infras-
tructure. Such a program would have to contend with technological
challenges. Although basic phone connectivity has reached most re-
mote places in India, there are still severe bandwidth and stability
issues. To be able to provide education remotely, we, therefore, cannot
rely exclusively on synchronous online instruction but need to develop
more appropriate solutions. One option would be to preload personal
digital tablets with specifically designed scholastic material. Several
studies, such as Dorouka et al. (2020), Hubber et al. (2016), and Mulet
et al. (2019) have assessed the utility of tablet-based interventions in
primary education, generally suggesting that tablets are helpful as they
are easy to use, enhance interest in the task, and allow students to be
independent, thereby encouraging self-education and self-confidence.
We believe that combining the tablet-based delivery of scholastic mate-
rial with regular telephonic check-ins could greatly aid in bridging the
educational gap these children face and help bring them to desired
academic proficiency levels. An important point to consider in the im-
plementation of such a tablet-based educational program, however, is
the sub-par visual status of the students (primarily due to lower than
20/20 acuity (Ganesh et al., 2014), and reduced contrast sensitivity
(Kalia et al., 2017). While tablets are a visual aid, we need to assess
how they can be best utilized for low-vision patients and understand
what educational apps and content would most benefit the children.

Another aspect worth considering in the design of our education
program is that many concepts in mathematics require exposure to
various shapes. Visually impaired children are often deficient in these
experiences. To remedy this in part, physical aids could synergistically
enhance the process of teaching to the visually impaired. Manipulable
objects in many forms may assist in learning mathematical concepts
and increase comprehension accuracy in visually impaired students
(Brawand and Johnson, 2016). Providing physical aids would signifi-
cantly facilitate the teaching of concepts in geometry.

Finally, the question arises whether, considering the lower-than-
normal visual status of many of the Prakash children, including tests
of visual function on the digital tablets would be helpful to comple-
ment the educational content provided. We believe that the answer is
in the affirmative. Assessing Prakash children’s visual status and de-
velopment over time would allow for a more continuous evaluation of
their visual health. Furthermore, it could inform the visual parameters
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(such as the size, contrast, and color of fonts or other items shown on
the tablets) with which the educational contents are being presented.
Including such visual assessments may not only serve an essential
educational and clinical purpose but could also provide an unprece-
dented window into the study of visual development by enabling a
longitudinally dense tracking of several aspects of visual development,
such as visual acuity or color sensitivity profiles.

To conclude, the data we have gathered reveal marked discrepancies
between the actual and expected levels of scholastic math preparation
in children who have transitioned from blindness to sight. This points
to the urgent need to introduce more effective educational approaches
for children with visual impairments. We have outlined some consid-
erations relevant for designing a new, potentially digital, education
program. Success in thisundertaking will be impactful not only for
improving educational prospects for children with visual impairments
but also for the immensely large population of ‘under-schooled’ chil-
dren, whose educational preparation is much below age-appropriate
levels.
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Maćkowski, Michał, Piotr Brzoza, Marek Żabka, and Dominik Spinczyk
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D I S C U S S I O N

8.1 summary of findings

In Chapters 2-4, I have, across a few stimulus dimensions, presented
computational and, in part, experimental examinations of the conse-
quences of initially degraded sensory experience for the developing
perceptual system. These consequences have been further described
and discussed in Chapter 5. In Chapters 6&7, I have reported ad-
ditional contributions to tests of the visual memory capacity and
scholastic performance of Prakash individuals. Finally, in Appendix
A&B, I have reported additional computational contributions to nor-
mal development and normal perception in adults. I will summarize
the main findings of these studies below, before discussing the key
insights that emerge from them in greater detail.

In Chapter 2, I have reported computational tests of the AID hy-
pothesis in the domain of prenatal hearing, in an attempt to examine
the consequences of commencing auditory development with strongly
low-pass-filtered sounds in the intrauterine environment. These tests
have revealed that deep networks trained with a developmentally-
inspired temporal progression of inputs (transitioning from initially
low-pass-filtered inputs to full-frequency ones later on) differed from
networks trained on exclusively full-frequency inputs in two crucial
regards. First, biomimetic training resulted in the formation of tempo-
rally extended, stable receptive field structures. Second, such training
led to markedly more generalized performance on emotion recogni-
tion – a task relying on the analysis of information across extended
time intervals. Interestingly, these computational results not only attest
to the functional significance of typical developmental trajectories but
also help account for specific deficits in the analysis of low-frequency
sound structure that have previously been reported in prematurely
born babies. The latter are particularly relevant here as their periods of
exposure to initially low-pass-filtered inputs were markedly shortened,
thereby superficially resembling the non-biomimetic training regimen
comprised of full-frequency inputs right from the start. Together, these
observations provide support for the AID proposal in the domain of
prenatal hearing.

In Chapter 3, utilizing a similar computational approach, I have
extended the examination of the role of initial degradations to the
domain of color vision, inspired by the presence of poor color sensi-
tivity immediately after birth. The computational results compellingly
demonstrated that training with a developmentally inspired progres-
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sion of color-degraded to color-rich inputs critically prevented the
emergence of processing mechanisms exhibiting an overly strong focus
on chromatic details. This has been achieved by instantiating repre-
sentations that are rather tuned to luminance and shape information,
resulting in stable behavioral classification, even upon color removal
or color shifts. Such mechanisms, in turn, provide a candidate ac-
count for how humans come to acquire their remarkable ability to
recognize objects under changing color conditions. The computational
results presented were further complemented by experimental data on
Prakash individuals following their sight-restoring surgeries. These
experiments revealed that while generally proficient in object recog-
nition, Prakash individuals, as opposed to normally-sighted controls,
perform very poorly when asked to name objects that are presented
in grayscale. In agreement with the AID hypothesis, this could, as a
second experiment confirmed, potentially be accounted for by their
color vision system being fully matured already days after the surg-
eries. As such, the empirical and computational results together point
to the potential significance of commencing vision with initially color-
degraded inputs, and the detrimental consequences of missing out on
this period marked by initial degradations.

In Chapter 4, I conducted computational explorations of the conse-
quences of joint progressions in sensory development. The motivation
for these investigations was that, in the experience of a newborn, the
development of several sensory dimensions (such as visual acuity
and color sensitivity) is not independent but, instead, occurs together.
I have computationally tested whether this joint progression may
help account for an important organizational principle of the visual
system: the division into the magnocellular and the parvocellular
pathway, which is characterized by differences in spatial frequency
sensitivity and color sensitivity. This investigation was particularly
driven by the consideration that visual experience at birth is marked
by low acuity and color vision and that receptive fields established
early in development could consequently jointly come to encode such
magnocellular-like attributes. Later, when higher acuity and color
information are available, parvocellular-like receptive fields could be
established. My computational simulations support this hypothesis,
both in terms of the resulting receptive field structures and their be-
havioral correlates. Further, training with the joint biomimetic training
regimen has led to the emergence of a more human-like global shape
bias in classification, thereby also providing inspiration for the design
of advanced training procedures for deep neural networks.

Together, the studies reported in Chapters 2-4 attest to the potential
adaptive significance of the development of perceptual proficiencies
from poor to proficient. This significance has been further elaborated
on in Chapter 5.
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In Chapter 6, I have included additional computational contributions
to empirical work that aimed to assess the visual memory capacity
of Prakash children. The experimental results revealed that the visual
memory capacity of the Prakash group is poor immediately post-
surgically but improves gradually over the months to follow, almost
reaching the levels of normally-sighted controls one year after the surg-
eries. The computational work I contributed to this work furthermore
motivates that the longitudinal improvements in memory performance
may not necessarily be memory-specific but could potentially also
be attributed to the progressive representational elaboration of the
perceptual system, critically driven by experience. The latter would
have the consequence of rendering different images in a set of images
more discriminable and thereby facilitate their memorization.

In Chapter 7, I included non-computational contributions to highly
collaborative work on examining the educational profile of Prakash
children. In brief, the data highlighted the marked deficits of Prakash
individuals in terms of their scholastic performance and overall edu-
cational outlook. These results render the mission of improving the
educational opportunities for the late-sighted, as well as many other
groups of children, an especially crucial and urgent one.

In Appendix A, I have included additional computational contri-
butions to an empirical assessment of the normal development of
visual memory capacity in children and adults. The experimental
results revealed performance differences between the two populations,
indicating that certain aspects of visual memory development last
until late childhood. In addition, the data revealed higher memory
performance for ‘meaningful’, natural images, as opposed to images
of abstract art. The computational work I contributed to this project
focused on examining whether the performance differences between
the two sets of image classes may be explained by experience with
real-world natural imagery. While this is a possibility, the computa-
tional results have primarily highlighted the role of experience and
have also illustrated important differences between the human and
artificial visual system.

Finally, in Appendix B, I have included additional computational
contributions to face recognition at a distance. The experimental com-
ponent of the study revealed that the recognition of faces at a distance
differs markedly from the recognition of nearby faces, with the former
explicitly relying on the relationships between internal facial features
and external head contours. Computationally, I contributed to this
study by examining whether processing mechanisms relying on such
relationships could be learned through natural experience with faces.
These computational results, while providing some support for this
proposal, also reveal crucial differences between the processing of
the human visual system on the one hand and deep networks on the
other.
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Across the above studies, several observations emerge. I will dis-
cuss these in greater detail below, particularly concerning the AID
hypothesis and the post-surgical status of late-sighted individuals.

8.2 on the role of initial sensory degradations and

early perceptual experience

The results presented in Chapters 2 and 3, as well as past results
on visual acuity reviewed in Chapter 5, are remarkably consistent
across computational and experimental investigations and across the
different perceptual dimensions tested. Together, these studies provide
support for the AID hypothesis, positing that initial limitations as
part of developmental progressions may be of assistance, rather than
represent hurdles, for the acquisition of perceptual proficiencies.

Considering the consistent methodologies that were used for the
work presented in Chapters 2 and 3, as well as for the past work on
visual acuity reviewed in Chapter 5, fairly detailed and direct com-
parisons can be made across studies. An entirely consistent finding
is that training with biomimetic regimens leads to markedly better
generalization performance than does training on full-quality inputs
throughout the entire training process. Some across-study differences
can be observed, however, in the other two regimens: training exclu-
sively on degraded inputs and training using an inverse-biomimetic
regimen. While, in the studies on visual acuity and prenatal hear-
ing, training exclusively on degraded inputs does not induce broad
generalization, it does lead to fairly good generalization performance
in the study on color sensitivity. While the definite origin of these
differences is yet to be determined, one possible account could be
based on the observation that only very specific aspects of object
recognition are likely to directly benefit from the use of chromatic cues
(such as the fine-grained discrimination between certain food classes).
Thus, the differential importance of color on the one hand and high
spatial/temporal frequencies on the other could potentially account
for the observed differences in generalization following training on
exclusively degraded inputs.

A second observation that emerges from a detailed cross-study com-
parison is that, while the inverse-biomimetic regimen led to the worst
generalization performance in the studies of visual acuity and color
sensitivity, it was the second-best in the study on prenatal hearing. As
the former two are both visual and the latter is auditory, differences
between the network architectures or the training data may account
for these differences. Thus, follow-up investigations with more diverse
network architecture, training settings, and datasets could help reveal
the origin of this difference.

A few general caveats should be kept in mind when interpreting
tests of the AID hypothesis. First, as already pointed out in Chapter
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5, the observed benefits resulting from initially degraded perceptual
experience are not definite proof that initial degradations are ’intended’
to yield such benefits. In other words, we cannot exclude the possibility
that the results could be epiphenomenal nevertheless. More practically,
it is also important to remember that the computational results have
been generated with deep neural networks, which, as described in
Section 1.4, are not perfect models of the human perceptual system.
Further, there are many different architectures, training sets, and
network parameters across which computational results are yet to be
generated (see Section 8.4.).

While the above caveats are important to keep in mind, they should
not distract from the consistency of the support that the studies de-
scribed in this thesis have presented for the AID hypothesis. In addi-
tion, as detailed in Chapter 4, the joint developmental progressions of
visual acuity and color sensitivity have provided a candidate account
for the origin of the division into parvo- and magnocellular pathways.
Thus, both the specific approach of testing the AID hypothesis and
the more general approach of incorporating aspects of normal devel-
opment into computational modeling emerge as powerful research
avenues.

8.3 the status of late-sighted individuals following

sight-restoring surgeries

The studies presented in Chapters 3, 6, and 7 have meaningfully added
to our understanding of the post-surgical development of late-sighted
individuals.

The study on visual memory reported in Chapter 6 has revealed
that, while not fully reaching the visual memory capacity of normally-
sighted controls, one year following the sight-restoring surgeries, the
Prakash group is remarkably close to the controls. This observation
allows us to add visual memory capacity to the set of skills that are
fairly resilient to extended, early-onset visual deprivation. This, in
turn, has important implications for our conceptualization of plasticity
late in life, which speaks against the notion of strict critical periods of
development. In addition, the computational component of this work
added plausibility to the idea that the longitudinal improvements
in visual memory capacity following the surgeries could potentially
be driven by increases in representational elaboration rather than
memory capacity per se. This provides an interesting starting point
for future investigations.

The study on the usage of color cues, as described in Chapter 3,
has added to our current understanding of recovery from congenital
blindness in two ways. First, the observation that (almost) immediately
following the surgeries, Prakash children had color sensitivities that
were comparable to controls, indicates complete resilience of this
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perceptual proficiency to visual deprivation. However, the study also
revealed that Prakash individuals had difficulty recognizing objects
that were presented in grayscale, adding to the complex landscape of
recovery from visual deprivation. As described earlier, the two results
taken together have provided further empirical support for the AID
account.

In light of this observed deficit, it is worth highlighting an interesting
difference between the conceptualization of critical periods on the one
hand and the AID account on the other. Specifically, the reduced
robustness of object recognition to chromatic variations described in
Chapter 3, as well as the observed deficits in the holistic processing of
faces (as described in the acuity study reviewed in Chapter 5) could, in
principle, be accounted for by a critical-period account that is specific
to certain aspects of vision. Such an account would critically rely on
the assumption that in the absence of appropriate visual inputs early
in life, certain perceptual skills can no longer be acquired due to too
low cortical plasticity. This account differs from the AID account on a
theoretical level. Specifically, the latter posits that it is not the absence
of inputs early in life but the specific quality of inputs following
delayed sight onset that is responsible for the subsequently observed
perceptual deficits. As an important consequence, the AID account
would predict that changes to the stimulus quality immediately post-
surgically could potentially enable the late-sighted to acquire such
proficiencies. To the contrary, this hope would be absent in an account
based on critical periods. The more “optimistic” view resulting from
the AID proposal could, in principle, be tested, as is further detailed
in Section 8.4.

Finally, it is crucial to note that while some aspects of visual pro-
ficiency do not reach the level of normally-sighted individuals, the
greatest deficits are observed outside the domain of vision. Specifically,
as described in Chapter 7, the educational status of Prakash children,
even if enrolled in schools, falls tragically short of what it could be,
and highlights an urgent humanitarian need outside of the perceptual
domain.

8.4 future directions

There are several ways in which the work presented in this thesis could
be further expanded in the future. I highlight below a few particularly
noteworthy and promising research avenues, split into computational
and experimental investigations.

8.4.1 Computational modeling

First, the generalizability of the findings that have resulted from com-
putational tests of the AID hypothesis could be examined further.
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For instance, future computational work could draw on additional
network architectures, such as those that also include recurrent con-
nections (e.g., Kubilius et al., 2019). In addition, the results could be
compared systematically across datasets of different object classes,
such as faces vs. non-face objects. Also, more ecologically-motivated
datasets could be utilized for training, such as the Ecoset database
(Mehrer et al., 2021), or even datasets that were created to specifically
mirror the kinds of stimuli to which newborns are typically exposed.

Further, additional analyses and comparisons could be carried out
to help evaluate whether the training with developmentally-inspired
regimens could result in better models of the human perceptual system
or more robust machine learning models for the field of engineering.
To evaluate the former, systematic examinations of the representational
similarity between biomimetically-trained networks and neural as well
as behavioral recordings could prove to be especially impactful. To
evaluate the latter, it would be important to compare the robustness
of biomimetically trained models with models that were not trained
developmentally but rely on heavy data augmentation.

In addition to testing the generality and the potential implications of
the results shown for the previously examined perceptual dimensions,
future tests of the AID hypothesis could also be extended to additional
aspects of development. One such aspect was already hinted at in
Chapter 5: the temporal evolution of the use of linguistic labels, as
motivated by the observation that parents are more likely to describe
objects to their young children using basic, rather than subordinate,
labels. In addition to further perceptual dimensions, future examina-
tions could also study the role of changes in the neural architecture
that occur throughout the developmental timeline – for instance, those
related to the development of feed-forward vs. feedback connections
(e.g., Berezovskii et al., 2011).

Finally, a particularly interesting addition to the computational sim-
ulations reported would be the incorporation of the time dimension.
Practically, this could be achieved by working, for instance, with 3D
convolutional neural networks that are processing videos instead of
static images. Such extension could help move the investigation of
adaptive perceptual development from the purely spatial to the spa-
tiotemporal domain. The incorporation of the temporal dimension
could thereby prove especially crucial for the work reported on the par-
vo/magno pathways. Specifically, one could examine whether not only
the spatial but also the temporal characteristics of the parvo/magno
distinction could be accounted for by developmental experience.

8.4.2 Work with late-sighted individuals

Similar to the importance of incorporating the time dimension into
deep neural networks, carrying out empirical examinations of Prakash
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individuals’ temporal processing abilities could provide additional
insight into atypical perceptual development. As past examinations
of the resilience of visual proficiencies to deprivation have primarily
focused on spatial aspects of vision, it would be important to com-
plement these assessments with temporal proficiencies. This could,
among others, include probing the ability of the late-sighted to per-
ceive simultaneous vs. non-simultaneous events and to detect temporal
correlations in sensory streams.

In addition, to further examine the potential consequences of late-
sighted individuals commencing vision with abnormally high initial
visual acuity and color sensitivity, further perceptual tests could be
carried out. For instance, in the specific context of the AID hypothesis,
one could examine the decision biases of the late-sighted in classifying
images on texture vs. shape information, or assess the performance
on additional tasks that rely on extended spatial integration, such as
contour integration.

In addition to these indirect types of empirical validation, the most
definite evidence could, at least theoretically, be obtained in the con-
text of rehabilitative interventions. For instance, this could include
the design of specifically controlled auditory sound environments for
neonatal ICUs (to provide auditory signals more similar to the low-
pass filtering in the intrauterine environment) or the design of glasses
that artificially limit high spatial frequencies and color information
immediately following the sight-restoring surgeries of Prakash chil-
dren. I am not able to assess how realistic such interventions are to be
implemented in the future or how successful they would be. However,
it is essential to highlight that, if successful, they would provide the
most direct form of empirical validation for the AID hypothesis and
would result in direct clinical benefits for the late-sighted.

Finally, continuing on the applied front, the work presented in Chap-
ter 7 has highlighted a remarkable humanitarian need for improving
the educational perspectives of late-children children (in addition to
other populations of undereducated children). In the future, the de-
sign of a ‘bridge course’ could potentially allow such individuals to
catch up on several grades in a relatively short amount of time, to be
able to be reintegrated into the school system. If successful, even if
only partially, this effort would represent another, broader, ‘Prakash
opportunity’ that would even exceed the domain of perception.

8.5 conclusion

To conclude, in this thesis, I have presented computational tests of
the AID hypothesis, positing that experience with initially degraded
inputs may help, instead of hinder, the acquisition of perceptual pro-
ficiencies. Together, these investigations have provided converging
evidence in favor of the hypothesis. This has important implications
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for several scientific domains. For the field of developmental science,
this work can contribute to our understanding of the potential func-
tional significance of normal developmental trajectories. For the field
of artificial intelligence, biomimetic regimens could inspire the design
of more robust training procedures for deep neural networks. More
generally, the approach chosen is illustrative of how human studies
can lead to advances in computational modeling. Finally, from the
clinical perspective, the AID proposal has the potential to help guide
prognoses following sight-restoring surgeries and motivate the design
of rehabilitative interventions in the future. Some of the work pre-
sented in this thesis has also featured empirical studies of late-sighted
individuals. These studies, in addition to providing additional sup-
port for the AID account, have also advanced our understanding of
the resilience of certain visual skills to early-onset, extended visual
deprivation. Together, these studies have motivated several follow-up
investigations, both on the computational and the experimental front,
and also highlighted the humanitarian need for improving the edu-
cational perspectives of the late-sighted and other underprivileged
children.
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a.1 abstract

Human visual memory capacity has a rapid developmental progres-
sion. Here we examine whether image semantics modulate this pro-
gression. We assessed the performance of children (6-14 years) and
young adults (19-36 years) on a visual memory task using real-world or
meaningful and abstract image sets, which were matched in low-level
image attributes. For real images, we find comparable performance
across the two age groups, consistent with previously reported results.
However, for abstract images, we find a clear age-related difference in-
dicating greater reliance of children’s memory processes on semantics,
indicating that strategies for encoding abstract patterns keep improv-
ing even into late childhood. We complemented these studies with
computational experiments designed to examine the role of increas-
ing experience with real-world images on real and abstract image
encoding, to examine whether the observed age-related differences as
well as the general privilege of real over abstract images can emerge
directly through experience with meaningful images. Our results pro-
vide support for this possibility, and set the stage for a finer-grained
investigation of the timeline along which children’s memory capacity
for abstract images reaches adult levels.

a.2 keywords

Visual memory capacity, picture memory, image semantics, real im-
ages, abstract images

a.3 introduction

Imagine a morning spent visiting an art museum. You and your eight-
year-old niece stroll through halls with paintings from realists such as
Winslow Homer, Gustave Courbet, and Andrew Wyeth. Other exhibits
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show abstract paintings from artists such as Wassily Kandinsky, Piet
Mondrian, and Willem de Kooning. You linger at each painting for a
few seconds. At home, later in the day, you browse through a large
compendium of art, which contains pictures of numerous paintings,
including some that you saw in the art museum. Will your ability
to tell whether a picture depicts a painting you saw earlier differ
depending on whether it is a realistic painting or an abstract one?
And, will a painting’s meaningfulness have different impact on your
and your niece’s ability to remember it?

This thought experiment relates to two broad scientific questions.
The first concerns how meaning influences long-term memory, which
has been an active and fruitful avenue of research and provides the
backdrop for the second, and main, question we are considering in
this paper: do semantic cues differ in their significance for children on
the one hand and adults on the other?

How meaning influences memory has been examined in domains
such as word recall (Bower et al., 1969; Calkins, 1898; Collins and
Quillian, 1969; Dooling and Lachman, 1971; Ernest and Paivio, 1971;
Paivio, 1971; Sasson and Fraisse, 1972; Tulving et al., 1972), where it
was found that meaningfulness appears to facilitate memory (Pezdek,
1977; Slamecka, 1985). This issue has also been studied in the visual
domain for both short-term and long-term memory (Asp et al., 2021;
Bellhouse-King and Standing, 2007; Brady and Störmer, 2022; Gold-
stein and Chance, 1971; Konkle et al., 2010; Kouststaal et al., 2003;
Madigan, 2014; Shoval et al., 2023; Standing, 1973). Several interest-
ing results have emerged. For instance, Konkle et al. (2010) provide
evidence that observers’ capacity to remember visual information in
long-term memory depends more on conceptual structure than on
perceptual distinctiveness. They found that memory for object cate-
gories with conceptually distinctive exemplars is better and shows less
interference effects as the number of exemplars increases. Shoval et
al. in their recent study (Shoval et al., 2023) demonstrated that mean-
ing not only assists visual long-term memory but is rather critical
for remembering large amounts of visual information. They suggest
that semantic/conceptual information acts as a ‘gluing’ process that
is necessary for binding together independent visual features. This
’gluing’ process could take place either during encoding or memory
storage and could also serve as an efficient retrieval cue that facilitates
accurate recognition.

Given the crucial role visual memory plays in enabling many aspects
of cognitive function, it is not surprising that this resource has a rapid
developmental progression. The capacity for both visual working and
long-term memory increases significantly over the first year of life
(Olson, 1976; Rose et al., 2001; Ross-sheehy et al., 2003; Slater, 1989)
and continues to increase with age in childhood (Cowan et al., 2011;
Forsberg et al., 2022; Riggs et al., 2006; Simmering, 2012; Walker et al.,
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1994). Children as young as four years of age spontaneously encode a
high degree of visual detail in their long-term memories. They exhibit
high fidelity in their visual memory capacity over a large set of items
not only for basic-level categories but also for unique details and in-
formation about the position and arrangement of parts (Ferrara et al.,
2017). While the topic of visual memory in infants and young chil-
dren has been explored extensively, developmental literature on how
semantics or meaningfulness modulates visual memory in children
and how this modulation varies across different age groups is fairly
sparse. Some of the studies suggest a facilitation of children’s memory
performance by semantics. For example, Boucher et al. (2016) reported
faster and more accurate identification of concrete pictures by children
as “new” or “old” compared to abstract pictures. Starr et al. (2020)
also found evidence for a mnemonic benefit for familiar compared to
unfamiliar objects, in children as well as adults in working memory.
In another study Goujon et al. (Goujon et al., 2022) investigated, in
both adults and nine-year-old children, how visual long-term memory
for images is affected over time, depending on whether they were
meaningful or meaningless. Participants were exposed to hundreds of
meaningless and meaningful images presented once or twice for either
120 ms or 1920 ms and their memory was assessed using a recognition
task either immediately after learning or after a delay of three or six
weeks. They found that multiple and extended exposures, rather than
meaningfulness, were crucial for retaining an image for several weeks.
This pattern was observed for both adults and nine-year-old children,
highlighting that although semantic information enhances the encod-
ing and maintaining of images in long-term memory when assessed
immediately, this seems not critical for long-term memory over weeks.
Given the mixed nature of these findings and the scanty data on the
role of semantics on long-term memory and its developmental pro-
gression, the question of how meaning modulates long-term memory
as a function of age is still open.

Building on the existing literature thus far, on the role of semantics
on long-term visual memory, the work outlined in this paper not only
lends support to the view that image meaningfulness improves mem-
ory capacity regardless of age, but also adds to the existing knowledge
in three ways. First, we have studied the developmental progression
of visual long-term memory in a broader age range of children and
adults. Second, we have done a systematic study of memory capac-
ity by gradually increasing the number of items to be remembered,
thereby assessing the cardinality where the capacity for meaningful
and abstract images begins to differ. Third, we have complemented hu-
man data with computational work probing whether the behaviourally
derived results can be explained by low-level differences in stimulus
characteristics or reproduced by a computational system trained on
meaningful/naturalistic imagery.
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Figure A.1: Sample stimuli used in our study. The full stimulus set comprised
1200 images of real-world scenes (12 samples shown on the left)
as well as 1200 images of abstract paintings (12 samples shown
on the right).

a.4 human studies

a.4.1 Methods

a.4.1.1 Participants

Two groups participated in this study: Group 1 comprised 20 school
children (10 females; 6 to 14 years; mean: 9.6 years, SD: 2.0 years), and
group 2 comprised 20 adults (10 females; 19 to 36 years; mean: 23.75

years, SD: 5.3 years). Participants were tested individually in a well-lit
room on a 17-inch monitor. All participants had normal or corrected-
to-normal vision and normal color vision. None had any neurological
or psychiatric diagnoses or a history of visual impairment. Informed
consent was taken from all participants and the study was approved
by our institute’s IRB.

a.4.1.2 Stimulus set

Stimulus set: We compiled a database of 1200 color images of real-
world objects or scenes, as well as 1200 color images of abstract paint-
ings (Figure A.1), square-cropped and scaled to the same size (256 x
256 pixels). Real images depicted a variety of natural scenes including
architecture, flora, fauna, vehicles and people (Fig. A.1 right). Abstract
images comprised non-representational paintings drawn from several
digital art archives (Fig. A.1 left). The stimuli were presented on a
17-inch monitor using Psychtoolbox (Brainard and Vision, 1997), at a
viewing distance of 40 cm. Each image subtended a visual angle of 15

degrees vertically and horizontally.

a.4.1.3 Experimental procedure

Our experimental design employed a multi-session ‘old-new’ paradigm,
and each session consisted of consecutively presented encoding and
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Figure A.2: Shows the schematic of the experimental methodology. The ex-
periment was conducted in two phases: encoding and testing.
During the encoding phase participants were asked to memorize
multiple successively presented images, displayed for 6s each.
During the testing phase, the set of previously presented training
images was mixed with an equal number of novel distractors
and participants were asked to verbally indicate whether a given
image was previously seen ‘old’ or not ‘new’.

test phases. During the encoding phase, participants were asked to
memorize multiple successively presented images, displayed for 6s
each. To sustain attention, participants were asked to rate how beauti-
ful they found each picture to be on a scale of 1 to 5. All participants
had 6s to complete the ratings. This process has been used to elicit
deeper encoding which may enhance memory performance (e.g. Bad-
deley and Hitch, 2017; Moulin et al., 2005). For children below ten
years of age, so as to not tax them too much, the rating requirement
was kept optional. They could just say whether they liked the picture
or not. Even though it was optional for children below ten years, all
children completed the ratings for all the pictures and testing condi-
tions, except one six-year-old child. The six-year-old child however
mentioned, for all the testing conditions, if he liked or disliked the
pictures. During the testing phase, the set of previously seen images
was mixed with an equal number of novel distractor images. In each
trial, participants were asked to verbally indicate whether a given
image was previously seen or not. Each test session was conducted 2-5
minutes after memorization. To assess memory capacity, the number
of images shown in the training phase was systematically increased,
such that subjects were asked to remember 10, then 20, 40, and finally
80 images. Thus, each subject participated in a total of eight different
experimental conditions in which they had to memorize and recognize
the aforementioned four stimulus sets, for real and abstract images
each. The testing order for the real and abstract conditions was ran-
domized, in order to counter the effect of fatigue or learning from
any one condition. Both training and distractor images presented in
each of the four set sizes were mutually exclusive, and the stimulus
presentation order was randomized for each participant. No feedback
was provided during the experiment.
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a.4.1.4 Analysis

As a measure of accuracy, the performance of each subject was assessed
by calculating the Matthews correlation coefficient (MCC) (Boughor-
bel et al., 2017; Chicco and Jurman, 2020). MCC has the virtue of
incorporating all information in a confusion matrix (i.e. hits, misses,
correct rejects and false alarms) similar to d’ and also handling im-
balanced class sizes (that d’ does not handle well). Importantly, MCC
is also well-suited for dealing with extreme values. d’ is undefined
for perfect performance (hence the need for some ad-hoc corrections;
Hautus, 1995), whereas MCC produces a meaningful number (1.0)
for perfect performance. The main statistical analysis consisted of a
3-way mixed ANOVA with MCC scores as the dependent variable
and image type and set size as within-subject factors and age group
as between-subjects factors. The data, study materials, and analyses
for this study will be made available via a shared location.

a.4.2 Results

a.4.2.1 Visual memory capacity is dependent on image type, set cardinality,
and age group

Figure A.3 depicts visual memory capacity as a function of image
type, set cardinality, and age group. Table A.1 shows the correspond-
ing results of a 3-way mixed ANOVA on MCC scores. The ANOVA
revealed a significant main effect of image type (i.e., real vs. abstract
images) on recognition performance with a large effect size (p < 0.001,
η2

p = 0.907; see Table A.1), showing markedly higher recognition
of ‘real’ compared to ‘abstract’ images (see Figures A.3A&B). Thus,
meaningful image content facilitates the recognition of complex visual
information.

We also found a significant main effect of set cardinality on perfor-
mance (p < 0.001, η2

p = 0.797; Table A.1), with Bonferroni-corrected
post-hoc tests revealing that performance differed significantly be-
tween each successive set cardinality (see Supplemental Table A.2).
Interestingly, we also see that the difference between ‘real’ and ‘ab-
stract’ recognition performance grows as the number of images to
be recognized increases (interaction between set cardinality and im-
age type: p < 0.001, η2

p = 0.608; Figure A.3E; Table A.1), pointing
to the possibility of an increased facilitatory effect of semantically
meaningful information as set size increases. Given that participants’
performance on ‘real’ images appears largely resilient to set-size (at
least up to the maximum set size we used) whereas the recognition
of ‘abstract’ visual information is strongly modulated by it (Figures
A.3A&B), the presence of interpretable content may provide the vi-
sual system a ‘semantic advantage’ for dealing with increasing visual
memory load.
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Figure A.3: Visual memory capacity, represented as average MCC values for
(A) Real and (B) Abstract images, comparing memory capacity
on different image set sizes (10, 20, 40 and 80 images), for both
children and adults. (C)&(D) Scatter plots depicting the relation-
ship between age and recognition performance, separately for
all combinations of cardinalities (10, 20, 40, and 80) and image
type (real, panel (C) and abstract, panel (D)). (E) Contrasting
average MCC values on real and abstract images as a function of
set size (cardinality), with data pooled across participants from
both age groups. (F) Difference in performance between adults
and children shown for both real and abstract images. Error bars,
in all subpanels (A), (B), (E) and (F), depict standard errors of the
mean. (G) Scatter plots depicting the relationship between age
and recognition performance averaged across all cardinalities.
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The ANOVA also revealed a significant main effect of age group
(children vs. adults) on overall recognition performance (p = 0.038,
η2

p = 0.108; Table A.1 and Figure A.3) as well as a significant inter-
action effect of age group and set cardinality (p = 0.010, η2

p = 0.108;
Table A.1) and of age group and image type (p = 0.038, η2

p = 0.108; Ta-
ble A.1). While the former may be explained by the high performance
scores achieved with lower set cardinalities masking the differences
between age groups that are only reliably observable with higher set
cardinalities (Figure A.3D), the latter suggests that robust visual mem-
ory capacity may develop earlier for meaningful (‘real’) as compared
to ‘abstract’ information.

Finer-grained inspection of the experimental data further indicates
that in addition to performance differences between groups (i.e., chil-
dren versus adults), as previously revealed using our 3-way ANOVA
(see Table A.1), also within the groups (specifically, within the sub-
group of children), higher age appears to be associated with higher
performance scores (Figure A.3C&D). The correlation values for the
two image classes and all four cardinalities are as follows: R(10)
(r = −0.1515, p = 0.3507), R(20) (r = 0.0521, p = 0.7494), R(40)
(r = 0.2019, p = 0.2116), R(80) (r = 0.3282, p = 0.0387), A(10)
(r = −0.1196, p = 0.4623), A(20) (r = 0.3341, p = 0.0351), A(40)
(r = 0.3983, p = 0.0109), A(80) (r = 0.4372, p = 0.0048). Thus, instead
of asymptoting within the first few years of life, visual memory ca-
pacity appears to keep developing well into late childhood. However,
considering the rather small sample size within the children popula-
tion, this observation will need to be tested more thoroughly in future
studies.

a.4.2.2 Difference in real and abstract performance is not attributable to
low level image properties

We probed whether the observed difference in recognition perfor-
mance on real vs. abstract images can be explained by differences in
low-level image properties or inherent image discriminability across
the two image classes. First, to assess the effect of low-level discrim-
inability, we compared the 2D correlation coefficients of all pairwise
comparisons across 100 randomly selected real versus 100 randomly
selected abstract images (Figure A.3). The two sets were not statistically
different (t(9898) = −0.9364, p = 0.3491, 95% CI = [−0.0095, 0.0033]),
arguing against differences in low-level discriminability as an account
for the observed recognition performance differences.

Next, beyond overall similarity, we extracted specific measures of lu-
minance, spatial frequency, and chromatic content, and compared their
variance distributions between the two image classes. With this analy-
sis, we set out to examine if real images may be more discriminable
from each other (due to its distribution exhibiting greater variance),
relative to abstract images, along any of the outlined image-level di-
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mensions. As Figure A.4 shows, in the case of luminance, we found
that the distributions are remarkably similar. To quantify this, we ran
Levene’s test of the equality of variances with 10000 random subsets
of 10, 20, 40, and 80 images per image type (abstract vs. real) each.
This analysis revealed that only 5.8%, 5.6%, 5.3%, and 5.4% (for set
cardinalities of 10, 20, 40, and 80, respectively) of the 10000 subsets
significantly (p < 0.05) differed in their variance. With regard to spa-
tial frequency and chromatic content (see Figures A.4D&E), 13.1%,
20.5%, 36.1%, and 63.0% (for set cardinalities of 10, 20, 40, and 80,
respectively) as well as 15.7%, 24.6%, 40.4%, and 65.0% (for set cardi-
nalities of 10, 20, 40, and 80, respectively) had significantly different
variances. However, while the spatial frequency and chromatic content
distributions thus differ in terms of their variances, we note that this
observed effect actually renders our behaviorally-observed recognition
results more unexpected as the variance in the abstract set, in fact,
exceeds that in the real set for all of the three dimensions examined,
rather than the other way around.

Taken together, the differences in visual memory capacity of real
vs. abstract images are unlikely to be accounted for by differences in
the low-level image properties of either stimulus set, and instead are
more likely to be attributable to the facilitatory effect of semantics on
visual memory.

a.5 computational studies

To probe whether the behaviorally observed age-related differences in
humans’ recognition performance between real and abstract images
may have emerged directly through experience with meaningful/nat-
uralistic imagery, we undertook simulations using a computational
model system.

a.5.1 Methods

In the computational simulations reported in this paper, we utilized a
convolutional neural network (CNN), which, although not a perfect
model of the biological system, can serve as a rough proxy for sensory
processing and its development. The rationale in the context of this
study is that we can expose such a system to naturalistic imagery
and train it on recognizing real-world objects, while examining the
temporal evolution of certain properties of the network that have
relevance for performance on an old-new recognition task.

In a classic convolutional neural network, input images are propa-
gated through a hierarchy of convolutional layers that perform spatial
filtering operations and extract progressively more complex features
of its input. Through subsequent fully-connected layers, these features
are eventually transformed into a classification decision – with the
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Figure A.4: (A) Histogram of 2D correlation coefficients for all pair-wise
comparisons across 100 randomly selected real images (gray
distribution) as well as 100 randomly selected abstract images
(green distribution). (B) Scatter plot depicting standard devia-
tions of the 2D correlation coefficients, for real as well as abstract
images. (C) Histogram of mean luminance scores (computed on
the individual pixel level and subsequently averaged across all
pixels) for all images in both datasets. (D) Histogram of spatial
frequency scores (a 2D Fast Fourier Transform was thereby run
on each image after conversion to grayscale, the resulting 2D
spectra were radially averaged, and a weighted average of the re-
sponses’ amplitudes with the corresponding frequency value was
computed) for all images in both datasets. (E) Histogram of mean
colorfulness scores (computed on the pixel level as imbalance
between the R, G, and B channel, and subsequently averaged
across all pixels) for all images in both datasets.
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final layer of the network, the classification layer, coding for the prob-
abilities that a given input image belongs to each of the categories
that the network was trained on differentiating. While, initially, the
filters in the convolutional layers and the connection patterns in the
fully-connected and final classification layers are random, they get
progressively refined during training. As such, one can examine the
inner workings of the network, as well as the resulting classification
behavior, throughout the entire training process.

To probe whether the empirically observed differences in recognition
performance between real and abstract images could be the conse-
quence of experience with real or naturalistic imagery, we trained a
typical CNN (specifically, the AlexNet; Krizhevsky et al., 2012) (Figure
A.5A) on images belonging to real-world object categories (specifically,
a subset of the Caltech-101 image database; Fei-Fei et al., 2004) and,
throughout training, examined the network’s activations. Specifically,
we quantified how different the neural units’ activations were when
the network was exposed to various sets of naturalistic or abstract test
images. The rationale here is that a larger distance in such ‘activation
space’ would render different images in a given set more discriminable
from each other, which, in turn, would lead to higher performance in
an old-new task, such as the one employed in the human experiments
reported above. In other words, we are not explicitly modeling the
process of memory in this study but, instead, the differentiation of
representations during perceptual analysis – a prerequisite for high
recognition performance in an old-new memory task – as a function
of the amount of training, which serves as a proxy for developmental
change. This rationale is backed up by empirical research showing
that humans are better at remembering images that are more distinct
from each other (Lukavskỳ and Děchtěrenko, 2017).

The differentiation was thereby quantified as the k-nearest neighbor
distance (with k set to 1 for the results reported below, but qualitatively
similar results were obtained with other k’s) between the activations
for a given image and the activations for all other images in the test
set. To examine the effects of progressive training on such discrim-
inability, and, thus, its consequences for recognition performance, the
analysis was carried out prior to training and after each of the 80

epochs used for training the network. It was run separately for the
last four layers in the network (i.e., the last convolutional layer and the
three fully-connected layers; Figure A.5A) to also examine potential
differences across successive layers of processing. Crucially, to examine
differences in inherent discriminability for real vs. abstract images,
while considering also the specific role of training, the analysis was
carried out for a total of four different test sets. These comprised (i)
50 images of abstract art (“abstract”) as well as three different sets
of 50 naturalistic, real-world images, belonging to either (ii) 50 real
categories from the Caltech-101 database that the network was not
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Figure A.5: (A) Architectural sketch of the convolutional neural network
utilized for all simulations reported here, with white blocks high-
lighting the four layers examined for the distance-based analysis
shown in B. Note that image sizes were cropped/rescaled to
100x100 pixels and that the input layer dimensions were adjusted
accordingly. (B) Distance scores (describing how discriminable
the network’s activations are for each of the 50 exemplar images
sent through it) as a function of training epochs (0 to 80, in
steps of 1), network layers (including the last convolutional layer
and all three fully-connected layers) as well as the four different
image datasets used (50 images of abstract images, 50 images
of real images belonging to categories not previously trained
on, 50 images of real images belonging to categories previously
trained on, and 50 images of real images previously used during
training).
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trained on ("real (unknown categories)”), (iii) the 50 real categories
from the Caltech-101 database that the network was trained on, but
not using the exact same images shown during training ("real (known
categories)”), and (iv) using 50 of the exact images that the network
was previously trained on (“real (training images)”). For sets (ii) to
(iv), 50 images were chosen to include one image per category.

Note that to ensure that a greater distance score cannot simply
be attributed to larger absolute values that may have naturally been
reinforced during training, the activity magnitudes of all except the
last fully-connected layer were normalized prior to the analysis (the
last fully-connected layer was not normalized as the application of the
softmax function already led to an implicit normalization). Addition-
ally, to facilitate the interpretability of differences across image types
and as a function of training, the same normalization was applied
across all epochs and image sets (but not across layers).

a.5.2 Results

We observe that distances generally depict an increase as a func-
tion of training epochs (Figure A.5B). This supports the idea that
training-induced elaboration of internal representations renders differ-
ent images in a set more discriminable from each other, predicted to
result in improved performance in an old-new task. The timeline and
rate of this improvement, however, depends on the layer of processing
as well as the image set: whereas the increase of distance scores in the
last convolutional layer plateaus after just a few epochs, a steadier im-
provement can be observed in the fully-connected layers, with the final
fully-connected layer (i.e., the one used for classification) exhibiting
the highest rate of increase.

Examining relative differences in these curves as a function of image
set reveals two key findings. First, for all except the last fully-connected
layer, the four image sets yield similar distance score trajectories, sug-
gesting that experience with naturalistic, real-world imagery induces
the general shaping of representations in the hidden layers that ren-
ders different images in a set more discriminable from each other,
regardless of the specific style of the presented imagery (i.e., whether
the images are abstract or real) or the similarity of these images to the
training set (i.e., whether the network has previously been exposed to
the same exemplars, to other exemplars of the same categories, or to
neither). Second, in the last fully-connected layer, which is utilized by
the network for classification, clear differences between the image sets
emerge as a function of training epochs. These differences, however,
primarily depend on the similarity of the image sets to the training
data rather than on the image style per se: the strongest increase in
distance scores as a function of training epochs is evident for the
specific set of real images used during training, the second-strongest
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increase for real images that were not used during training but belong
to the trained-on categories, and the lowest increase is seen for the
set of real images belonging to unknown categories as well as the
set of abstract images. These results allow for interesting inferences:
When disregarding the role of familiarity or previous exposure, ab-
stract and real images belonging to categories not explicitly trained
on are associated with similar levels of activation differentiation in
our networks and, thus, similar predicted recognition performances.
Akin to the analyses of the two stimulus sets presented in Figure A.4,
the computational results, therefore, further add to the idea that, on
the basis of individual images and image properties, there are no
fundamental differences between the two image sets that would ren-
der one set significantly more inherently discriminable than the other.
However, when taking into account the role of familiarity, and when
comparing the curve representing different images of trained-on natu-
ralistic categories with that of the abstract image set, we do see marked
differences. This finding potentially has some bearing on the nature of
the behavioral patterns that we observed in human participants’ data.
Humans, too, are likely to have previously been exposed to, and have
semantic descriptors for, the specific types of image categories pre-
sented in the natural-image sets during the experiment. Furthermore,
meaningfulness is reliant on familiarity. Given these two premises, if
one were to take the curve representing different images of trained-on
naturalistic categories as a first-order proxy for the naturalistic condi-
tion in the human experiments, these results could be offered as partial
account for the empirically-observed differences between recognition
performance on real vs. abstract images. By extension, considering
that the rate of increase in the representational distances as a function
of training epochs is higher for real images of trained-on classes than
it is for abstract images, these data add plausibility to the idea that it
takes more visual experience to reach the same inter-image discrim-
inability for abstract images, relative to real ones. Although training
epochs of the computational model system cannot be linked directly
to developmental age of humans, the qualitative performance pattern
over time exhibited by the computational model is consistent with
the human data reported above. This motivates interesting follow-up
experiments on the human front, to examine memory performance on
natural objects that participants are unfamiliar with.

While the basic computational results presented above may come
as no surprise given that the last fully-connected layer is utilized
for final classification, and considering that the two image sets as-
sociated with the highest increase in distance scores belong to the
categories that the network has been explicitly trained to differentiate,
it is worth noting that a noticeable increase in distance scores with
progressive training can, in the final layer, also be observed for the
other two data sets: real images belonging to unknown categories and
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abstract art images, even though the network has not been trained
on differentiating either. To provide a possible explanation for this
finding, we examined the ‘confidence’ of the network in classifying the
different test sets (confidence quantified here as the maximum value
observed in the final fully-connected layer after the application of the
softmax function). Depicting the distribution of confidence scores for
each of the four image sets as a function of training epochs, we see
a pattern closely resembling that of Figure A.5B: while the two sets
of real images belonging to trained-on categories exhibit the high-
est classification confidence (with the specific trained-on exemplars
exhibiting even higher confidence scores), the two other image sets
(i.e., real images belonging to untrained categories as well as abstract
images) show a less steep, but still marked, increase in classification
confidence throughout training (Figure A.6A). This is particularly
noteworthy as for abstract images, for which the object classification
task should make little sense, as well as for real images belonging to
unseen categories, which do not reasonably map onto the categories
available during training, the network’s classification confidence is
quite high. This is further illustrated in Figure A.6B. To sum, while
the similar, unexpectedly high confidence scores for abstract images
and real images mapping to unknown categories may account for the
computational results observed in the final classification layer, they
may also point to an interesting divergence from the human data.
Whereas humans’ lower memory recognition performance on abstract
image sets, as compared to recognition performance on real image
sets, could be hypothesized to be accounted for by their inability to
compress an abstract image into a memorable label, or a collection
of such labels, the network – making confident predictions even for
abstract images (e.g., classifying a golden painting as a leopard; see
Figure A.6B for illustration) – would not suffer from this problem. In
fact, a memory system being linked to the perceptual interpretation of
a network might, at least for a modest set size, even profit from such
confident predictions. It is notable that the computational simulations
with unfamiliar real-world categories yield results consistent with
Starr et al. (2020) who observed lower performance on un-nameable
objects relative to nameable ones.

a.6 discussion

The primary goal of this study was to examine whether semantic cues
differ in their significance for children on the one hand and adults
on the other. Our human experiments reveal that both children and
adults benefit from meaningfulness, showing higher memory perfor-
mance for meaningful images compared to abstract patterns with
comparable low-level image statistics. This is in agreement with the
results outlined in Boucher et al. (2016) where children’s memory
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Figure A.6: Mean and standard errors of the confidence in classification
prediction (quantified as the maximum value in the final fully-
connected classification layer after the application of the softmax
function) depicted as a function of training epoch, for each of
the four image sets tested. (B) Depiction of the three images
associated with the most confident prediction, and the three
images associated with the least confident prediction, along with
the confidence of the prediction and its label, for each of the
three test sets used.
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performance was better for concrete than for abstract pictures, marked
by larger P600 repetition effects elicited by concrete as compared to
abstract designs and a more pronounced and localized recruitment
of the left frontal region for concrete pictures. This also agrees with
results highlighted in Shoval et al. (2023) where they established that
meaning is important for remembering massive amounts of visual
information in adults and in Goujon et al. (2022) where they found
that semantic information does enhance the encoding and maintaining
of images in long-term memory when assessed immediately (but not
when assessed after weeks). Building on these findings, our compara-
tive data on children and adults’ performance additionally shows that
the ‘concrete-superiority effect’ or the relative advantage conferred
by meaningfulness is higher for children. Specifically, while children
and adults show comparable recognition performance on meaningful
images, the former are significantly worse than the latter when pre-
sented with abstract images. In other words, the reduction of semantic
cues proves more detrimental for children relative to adults.

The near equality of performance of the two groups with meaning-
ful images, even in the highest cardinality condition, suggests that
differences in memory capacity per se are unlikely to provide a sat-
isfactory account of the data with abstract images. Results from our
computational work provide a possible explanation for this human
finding. If the representational distances between the images in the
abstract class are smaller i.e. images of the abstract class are more alike
(more confusable with each other) than the meaningful ones, then the
greater confusability of the abstract images could manifest as lower
accuracy during the recognition phase.

Our computational results further support our human findings.
We find that training the computational system on real/meaningful
categories later facilitates their discrimination from distractors, thus
yielding better performance in an old-new task. Interestingly, when
tracking this change as a function of training epochs, which we use as a
rough proxy for visual experience during development, we find that in
the later stages of the network, the rate of increase in representational
distance is higher for real images drawn from the classes the system
has been exposed to compared to abstract images. Thus, to obtain the
same level of discriminability between images, the timeline is more
protracted for abstract images than for familiar, real ones. Translating
this to the developmental arena, one would predict that children will
take longer to catch up with adults on the set of abstract images relative
to real images, consistent with what we observe in our participant
data. It is important to note that these differential rates of increase in
representational distance are not evident in the early network layers,
suggesting that both classes of images are equally well represented
by the initial featural vocabulary, as instantiated in the convolutional
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layers; the differences become apparent in higher-order layers which
likely encode more class-specific information.

Some important caveats need to be noted. Firstly, while we have
considered the distinction between abstract and real images as being
based in the semantic meaninglessness versus meaningfulness of the
two sets of images, there is a related, but subtly different, interpretation
rooted in the construct of familiarity. Real-world images, by definition,
display entities that observers are more familiar with than the abstract
patterns. Hence, the differences in performance we observe between
real and abstract images could potentially arise from the differing
levels of familiarity with the entities depicted in each set. Familiarity
may also play a role in modulating performance as a function of
age, in that people acquire more familiarity with real-world images
as they age. It is also possible that meaningful images, which are
more nameable, may be dual-coded (as visual and verbal), whereas
meaningless images may be encoded only visually as discussed in
Goujon et al. (2022) and this strategy may vary between children and
adults.

Secondly, the abstract images we used may not circumvent all in-
volvement with past learning. Much like Ebbinghaus’ non-sense sylla-
bles (Ebbinghaus, 1913), the abstract images used in this study were
non-figurative, with no direct connection to any real-world object,
but they could still have indirectly-mediated associations (an abstract
pattern that reminds a viewer of a familiar landscape, for instance).
It is possible that these indirectly-mediated associations were used
as an encoding strategy by some participants, and the tendency to
do so might have differed as a function of age. Interestingly, Goujon
et al. (2022) found that when asked to assign a name to real or abstract
images at two time points, people were highly consistent across time
with the assignments for real images, but much less so for the abstract
patterns. This reduction of consistency would weaken the influence
of a naming strategy on the kind of task we have employed here,
but would not eliminate it. Hence, this is an interesting avenue for
future research. Another caveat relates to the many factors that can
contribute to memory performance. These include attention (Shipstead
et al., 2015), rehearsal (Kellas et al., 1975; Rundus, 1971), association
(Voss, 2009), methods of learning (Meumann, 1913; Qureshi et al.,
2014), and fatigue (Finkenbinder, 1913). The developmental changes in
performance that we have observed may, therefore, arise not only from
the representational elaboration that we referred to above, but also
possibly from changes in any of these factors. However, this likelihood
is mitigated by the statistically indistinguishable performance of the
pediatric and adult groups on the set of natural images suggesting
that basic skills such as task understanding and attentiveness are
comparable across the two groups.
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This work points to several potentially interesting follow-on stud-
ies. These include: 1. Examining whether memory performance with
meaningful images showing unfamiliar objects/settings is closer to
that corresponding to abstract images (as is the case for computational
simulations) or the real images, 2. Studying how larger time delays be-
tween memorization and recognition impact recognition performance.
Are the compact linguistic descriptions associated with meaningful
images more resilient to decay over time than the eidetic representa-
tions that abstract images require? Specifically, does the passage of
time lead to a greater decay of recognition performance for one type
of images, such as the abstract set, than for the other? 3. Investigating
whether the intra- and inter-group results presented here would differ
had participants been tasked with memorizing more than 80 pictures.
4. Working with younger children to help reveal when, in the develop-
mental timeline, differences in performance between real and abstract
images first become evident.

a.7 conclusion

How meaning influences memory has been an active and fruitful area
of research both in the domains of word recall and vision and it is
known that meaning does have a facilitatory effect on memory for
both short and long durations. It is however not known how this
‘semantic benefit’ varies as a function of age. We looked at how long-
term visual memory capacity is modulated by semantics and how it
changes as a function of age in children and young adults and also
performed computational experiments to complement our human
studies. Results of human studies show a clear benefit of semantics
on the memory performance of both children and adults and an
age-dependent improvement in performance, especially for abstract
images. Our computational results help partly account for the human
data but also point to, and make predictions for, new experiments.
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b.1 abstract

As an ‘early alerting’ sense, one of the primary tasks for the human
visual system is to recognize distant objects. In the specific context of
facial identification, this ecologically important task has received sur-
prisingly little attention. Most studies have investigated facial recogni-
tion at short, fixed distances. Under these conditions, the photometric
and configural information related to the eyes, nose and mouth are
typically found to be primary determinants of facial identity. Here we
characterize face recognition performance as a function of viewing
distance and investigate whether the primacy of the internal fea-
tures continues to hold across increasing viewing distances. We find
that exploring the distance dimension reveals a qualitatively different
salience distribution across a face. Observers’ recognition performance
significantly exceeds that obtained with the internal facial physiog-
nomy, and also exceeds the computed union of performances with
internal and external features alone, suggesting that in addition to
the mutual configuration of the eyes, nose and mouth, it is the re-
lationships between these features and external head contours that
are crucial for recognition. We have also conducted computational
studies with convolutional neural networks trained on the task of
face recognition to examine whether this representational bias could
emerge spontaneously through exposure to faces. The results provide
partial support for this possibility while also highlighting important
differences between the human and artificial system. These findings
have implications for the nature of facial representations useful for a
visual system, whether human or machine, for recognition over large
and varying distances.

keywords

Face recognition; Long-range viewing; Internal and external features;
Image degradations
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b.2 introduction

There exists a notable discord between what we know of the spatial
aspects of real-world social interactions on the one hand, and the
foci of investigation in the domain of face recognition on the other.
Over the past 60 years, the field of ‘proxemics’ has characterized how
an individual’s personal space is organized. While the early studies
(Hall, 1966) were rather qualitative and somewhat weak in empirical
rigor, they provided a useful taxonomy of space corresponding to the
nature of interactions they allow. For instance, Hall (1966), defines ‘far-
phase’ of public space as a distance where “subtle shades of meaning
conveyed by the normal voice are lost as are the details of facial
expression and movement.” An individual is able to gauge different
aspects of people as they move through these zones of space. The
critical initial recognition step of this process is believed to occur
at approximately 50 feet (Fotios et al., 2018). Even at this extended
distance, the identity decision is sub-served, in large part, by facial
cues rather than body structure (Burton et al., 1999). The initial step
of facial recognition can help facilitate a decision about whether to
approach or avoid the person, resulting in either reduced or increased
inter-personal distance. Consider, for instance, recognizing a friend
in the large arrival hall of an airport, or crossing over to the other
side of the road to avoid meeting a garrulous colleague whom you
spot sauntering a block away. In spatial terms, the progression from
recognition to interaction (assuming an ‘approach’ decision) translates
to transitioning from long ranges in ‘public spaces’ to potentially
up-close ‘personal spaces’, as shown in Fig. B.1a.

In contrast to the aforementioned ecological importance of face
recognition at large distances, laboratory studies have largely focused
on examining facial recognition at ‘up-close’ conditions. The stimuli
typically used in these studies comprise large, high-resolution images,
quite unlike the information available when viewing distant faces.
For instance, seeing a high-resolution 6 degrees wide face image, a
stimulus size that many past studies have used or exceeded (e.g.,
Andrews et al., 2010; Burton et al., 2005; Maurer et al., 2002; O’Donnell
and Bruce, 2001; Schwaninger et al., 2003; Yovel and Kanwisher, 2004),
is tantamount to viewing a real face from a distance of approximately
4 feet (as per calculations in Oruc et al., 2019). This corresponds to the
viewed individual being within the viewer’s ‘personal space’ (Hall,
1966), which is typically intended for interaction with an already
recognized person. It is indeed the case that most of the interactions
adults have with others are conducted up-close. Oruc et al. (2019)
analyzed first-person videos collected with head-mounted cameras
and found that the majority of faces experienced had angular widths
of 6 degrees or more, with familiar faces subtending, on average,
larger angles than unfamiliar ones. Hence, the choice of large face
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Figure B.1: (a) A depiction of the conception of interpersonal distances by
Hall (1966). (b) Viewing distance determines the size of the image
projected on the retina (upper panels) and thereby changes the
effective resolution available (lower row).
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stimuli in the aforementioned stimuli appears to be consistent with
ecological statistics. However, by focusing on identification within the
personal space, laboratory studies run the risk of neglecting settings
involving large viewing distances in which human face recognition
often transpires. Given that many people transitioning through an
individual’s public space are likely to be strangers, they will not
elicit recognition, but the ability to identify the few who are indeed
familiar is necessary to encourage further approach and admittance
to the personal space. It is worth noting that this argument of the
significance of recognition at a distance applies to identities with
whom one is already familiar. Familiarization with new identities is a
process that may well rely on face exposures at close distances. While
such face-learning is a topic of great interest, here we are concerned
exclusively with recognition of already familiar individuals.

It is important to note that we cannot assume that results of conven-
tional studies will necessarily prove to be applicable to understanding
face recognition over much greater distances. Distance induces trans-
formations on the facial images projected on the viewer’s retinas,
notably reductions in resolution. Thus, cues that may be available
up-close, may simply not exist at greater distances, forcing the visual
system to adopt different recognition strategies in such settings.

While existing literature on face recognition as a function of distance
is sparse, several studies have examined the related issue of the roles
of different spatial frequencies. Broadly, these investigations have
revealed that low spatial frequencies allow for configural processing,
while high spatial frequencies support featural analysis by providing
information about details (Cheung et al., 2008; Fiorentini et al., 1983;
Goffaux et al., 2005; Oliva et al., 2006; Parker et al., 1996; Ruiz-Soler
and Beltran, 2006). Further, Mousavi and Oruc (2020) have examined
the effect of stimulus size on blurry face recognition and revealed a
scale-dependent influence on recognition resilience to blur. Additional
studies have directly considered the viewing distance dimension (De
Jong et al., 2005; Greene and Fraser, 2002; Hahn et al., 2016; Lampinen
et al., 2014; Lindsay et al., 2008; Loftus and Harley, 2005; Wagenaar
and Van Der Schrier, 1996). These studies have primarily focused on
determining the range over which above-chance recognition can be
obtained, rather than examining the contribution of different facial
cues to observers’ performance. It is this latter goal that we focus on
in this paper. To this end, we use as a starting point a prominent result
that has consistently emerged across numerous studies of ‘up-close’
face recognition, and then investigate whether and how this result
changes as viewing distance increases, namely, the role of internal
facial physiognomy, viz., the featural details and mutual configuration
of the eyes, nose and mouth (Burton et al., 2005; Ellis et al., 1979; Hosie
et al., 1988; Maurer et al., 2002; O’Donnell and Bruce, 2001; Valentine,
1991; Young et al., 1985; Yovel and Kanwisher, 2004). The importance
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of these features is widely accepted, particularly in the identification of
familiar faces, and is even reflected in popular literature. For example,
the main protagonist in Isabelle Holland’s eponymous 1928 book is
referred to as ‘the man without a face’ because he suffered a burn
injury that disfigured his eyes, nose and mouth.

Building on this observed importance of the internal facial physiog-
nomy for ‘up close’ faces, a question we are interested in addressing is
whether this cue continues to inform recognition across larger viewing
distances as well, or if the visual system switches to using other facial
cues. As viewing distance increases, the amount of detailed featural
information in a face progressively decreases (see Fig. B.1b), rendering
it harder to decode identity from the internal features (Loftus and
Harley, 2005). However, it is possible that all facial identity cues de-
grade in a similar manner, and hence the relative importance of the
internal features is maintained irrespective of the viewing distance. Al-
ternatively, increasing viewing distance may impact different aspects
of facial information differently, leading to a change in the relative
importance of facial cues as a function of distance. We seek to directly
address this issue through studies of familiar face recognition across
different viewing distances.

Our studies have three specific aims. First, we characterize over-
all face recognition performance as a function of viewing distance.
Second, we examine whether overall face recognition performance at
any given viewing distance can be largely accounted for by internal
facial features. Finally, we undertake computational simulations with
deep neural networks to determine whether the empirically observed
featural bias in human responses may emerge spontaneously through
exposure to a large training set of faces.

The structure of the paper is as follows. We start by describing
a study that sought to examine whether a proxy for viewing dis-
tance – Gaussian blur – reveals potentially interesting results in terms
of the effectiveness of facial cues at different magnitudes of image
transformation. This is followed by a study that directly investigates
face recognition as a function of viewing distance. To foreshadow the
results from these two studies, we find that more than the mutual
configuration of the eyes, nose and mouth, it is the relationships be-
tween these features and external head contours that are crucial for
recognition at a distance. Finally, we describe our computational inves-
tigations that probe whether the featural biases exhibited by human
subjects can arise spontaneously in a machine vision system through
experience with several faces. These results provide partial support for
this possibility while also highlighting important differences between
the human and artificial system.
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b.3 human experiment 1 : robustness of internal fea-
tures for facial identification as a function of

increased blur

Increasing viewing distance leads to a diminishment of the image
size projected onto the retina, thereby resulting in reduced resolution,
given that fewer photoreceptors are stimulated. Loftus and Harley
(2005) have detailed this linkage between viewing distance and blur.
Working with a set of four synthetically generated faces, they showed
that recognition performance at increasing distances was analogous to
recognition of increasingly blurred images. However, this linkage is
an approximate one since the reduction in image quality that results
from actually increasing viewing distance between the observer and
observed is not precisely the same as convolving with a Gaussian
an image obtained up-close. Several factors lead to this imperfect
equivalence. These include ocular micro-saccades that smear image
information more for distant objects than those up-close, intervening
haze, and discretization artifacts introduced when sampling very small
images. Nevertheless, the linkage between distance and blur is useful
as a first approximation for determining the effects of the former.
Given the relative simplicity of experimental design and logistics, we
decided to start by exploring face recognition performance and cue
effectiveness as a function of image blur. These results would help set
the stage for more directly probing the viewing distance dimension.

b.3.1 Methods

Our stimulus set consisted of twenty-four high-resolution color images
of famous individuals in frontal views. The celebrities were movie or
television actors and politicians. All twenty-four faces used were scale-
normalized to have an inter-pupillary distance of 50 pixels. The heads
were rotoscoped so that all images had a uniform white background.
From this collection, we created a total of four stimulus sets using
Adobe Photoshop:

• Set A: Internal features placed in a row, not preserving their
mutual spatial configuration.

• Set B: Internal features in their correct spatial configuration.

• Set C: External features alone.

• Set D: The original collection of whole-head images.

Samples of stimuli used for each of the experiments are shown
in Fig. B.2. To measure recognition as a function of increasing blur,
images in each set were subjected to several levels of Gaussian blur
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Figure B.2: (a) Sample stimuli from the four conditions, from top to bottom:
Condition A: Internal features for each face placed in a row. Con-
dition B: Internal features for each face in their correct spatial
configuration. Condition C: External features alone with the in-
ternal features digitally erased. Condition D: Full faces, including
both internal and external features. (b) Sample stimuli to illustrate
the impact of different levels of blur. The annotations under each
image indicate the number of cycles eye to eye. (c) Recognition
performance as a function of image resolution across the four
stimulus conditions. The dashed curve represents the computed
upper-bound of the union of performances obtained with the
intact internal and external features. The error bars represent 95

% confidence intervals.
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with the resulting resolutions ranging from 1 cycle between the eyes
to 4 cycles.

Thirty subjects, ranging in age from 18 to 38, participated in the
study. This study was approved by Massachusetts Institute of Tech-
nology’s IRB and participants gave informed consent. Subjects were
randomly placed in four non-overlapping groups, corresponding to
the four experimental conditions (eight each in experiments A through
C, and six in experiment D). The mutual exclusion was enforced to
prevent any transfer of information from one condition to another.

In each experimental condition, the presented stimuli proceeded
from the most degraded to the least degraded conditions. Subjects
viewed the screen from approximately 1.97 feet (60 cm) but were
allowed to move their heads freely. At around 2 feet, a face subtended,
on average, 5 degrees of visual angle. Subjects were asked to identify
each individual shown either by name or some uniquely identifying
information (such as a job for which the celebrity may have been
famous; for example, for actors this would include the name of a movie,
television show or character with which he or she may have been
associated). In each experimental condition, un-degraded faces from
set D were shown subsequent to the presentation of all other stimuli
as a reference set, allowing us to normalize our data at the individual
subject level, since recognition of an undegraded full head image
indicated that the subject was actually familiar with that particular
face under normal conditions. Subsequent data analysis considered
recognition data only for those face images that each subject was able
to identify in this reference set.

b.3.2 Results

Fig. B.2c plots performance (i.e., the proportion of faces correctly iden-
tified) as a function of image blur. The graph shows four curves cor-
responding to each of the experimental conditions tested (A through
D).

Performance in the full-face condition (condition D) is remarkably
robust to reductions in image quality and declines only slowly with
increasing image blur. Even at a blur level resulting in only 3 cycles
between the eyes, performance is greater than 80 %. This is in contrast
to performance with the rearranged internal features. In this condition
(condition A), even at the highest resolution, performance is rather
modest, averaging just a little over 50 % and dropping rapidly to essen-
tially 0 % with increasing blur. When the internal features are placed
in their correct spatial configuration (condition B), performance im-
proves relative to condition A, but continues to be extremely sensitive
to the amount of blur applied to the stimulus images.

Our data also indicate that in the high-resolution case, simply ex-
cluding external features severely compromises recognition, consistent
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with previous findings (Lewin and Herlitz, 2002; Megreya and Binde-
mann, 2009; Wright and Sladden, 2003). In fact, in contrast to the
rapid fall-off observed for internal features only (conditions A&B), the
shallow slope of the curve for external features alone (condition C)
indicates gradual performance change with increasing blur. However,
the absolute level of performance all along this latter curve is poor,
not exceeding 40 % even at the highest resolution. Interestingly, at
a resolution of approximately 3.5 cycles between the eyes, we ob-
serve a change in the rank-ordering of the curves for recognition of
internal-only versus external-only features (i.e., condition C relative
to conditions A and B). These results are consistent with past work
showing that while high spatial frequencies support detailed featural
analysis, lower spatial frequencies have been related to more config-
ural processing (Cheung et al., 2008; Fiorentini et al., 1983; Goffaux
et al., 2005; Oliva et al., 2006; Parker et al., 1996; Ruiz-Soler and Beltran,
2006). Although the stimuli used in condition D can be obtained by
a superposition of the stimuli in conditions B and C, the result of
summing up performances with conditions B and C falls significantly
short of the plot corresponding to condition D.

A 2-factor repeated measures ANOVA on combined data across
four blur levels (1.5, 2, 3, and full resolution) and the 4 experimen-
tal conditions showed highly significant main effects of blur level
(F3,78 = 420.036, p < .001) and condition (F3,26 = 128.049, p < .001)
as well as a highly significant blur level by condition interaction
(F9,78 = 32.870, p < .001). At high levels of blur (levels 1.5, 2 and 3),
performance on the full-face condition was significantly better than in
the external features only condition, which was in turn better than ei-
ther of the internal features only conditions (all p < 0.05 in two-tailed
t-tests).

Overall, the data strongly suggest that with increasing blur, internal
features on their own are inadequate to account for performance with
whole heads. Furthermore, mere addition of performance from exter-
nal features is insufficient to bridge the gap in performance, obviating
the possibility of the two sets of cues serving as independent sources
of identity information. Instead, it is the mutual spatial relations be-
tween the two sets of features that appear to be necessary to account
for the observed recognition performance.

We next sought to determine whether this pattern of results would
continue to hold when the independent variable was viewing distance,
rather than blur as its proxy.
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b.4 human experiment 2 : overall recognition and ro-
bustness of internal features for facial identifica-
tion as a function of increased viewing distance

Inheriting the basic experimental design from the study on blur, this
experiment explored how distance-conditioned recognition perfor-
mance with full faces relates to that obtained with the internal and
external features independently, i.e., the cue-fusion strategy that the
visual system uses for combining information from these two sets of
features.

b.4.1 Methods

20 subjects from the MIT student community participated in the ex-
periments. This study was approved by Massachusetts Institute of
Technology’s IRB and participants gave informed consent. All partic-
ipants underwent acuity testing prior to the start of the study. Only
those with 20/20 acuity were enrolled in the subsequent experiment.
Forty celebrity faces, distributed across the same four conditions as in
the first experiment (see Fig. B.1a), were presented on an LCD screen
sequentially to subjects in random order, with no identities repeated
across conditions for a given subject. Additionally, we included a fifth
condition showing the whole heads vertically inverted.

Images were displayed on a monitor placed on a wheeled trolley
that could be moved along a 25- foot-long track marked on the floor,
marked in inches (the start distance was 25 feet). The experimenter
moved the trolley slowly (1 in./second) with the aid of a tether, pro-
gressively closer to the observer. The observer’s task was to try to
identify the individual shown as soon as possible. When they indi-
cated that they were ready to give a response, the trolley was stopped
and their response and the trolly’s distance was recorded. The trolley
resumed moving closer to the observer if they had produced an in-
correct response. For correct responses, the trolley was moved closer
for three more feet to determine if the subjects would change their
response.

The condition that a given celebrity face appeared in was random-
ized across subjects. For each subject, performance in each condition
was computed after normalizing responses against a reference test
conducted after the main experiment (similar to experiment 1). In this
baseline, subjects were shown, at around 2 feet (60 cm), high-resolution
full head images of each celebrity in turn and asked to recognize them.
This allowed us to determine which of these individuals the subject
was actually familiar with. Those that were not recognized in the
baseline condition were not included in the analyses of that particular
subject’s data from the experiment.
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Figure B.3: Recognition performance as a function of image distance across
each of the four stimulus conditions. The key finding to note is
that the actual performance with full faces (red line) significantly
exceeds that predicted by the union of performances obtained
with internal and external feature sets independently (dashed
black line) at all viewing distances. The shaded regions around
each line represent 95 % confidence intervals. (For interpretation
of the references to color in this figure legend, the reader is
referred to the web version of this article.)

b.4.2 Results

Fig. B.3 shows average performance (i.e., the proportion of faces
correctly identified) as a function of viewing distance. The graphs show
performance corresponding to each of the experimental conditions
tested. Chance performance in all these conditions is close to zero
because subjects were unaware of which individuals they might see in
the session.

In condition A (rearranged internal features), even at the closest
distance (12”), performance is modest, averaging just a little over 20

%, suggesting that on their own, disjointed internal features provide
extremely limited information for facial identity. Furthermore, the per-
formance drops sharply with increasing distance. When the internal
features are placed in their correct spatial configuration (condition
B), performance improves relative to condition A, but continues to
be extremely sensitive to the viewing distance. External features, on
their own (condition C), also support modest performance (barely
exceeding 40 % at the closest distance) and show a marked decline in
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usefulness beyond 20 feet. In contrast to these findings, the presenta-
tion of whole heads (condition D) dramatically improved performance,
especially at long viewing distances.

The high performance with internal features at close viewing dis-
tances is consistent with past research showing that these features
are more useful for familiar face recognition than external features
(Ellis et al., 1979; Young et al., 1985) in high-resolution images. Fur-
thermore, in settings of close-up viewing, the union of conditions B
and C yields high performance accuracy, as shown in Fig. B.3. On its
own, this finding is consistent with the internal and external features
making independent contributions to the overall process of identity
computation. However, an interesting result emerges as we proceed
further along the distance dimension and compare the computed per-
formance (union of B and C) with the actual performance obtained
with whole head stimuli. Although the stimuli used in condition D
can be obtained by a superposition of the stimuli in conditions B
and C, the result of summing up the performances of conditions B
and C (calculated as the union) still falls significantly short of the
actual performance obtained in condition D (one-tailed two-sample
KS test; p < 0.01), pointing to additional and critical information that
appears to be derived from the combination of these two seemingly
independent cues.

Fig. B.4 also shows results with inverted whole heads. As expected
from the well-studied face-inversion effect (Yin, 1969), performance
suffers in this condition relative to the upright head condition, and this
gap between upright and inverted is observed for all viewing distances.
Interestingly, however, the computed union of conditions B and C
closely matches the empirically observed performance with inverted
heads, suggesting the possibility that under inversion, the internal and
external features act as independent contributors to identity processing.
Their mutual configuration is utilized when the face is upright and
leads to a significant boost in performance.

b.5 computational experiments

To probe whether the kinds of cue sensitivities that we observed in
the data from human subjects could potentially emerge spontaneously
through experience with full-face images, we have trained a computa-
tional model system – a deep convolutional neural network – on the
task of face identification and subsequently tested its performance on
various versions of face images, akin to the set-up presented in the
human experiments.



B.5 computational experiments 243

Figure B.4: Computed union of performances obtained in conditions B and C
(dotted magenta line) relative to performance with whole heads
(red line). Also shown is the performance with inverted whole
heads (black line). The shaded regions around each line represent
95 % confidence intervals. (For interpretation of the references
to color in this figure legend, the reader is referred to the web
version of this article.)
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b.5.1 Methods

The data used for training and testing our computational model
were derived from the FaceScrub database (Ng and Winkler, 2014),
a database containing images of mostly frontal celebrity faces, along
with boundary box coordinates for generating tightly cropped versions
thereof. As cropping with the default coordinates resulted in a partial
cut-off of some of the outer facial features, we extended the width and
height of the boundary boxes by 50 % on each side and disregarded all
images where such extension was not possible. The resulting dataset,
containing a total of 44,301 images, belonging to 524 different facial
identities, was split into a 90 % training set and a 10 % test set. Of the
10 % test set, 100 clean and full-frontal exemplar images (belonging to
100 different faces) were selected and, akin to the stimulus preparation
that was undertaken in the human experiments, manually edited in
Photoshop, to produce three different test sets: the original full-face
images, images in which only outer facial features were preserved,
and images in which only inner facial features were preserved. The
training images were fed into the AlexNet CNN (Krizhevsky et al.,
2012), which was trained for 500 epochs using the stochastic gradi-
ent descent optimizer with a constant, low learning rate of 0.0001,
Nesterov momentum of 0.9, and a batch size of 64. As part of pre-
processing, normalization, random cropping (from 256 × 256 to 227

× 227 pixels), and random vertical flips were applied to the training
data. Subsequently, the network’s performance was plotted on the
above-described test images consisting of three image conditions: full-
face, outer-features only, and inner-features only. Finally, the union of
the performances for inner-features only and outer-features only was
computed (to compute the union, a given image was thereby evaluated
as correctly classified if the inner-features only, the outer-features only
images, or both were classified correctly).

To better understand the resulting performance patterns exhibited
by our computational model system, and to try to enable a better com-
parability between the human and computational testing conditions,
we conducted three additional control experiments. First, to reduce
the impact of image-level modifications on the network’s performance
(considering that the removal of inner or outer facial features creates
significant modifications to the overall image statistics), we added to
the internal-features only versions of our 100 test images the external
facial features of a computed ‘average face’ (the average face was
obtained from the ‘Face of Tomorrow’ project conducted by South
African photographer, Mike Mike, which involved averaging over
100 faces), thereby creating a more naturalistically-composed image
without adding diagnostic information for a particular face image.
Similarly, we added to the external-features only version of our 100

test images the internal facial features of the same ‘average face’ (see
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Fig. B.5b and c for illustration). These new variations were then used
to test the network again.

As part of a second control experiment, we sought to rule out the
possibility that eventual performance decrements upon the selective
elimination of either internal or external facial features would be the
consequence of a mere lack of diagnostic information that the network
draws upon prior to making a classification decision. This way, we
hoped to better determine whether the network uses the internal and
external facial information as independent cues to identity, or whether
it uses additional information about their relative configuration, as
appears to be the case in the human experiments. To achieve this, we
tested the network’s performance with images where the internal and
external features were presented side-by-side, but not in natural spatial
register, and compared it to the computed union of the performances
with the two feature-sets shown as part of two separate images. In
order to enable the network to process images with twice the width
as the ones utilized in the previous computational experiment, we
re-trained the network from scratch, on images where two copies of
the exact same full-face were horizontally concatenated. Subsequently,
we measured a) the classification performance when testing the net-
work on horizontally-concatenated full-face images, b) the union of
classification performances with horizontally-concatenated images
containing only internal features and horizontally-concatenated im-
ages containing only external features, and c) the classification perfor-
mance on horizontally-concatenated images containing both internal
and external features that are positioned side-by-side (a side-by-side
placement of Fig. B.5b and B.5c). In all cases, the internal or external
features were presented along with the complementary (external or in-
ternal, respectively) ‘average face’ placeholders to avoid performance
detriments due to significant modifications of the image statistics.

In our third, and final, control experiment, we examined the role of
data augmentation on our network’s performance patterns. Specifi-
cally, when considering the effect of blur to be a rough proxy for the
effect of distance, it could, in principle, be argued that humans have
experience not only with full-resolution facial images (i.e., when being
close to another person’s face) but with facial imagery which under-
went an entire range of blur strengths. Thus, we here augmented the
network’s training set with whole face images across a range of resolu-
tions, obtained by convolving the original images with Gaussians with
standard-deviations of 0 through 5, and re-tested the performance on
the different facial images used in the previous experiments.

b.5.2 Results

As expected, the trained network achieved high full-face classification
performance, with an accuracy of 85 % on the overall test set contain-
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Figure B.5: Results from computational simulations. (a) Classification perfor-
mances when training a network on full-face images and testing
it on full-face, external-features only, and internal-features only
images, as depicted in Fig. B.2. In addition, the computed union
of internal-features only and external-features only performances
is displayed (red line). (b) Exemplar of an image where only
internal facial features are preserved and external features are
filled in from an average face (average face obtained from the
‘Face of Tomorrow’ project conducted by South African photog-
rapher, Mike Mike, which involved averaging over 100 faces).
(c) Exemplar of an image where only external facial features
are preserved and internal features are filled in from an average
face. (d) Classification performance when training a network on
full-face images and testing it on the two image types shown
in (b) and (c), along with full-faces. In addition, the computed
union of internal-features only and external-features only per-
formances is displayed (red line). (e) Classification performances
when training a network on full-face images and testing it on
full-face images (blue line), the computed union of internal-only
and external-only performances (red line), and a side-by-side
presentation of internal-only and external-only features (purple
line). (f) Classification performances when training comprises
not only high-resolution full-face images, but images convolved
with Gaussian filters with standard-deviations ranging between 0

and 5. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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ing 4430 images, and an even higher accuracy of 98 % on the subset
of especially clean and full-frontal 100 test images used for all subse-
quent modifications and experiments. In contrast, when recognition
performance was tested on the internal-features only or the external-
features only test sets, the network’s performance dropped markedly,
even in the absence of any blur (see Fig. B.5a). The computed union of
performances on the inner-only and outer-only test sets was, therefore,
far below the classification performance achieved on full-face images.
Thus, unlike in the human experiments, where the computed union
was similar to full-face performance for low-blur settings but reached
progressively lower performance levels when increasing the amount
of blur, in the computational simulations reported here, given the
network’s low performance on the internal-only and external-only test
sets, this pattern was evident across all resolution levels.

As introduced in the Methods section above, we carried out three
control experiments to gain a better understanding of the nature of
the performance differences between the human and computational
system.

First, when adding external facial features of an ‘average face’ to
the internal-features only test set and, similarly, adding internal facial
features of the same ‘average face’ to the external-features only test
set, the classification performances revealed an interesting differential
effect: as shown in Fig. B.5d, while performance on the internal-
features only test set increased markedly (from below 20 % to nearly
50 % for blur level 0), performance on the external-features only set
remained unchanged (below 10 % for all blur levels). This points to a
differential contribution of internal versus external facial features to
overall classification performance of the deep neural network – one
in which the network strongly favors internal features. Second, even
when presenting internal and external features side-by-side, as part
of the same image, classification performance levels remain markedly
lower than the full-face presentation (see Fig. B.5e) and, instead, are
comparable to their computed union, across all blur levels. Third,
when augmenting the training set with whole face images across a
range of blur levels (from 0 to 5), not surprisingly, performance as a
function of resolution is improved (see Fig. B.5f). Interestingly, however,
the inadequacy of the computed union of performance obtained with
internal and external feature-sets separately, as also the much lower
performance resulting from a side-by-side presentation of internal and
external features, relative to that obtained with whole head images,
are not less but even slightly more strongly evident in these data.

Taken together, these results suggest that although internal features
yield higher classification performance than external ones, neither of
the two feature-sets on their own, nor their computed union, are ade-
quate to explain the performance of the network with full face images.
This shortfall is observed whether the two kinds of cues are presented
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Figure B.6: (a) Gradient-weighted Class Activation Mapping (Grad-CAM)
visualization applied to full-face images at blur levels 0 and 5,
highlighting regions in the image that were important for the clas-
sification decision. (b) Human and CNN performance (trained
only on full-resolution images, i.e., the ’basic experiment’ setup
reported earlier (see red line plot), as well as trained on mixed
blur, i.e., the ’control experiment 3’ setup reported earlier (see
yellow line plot)) on full-faces as a function of blur. (c) CNN per-
formance on upside-down faces, revealing chance performance
across image type and blur level.

independently and their union computed later, or the two are shown
simultaneously, but in non-natural spatial placement. In contrast to
the human experiments, this shortfall does not gradually emerge with
increasing blur levels but is evident even for high-resolution images.

While part of these results may be accounted for by the networks’
generally greater fragility to image perturbations, beyond the control
experiments we were able to carry out, it is possible that the network,
rather than treating the internal and external features as independent
cues to identity, may draw upon their mutual spatial configuration to
arrive at an identity decision. Visualizing image regions important for
the classification decision using the Gradient-weighted Class Activa-
tion Mapping (Grad-CAM) technique (Selvaraju et al., 2017) reinforces
this possibility. As shown in Fig. B.6a, for a blur level of 0, we see that
only tiny regions of the face (mostly local, internal features) contribute
to the decision. For a blur level of 5, we see an enlargement of the
contributing regions, naturally coming to encompass external features.
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b.6 discussion

The experiments we have described here allow us to make interesting
inferences about the cues used for facial identification at different
viewing distances, as well as the potential origin of these processes.
First, our experiments characterize full-face identification performance
as a function of available image resolution or distance. This kind of re-
sult has been previously reported in the literature by a few researchers,
including Bachmann (1991), Costen et al. (1996), Harmon (1973), and
Harmon and Julesz (1973). However, our results with whole heads
address some important limitations of earlier studies. For instance,
Harmon and Julesz’s (1973) results of recognition performance with
block-averaged images of familiar faces were confounded by the fact
that subjects were told which of a small set of people they were going
to be shown in the experiment. Later studies have also suffered from
this problem. Bachmann (1991) and Costen et al. (1996) used a few
high-resolution photographs during the ‘training’ session and low-
resolution versions of the same photographs during the ‘test’ sessions.
The subject’s priming about stimulus set and the use of the same
base photographs across the training and test sessions renders these
experiments’ results as limited for making inferences about real-world
recognition. Another drawback of these studies that widens the gulf
between the experiments and real-world settings, is that the images
used were exclusively monochrome. Past experiments have shown that
color increasingly contributes to object recognition with decreasing
image resolution (Yip and Sinha, 2002). Therefore, we believe that the
results reported here with full-color images are more representative of
performance in real-world viewing conditions.

In addition to characterizing full-face recognition performance as a
function of viewing distance, the more notable finding from this work
is that exploring the distance dimension reveals a qualitatively differ-
ent salience distribution across facial features from what has come to
constitute the conventional view. More than the mutual configuration
of the eyes, nose and mouth (Burton et al., 2005; Ellis et al., 1979; Hosie
et al., 1988; Maurer et al., 2002; Valentine, 1991; Young et al., 1985;
Yovel and Kanwisher, 2004), we find that it is the relationships between
these features and external head contours that become especially cru-
cial for recognition at increasing viewing distances. A summation of
performances obtained with internal and external features separately
cannot account for the performance obtained with the full face, in
contrast to reports of independent contributions of the two feature
sets (e.g., Betts and Wilson, 2010). This finding suggests that it is not
the internal or external configurations on their own that subserve
recognition, but rather measurements corresponding to how internal
features are placed relative to the external features. This result com-
plements brain-imaging reports showing modulation of face-selective
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neural responses by external features (Andrews et al., 2010; Axel-
rod and Yovel, 2010; Cox et al., 2004) and forces a reconsideration of
conventional notions of facial configuration, which primarily involve
‘internal’ measurements such as inter-eye, eye to nose-tip and nose-tip
to mouth distances (Brunelli and Poggio, 1993; Chen et al., 2001; Doi
et al., 1998). What our results demonstrate is that the configural tem-
plate deployed for recognition of faces at all but possibly the closest
distances, necessarily incorporates measurements that link internal
features with external ones. Additional support for this idea comes
from the observations reported in Gilad-Gutnick et al. (2018). They
find that independently transforming internal and external features
disrupts recognition performance more significantly than transform-
ing both together. The so-called ‘Presidential illusion’ (Gilad-Gutnick
and Sinha, 2017; Sinha and Poggio, 1996, 2002) also serves to illustrate
this idea, since it vividly demonstrates the insufficiency of internal
features alone as determiners of identity.

Our finding of a greater reliance on external features for face recog-
nition at low resolutions has an interesting analogue in the devel-
opmental literature. Reports from several researchers studying face
recognition by neonates (Bushneil et al., 1989; Field et al., 1984; Pas-
calis et al., 1995) suggest that infants initially depend more on external
features than on internal ones for discriminating between individuals.
For instance, Pascalis et al. (1995) found that although four-day old
infants could reliably discriminate their mother’s face when all the fa-
cial information was present, they were unable to make the distinction
when their mother and a stranger wore scarves around their heads. In
conjunction with the fact that infant visual acuity starts out being very
poor and improves over time (Dobson and Teller, 1978; Hainline and
Abramov, 1992), these results echo our finding with adult observers.
It is plausible, therefore, that infant reliance on external features may,
as for our adult subjects, be driven at least in part by considerations
of which subset of facial information provides more useful cues to
identity at a given resolution.

The computational results presented in this paper furthermore
suggest that the specific usage of facial features observed in humans
could, in principle, emerge spontaneously through experience with
full-face images. However, the congruence observed between human
and CNN performance must be considered a partial and incomplete
one for reasons alluded to above. While both systems appear to benefit
from the simultaneous presence of internal and external feature sets
in their correct spatial configuration, suggesting the potential usage
of cross-set relationships, their absolute levels of performance vary
strongly. CNNs are much worse with each feature set alone than
humans. This may be the result of neural networks’ generally greater
fragility to image perturbations, beyond the dimensions we were able
to control for, which, in turn, may, in part, account for the superiority
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of classification performance on full faces, relative to the computed
union of their parts, even for the lowest blur level. The networks are
also more vulnerable to performance decrement as a function of blur
(see red line in Fig. B.6b) except if they are explicitly trained on blur,
such as in control experiment 3 (see yellow line in Fig. B.6b), consistent
with, for instance, Jang and Tong (2021) and Vogelsang et al. (2018).
It is worth noting that in our simulations, the CNN is trained on all
identities across a range of blurs. Humans appear to be able to transfer
their resilience to blur across identities, i.e., even without having seen
all identities in all different blur conditions. Further experimentation
is needed to bring the artificial and biological training regimens in
closer register.

We were unable to examine any relative changes in the contribution
of facial attributes to overall classification when turning faces upside
down as such examination, when not having trained the network on
rotated faces as part of the preprocessing, resulted in chance-level per-
formance – another notable difference to the performance of human
participants (see Fig. B.6c). In addition to the partial congruence, these
points of divergence could provide a future target for computational
model systems in the ongoing effort of determining what aspects of
biological vision and human experience need to be incorporated to
replicate salient aspects of human performance. In addition to the use
of more diverse, challenging, and ecologically-relevant databases and
benchmarks, this could, among others, include probing the specific ef-
fect of training regimens incorporating aspects of human development
(e.g., Vogelsang et al., 2018), specific training styles that may induce
more global processing (e.g., Geirhos et al., 2018), or modifications
of the task from supervised to unsupervised neural network training
(e.g., Zhuang et al., 2021).

Further, considering the time-to-decision measurement procedure
we utilized in experiment 2, we would like to note that there could
possibly be an association between familiarity and time to recognition.
Since our studies were conducted in a self-timed manner, with no
extraneous time limits imposed, our data cannot speak to this asso-
ciation, but this issue would be a fruitful avenue for future inquiry.
Further note that the starting distance in this experiment was 25 feet
(since the facial images we used in the experiment had been scaled
down from actual size, we were able to conduct the study within the
physical constraints of a lab space).

Finally, we point out that we have not attempted to merge the results
of experiments 1 and 2. Doing so requires establishing a mapping
between viewing distance and effective image resolution available
to an observer at that distance. This mapping cannot be determined
simply from attributes like Snellen acuity, contrast sensitivity function,
and photoreceptor density in the retina. It needs an empirical investi-
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gation. While we do not yet have this mapping, we are working on
determining it and expect to report the results in a forthcoming paper.

In conclusion, by exploring the distance dimension and simulating
the limiting conditions of face recognition, this study sheds new light
on the relative significance of internal and external features to the de-
mands of everyday face identification tasks. The pragmatic significance
of such understanding lies in helping to design artificial recognition
systems that may be better suited to dealing with the kinds of image
degradations common to real settings.
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O N P R E N ATA L AU D I T O RY E X P E R I E N C E I N
H U M A N S A N D I T S R E L E VA N C E F O R M A C H I N E
H E A R I N G

Content from
Vogelsang, M.*, Vogelsang, L.*, Diamond, S., & Sinha, P. (2021).

“On prenatal auditory experience in humans and its relevance for ma-
chine hearing”. Poster presented at ICLR Workshop “General- ization
beyond the training distribution in brains and machines”, 2021, On-
line. (* = equal contribution)

c.1 abstract

Given the markedly better generalization capabilities of the human
perceptual system relative to computational models, a question natu-
rally arises about the genesis of this disparity. Here, we propose that a
key to robust human perception might lie in its developmental trajec-
tory. Unlike standard computational training procedures, perceptual
development in humans undergoes a stereotypical temporal progres-
sion in which sensory inputs are initially highly degraded and gain
quality later on. We focus here on the auditory domain, in which this
progression commences already before birth: A fetus’ experience in the
womb comprises low-pass filtered versions of voices and other sounds
in the environment. Such degraded inputs may induce the acquisition
of mechanisms capable of performing extended temporal integration,
facilitating robust analysis of information carried by slow variations
in the auditory stream, such as emotions or other prosodic content. To
computationally test this proposal, we assessed the consequences of
training with different temporal progressions of filtered audio signals
on a deep convolutional neural network’s internal representations and
subsequent classification of emotional prosodic content. We found
that training with an auditory trajectory approximately mimicking the
pre-to-post-natal progression yielded best generalization performance;
it significantly exceeded outcomes following exclusively full-frequency,
exclusively low-frequency, or inverse-developmental training proto-
cols. The developmentally-trained model further acquired temporally
extended receptive fields in its first convolutional layer and, when
tested with fullfrequency inputs, exhibited the strongest resilience
to the ablation of units tuned to high frequencies. These simulations
suggest that the progression from low-tofull-frequency signals, rather
than being an epiphenomenon, may be an enabling feature of per-
ceptual development, conferring significant benefits to later auditory
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processing. The results also point to the utility of incorporating sim-
ilar procedures into the training of computational model systems
and, more generally, to the inspiration that human development may
provide towards the goal of achieving more robust generalization.
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