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## 0. Introduction

Exponential sums, that is, linear combinations of exponential functions, appear prominently in many areas both within mathematics and also in the applied sciences. For example, a scientist attempting to obtain information about a sound wave might be using an exponential sum as mathematical model. If the the question arises which the constituting frequencies in this exponential sum are, then one is facing a reconstruction problem. The task hereby is to determine, by considering nothing but a finite number of samples, the finitely many non-zero components of the coefficients vector $\left(f_{b}\right)$ of an exponential sum $f=\sum_{b} f_{b} \exp _{b}$ with respect to the vector space basis consisting of all exponential functions $\exp _{b}, b \in \mathbb{C}$.
A classical approach due to Prony [66] proceeds by translating an exponential sum $f: \mathbb{N} \rightarrow \mathbb{C}$ computationally into a polynomial $p \in \mathbb{C}[\mathrm{x}]$ whose roots $b_{1}, \ldots, b_{r} \in \mathbb{C}$ correspond to the support of $f$, i.e., one has $\left\{b \in \mathbb{C} \mid f_{b} \neq 0\right\}=\left\{b_{1}, \ldots, b_{r}\right\}$. After the equation $p=0$ is solved, possibly by approximate methods, and $b_{1}, \ldots, b_{r}$ are thus obtained, the problem is thereby reduced to a finite dimensional interpolation problem and one may compute the vector of non-zero coefficients $\left(f_{b_{1}}, \ldots, f_{b_{r}}\right)$ by (approximately) solving a system of linear equations.

This thesis is concerned with a multivariate generalization of this classical problem and its solution, where the bases $b \in K^{n}$ of the exponentials $\exp _{b}: \mathbb{N}^{n} \rightarrow K$ are points in an $n$-dimensional affine space over a field $K$. The generalization of Prony's method given here proceeds in an analogous way to the classical case, translating the exponential $\operatorname{sum} f: \mathbb{N}^{n} \rightarrow K$ with coefficient vector $\left(f_{b}\right)_{b \in K^{n}}$ into a system of polynomial equations $p_{1}, \ldots, p_{k} \in K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ such that the support of $f$ is cut out as their zero-locus i. e., one has

$$
\left\{b \in K^{n} \mid f_{b} \neq 0\right\}=\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)=\left\{b \in K^{n} \mid p(b)=0 \text { for all } \ell=1, \ldots, k\right\} .
$$

In particular, one has to deal with the difficulty that without additional assumptions $\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)$ may be an infinite set, a problem that occurs in the univariate case only in the form that $\mathrm{Z}(p)=\mathbb{C}$, i. e., $p=0$. Finding a small degree for the construction of the polynomials depends, in contrast to the univariate case, on the geometry of the points and is therefore a more delicate problem.

The basis for this thesis is formed by the following articles and preprints.
[55] S. Kunis, T. Peter, T. Römer, and U. von der Ohe. A multivariate generalization of Prony's method. Linear Algebra Appl., 490:31-47, February 2016.
[54] S. Kunis, H. M. Möller, and U. von der Ohe. Prony's method on the sphere. Preprint, arXiv:1603.02020v1 [math.NA], 11 pages, March 2016.
[53] S. Kunis, H. M. Möller, T. Peter, and U. von der Ohe. Prony's method under an almost sharp multivariate Ingham inequality. Accepted for publication in J. Fourier Anal. Appl. Preprint available at arXiv:1705.11017v1 [math.NA], 12 pages, May 2017.

The thesis also contains several new results and is structured as follows. In Chapter 1, we list some conventions and notations that are used in the thesis for the convenience of the reader. Some of these are repeated when they are first used. In Chapter 2, we introduce the setting and develop several variants of Prony's method for multivariate exponential sums over an arbitrary field. In Chapter 3, we apply the theory from Chapter 2 to two particular cases: exponential sums supported on the real sphere and exponential sums supported on the complex torus. In Chapter 4, we discuss some out of the many alternative approaches to the subject of exponential sum reconstruction.

## 1. Preliminaries

In an attempt to avoid ambiguity, in this chapter we list some general conventions we adhere to throughout this thesis. We also recall some commonly used definitions for the reader to pick up as needed. Some of the definitions also appear later in the text but are still included here for easy reference.

### 1.1. General preliminaries

The following definitions and conventions are used throughout. The symbols $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ denote the sets of natural numbers, integers, rational, real, and complex numbers, respectively, with their usual algebraic or topologic stuctures inferred from the context. Zero is regarded as a natural number. For a set $M,|M|$ denotes the cardinality of $M$ and $\mathcal{P}(M):=\{A \mid A \subseteq M\}$ denotes the power set of $M$ and we define

$$
\mathcal{P}_{\mathrm{f}}(M):=\{A \in \mathcal{P}(M)| | A \mid \in \mathbb{N}\}
$$

to be the set of finite subsets of $M$. For sets $M, N$, a function from $M$ to $N$ is a triple ( $M, f, N$ ) where $f \subseteq M \times N$ is a relation such that for all $m \in M$ there is exactly one $n \in N$ with $(m, n) \in f$. As usual, $n$ is then denoted by $f(m)$. We write $f: M \rightarrow N$ as abbreviation of " $(M, f, N)$ is a function". When defining a function $f: M \rightarrow N$ and for each $m \in M$ an element $a_{m} \in N$ is defined, the notation $f: M \rightarrow N, m \mapsto a_{m}$, signifies that $f(m)=a_{m}$. As usual, we simply write $f$ instead of $(M, f, N)$. In literature related to this thesis, functions in the just described sense are occasionally referred to as "blackbox functions" to distinguish them from, e. g., polynomial functions given by coefficient vectors.
For sets $M, N$, we denote by

$$
N^{M}:=\{f \mid f: M \rightarrow N\}
$$

the set of all functions from $M$ to $N$. The image of $A \subseteq M$ under a function $f: M \rightarrow N$ is written

$$
f[A]:=\{f(a) \mid a \in A\} .
$$

Similarly, for a subset $B \subseteq N$,

$$
f^{-1}[B]:=\{a \in M \mid f(a) \in B\}
$$

denotes the preimage of $B$ under $f$. If $+: M \times N \rightarrow G$ is a function, we denote, as usual, $m+n:=+(m, n)$ for $m \in M, n \in N$, and write simply $A+B$ instead of
$+[A \times B]=\{a+b \mid a \in A, b \in B\}$ for $A \subseteq M, B \subseteq N$. Furthermore, for $f: M \rightarrow N$ and $A \subseteq M$,

$$
f \upharpoonright A:=(A, f \cap(A \times N), N): A \rightarrow N
$$

denotes the restriction of $f$ to $A$. For any $n$-tuple $b \in M^{n}, b_{j} \in M$ denotes the $j$-th coordinate projection of $b$, unless mentioned otherwise. If $b \in M^{n}$ and $M$ is regarded as a multiplicative monoid, then for $\alpha \in \mathbb{N}^{n}$,

$$
b^{\alpha}:=\prod_{j=1}^{n} b_{j}^{\alpha_{j}} \in M
$$

We follow the convention that the empty product is the neutral element of $M$. In particular, in any unitary ring $A$ we have

$$
0^{0}=1 \in A
$$

where the base is $0 \in A$, the exponent is $0 \in \mathbb{N}$, and 1 is the unit element of $A$. The empty function $\emptyset: \emptyset \rightarrow A$ is the unique element of $A^{\emptyset}$, i. e., for a ring $A, A^{\emptyset}=\{\emptyset\}$ is regarded as the zero $A$-algebra.

Rings are always understood to be commutative. Unless a statement is made to the contrary, the symbols $\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{x}_{i}(i \in I$, where $I$ may be an arbitrary set), etc. always denote distinct indeterminates over the considered ring. Let $A$ be an arbitrary ring. In the polynomial algebra

$$
S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]
$$

over $A$ in $n$ indeterminates $\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}$, we let $\mathrm{x}:=\left(\mathrm{x}_{1}, \ldots \mathrm{x}_{n}\right) \in S^{n}$ and have $\mathrm{x}^{\alpha}=$ $\mathrm{x}_{1}^{\alpha_{1}} \cdots \mathrm{x}_{n}^{\alpha_{n}} \in S$ for $\alpha \in \mathbb{N}^{n}$ as a special case of the above definition.

By the notation

$$
N \leq M
$$

we indicate that $N$ is a substructure of the algebraic structure $M$. For example, if $M$ is an $A$-module then $N \leq M$ indicates that $N$ is an $A$-submodule of $M$. For an $A$ module $M$ and a subset $E \subseteq M$,

$$
\langle E\rangle_{A}:=\bigcap\{N \leq M \mid E \subseteq N\}=\left\{\sum_{i=1}^{n} \lambda_{i} m_{i} \mid n \in \mathbb{N}, \lambda_{i} \in A, m_{i} \in E\right\}
$$

denotes the $A$-submodule of $M$ generated by $E$. In particular, this notation will be used for ideals of $A$ (the $A$-submodules of $A$ ) and vector spaces ( $K$-modules for a field $K$ ).

For a ring $A$ and finite sets $F_{1}, F_{2}$, an element of $A^{F_{1} \times F_{2}}$ is called matrix over $A$. For $B=\left(b_{i, \ell}\right)_{\substack{i \in F_{1} \\ \ell \in F_{2}}} \in A^{F_{1} \times F_{2}}, C=\left(c_{\ell, j}\right)_{\substack{\ell \in F_{2} \\ j \in F_{3}}} \in A^{F_{2} \times F_{3}}$, where $F_{i}$ are finite sets, the matrix product $B C=B \cdot C=\left(d_{i, j}\right)_{\substack{i \in F_{1} \\ j \in F_{3}}} \in A^{\substack{F_{1} \times F_{3}}}=B F_{3}$ is defined by $d_{i, j}:=\sum_{\ell \in F_{2}} b_{i, \ell} c_{\ell, j}$. Usually we work with the properties that $B C=\left(B c_{j}\right)_{j \in F_{3}}$ where $c_{j}=\left(c_{\ell, j}\right)_{\ell \in F_{2}} \in A^{F_{2}}=A^{F_{2} \times\{1\}}$ are the columns of $C$ and $B x=\sum_{\ell \in F_{2}} x_{\ell} b_{\ell}$ for any $x \in A^{F_{2}}$ where $b_{\ell}=\left(b_{i, \ell}\right)_{i \in F_{1}} \in$ $A^{F_{1}}=A^{F_{1} \times\{1\}}$ are the columns of $B$.

For a polynomial $p \in S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ and $\alpha \in \mathbb{N}^{n}$, we denote the coefficient of $\mathrm{x}^{\alpha}$ of $p$ by $p_{\alpha}$, unless mentioned otherwise. The support of $p$ is denoted by

$$
\operatorname{supp}(p):=\left\{\alpha \in \mathbb{N}^{n} \mid p_{\alpha} \neq 0\right\} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)
$$

Thus, $p=\sum_{\alpha \in \operatorname{supp}(p)} p_{\alpha} \mathrm{X}^{\alpha}$ holds for any polynomial $p \in S$. A monomial is a polynomial $p \in S$ with $|\operatorname{supp}(p)|=1$ and $p_{\alpha}=1$ for the unique $\alpha \in \operatorname{supp}(p)$, that is, a polynomial of the form $\mathrm{x}^{\alpha}=\mathrm{x}_{1}^{\alpha_{1}} \cdots \mathrm{x}_{n}^{\alpha_{n}}$ for some $\alpha \in \mathbb{N}^{n}$. For $D \subseteq \mathbb{N}^{n}$, we set

$$
\mathrm{x}^{D}:=\left\{\mathrm{x}^{\alpha} \mid \alpha \in D\right\} .
$$

The set of all monomials in $n$ indeterminates is denoted by

$$
\operatorname{Mon}^{n}:=\mathrm{x}^{\mathbb{N}^{n}}=\left\{\mathrm{x}^{\alpha} \mid \alpha \in \mathbb{N}^{n}\right\} .
$$

Since $\mathrm{x}^{\alpha} \mathrm{x}^{\beta}=\mathrm{x}^{\alpha+\beta}$ for all $\alpha, \beta \in \mathbb{N}^{n}$, $\left(\operatorname{Mon}^{n}, \cdot\right)$ is a commutative monoid which is isomorphic to $\left(\mathbb{N}^{n},+\right)$ via the monoid isomorphism $\mathbb{N}^{n} \rightarrow \operatorname{Mon}^{n}, \alpha \mapsto \mathrm{x}^{\alpha}$. The total degree of a monomial $\mathrm{x}^{\alpha}$ is denoted by

$$
\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right):=\sum_{j=1}^{n} \alpha_{j} \in \mathbb{N}
$$

and the total degree of a polynomial $p \in S \backslash\{0\}$ is

$$
\operatorname{tot} \operatorname{deg}(p):=\max \left(\operatorname{tot} \operatorname{deg}\left[\mathrm{x}^{\operatorname{supp}(p)}\right]\right)=\max \left\{\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) \mid \alpha \in \operatorname{supp}(p)\right\} \in \mathbb{N} .
$$

The maximal degree of a monomial $\mathrm{x}^{\alpha} \in \operatorname{Mon}^{n}$ is denoted by

$$
\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right):=\max \left\{\alpha_{j} \mid j=1, \ldots, n\right\} \in \mathbb{N}
$$

and the maximal degree of a polynomial $p \in S \backslash\{0\}$ is

$$
\max \operatorname{deg}(p):=\max \left(\max \operatorname{deg}\left[\mathrm{x}^{\operatorname{supp}(p)}\right]\right)=\max \left\{\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) \mid \alpha \in \operatorname{supp}(p)\right\} \in \mathbb{N} .
$$

For $\alpha \in \mathbb{N}^{n}$ we also set

$$
\operatorname{tot} \operatorname{deg}(\alpha):=\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right)
$$

and

$$
\max \operatorname{deg}(\alpha):=\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) .
$$

A polynomial $p \in S$ gives rise to the polynomial function

$$
\begin{aligned}
\mathrm{f}_{p}: A^{n} & \longrightarrow A, \\
b & \longmapsto \sum_{\alpha \in \operatorname{supp}(p)} p_{\alpha} b^{\alpha} .
\end{aligned}
$$

As usual, for $p \in S$ and $b \in A^{n}$, we also write $p(b)$ instead of $\mathrm{f}_{p}(b)$. For an arbitrary subset $M \subseteq A^{n}$, we regard $A^{M}$ as an $A$-algebra with multiplication defined pointwise, and the $A$-algebra homomorphism

$$
\begin{aligned}
\mathrm{ev}^{M}: S & \longrightarrow A^{M}, \\
p & \longmapsto \mathrm{f}_{p} \upharpoonright M=(p(b))_{b \in M},
\end{aligned}
$$

is called evaluation homomorphism at $M$. For a subset $D \subseteq \mathbb{N}^{n}$ let

$$
S_{D}:=\left\langle\mathrm{x}^{D}\right\rangle_{A},
$$

which is a free $A$-submodule of $S$ with $A$-basis x ${ }^{D}$, and let

$$
\operatorname{ev}_{D}^{M}:=\operatorname{ev}^{M} \upharpoonright S_{D}
$$

be the restriction of ev ${ }^{M}$ to $S_{D}$. Clearly, $\mathrm{ev}_{D}^{M}$ is an $A$-module homomorphism. Further, the ideal

$$
\mathrm{I}(M):=\operatorname{ker}\left(\mathrm{ev}^{M}\right)=\{p \in S \mid \text { for all } b \in M, p(b)=0\}
$$

is called vanishing ideal of $M$. For subsets $M \subseteq A^{n}$ and $D \subseteq \mathbb{N}^{n}$ let

$$
\mathrm{I}_{D}(M):=\operatorname{ker}\left(\operatorname{ev}_{D}^{M}\right)=S_{D} \cap \mathrm{I}(M)
$$

For an arbitrary subset $I \subseteq S$,

$$
\mathrm{Z}(I):=\left\{b \in A^{n} \mid \text { for all } p \in I, p(b)=0\right\}
$$

denotes the zero locus of $I$.
Occasionally, to avoid confusion, we may add an index to the above notations that should signify the ring over which the construction is taken, like $\mathrm{I}_{A}(M)$ or $\mathrm{Z}_{A}(I)$ for the ring $A$.

### 1.2. Preliminaries for Chapter 2

We give some additional preliminaries needed in Section 2.5 and Section 2.6.

### 1.2.1. Preliminaries for Section 2.5

In Section 2.5 we need the following variants, which are relative to a fixed variety in $A^{n}$, of some definitions given in Section 1.1. They are given here in the same fashion as they are given in Cox-Little-O'Shea [22, Chapter 5, §4] over fields.

Let $B \subseteq A^{n}$ be an arbitrary subset. Let

$$
S_{B}:=S / \mathrm{I}(B)
$$

be the coordinate algebra ${ }^{1}$ of $B$ and for $D \subseteq \mathbb{N}^{n}$ let

$$
S_{D, B}:=S_{D} / \mathrm{I}_{D}(B)
$$

[^0]Remark 1.1: The $A$-algebra $S_{B}$ is isomorphic to $\left\{\mathrm{f}_{p} \upharpoonright B \mid p \in S\right\} \leq A^{B}$ via the $A$ algebra isomorphism $S_{B} \rightarrow\left\{\mathrm{f}_{p} \upharpoonright B \mid p \in S\right\}, p+\mathrm{I}(B) \mapsto \mathrm{f}_{p} \upharpoonright B$. Thus one may identify $p+\mathrm{I}(B)$ with the function $\mathrm{f}_{p} \upharpoonright B: B \rightarrow A$. Since for $D_{1} \subseteq D_{2} \subseteq \mathbb{N}^{n}$ the $A$-module homomorphism $S_{D_{1}} \rightarrow S_{D_{2}, B}, p \mapsto p+\mathrm{I}_{D_{2}}(B)$, has $\mathrm{I}_{D_{1}}(B)$ as its kernel, $S_{D_{1}, B}=$ $S_{D_{1}} / \mathrm{I}_{D_{1}}(B)$ is embedded into $S_{D_{2}, B}$ via the embedding

$$
\begin{aligned}
S_{D_{1}, B} & \longleftrightarrow S_{D_{2}, B} \\
p+\mathrm{I}_{D_{1}}(B) & \longmapsto p+\mathrm{I}_{D_{2}}(B) .
\end{aligned}
$$

In particular, for $D \subseteq \mathbb{N}^{n}$, the $A$-module $S_{D, B}$ is isomorphic to $\left\{\mathrm{f}_{p} \upharpoonright B \mid p \in S_{D}\right\} \leq A^{B}$ by mapping $p+\mathrm{I}_{D}(B), p \in S_{D}$, to $\mathrm{f}_{p} \upharpoonright B$.

For $M \subseteq B \subseteq A^{n}$ let

$$
\begin{aligned}
\operatorname{ev}_{B}^{M}: & \longrightarrow A^{M} \\
p+\mathrm{I}(B) & \longmapsto \mathrm{ev}^{M}(p)=\mathrm{f}_{p} \upharpoonright M,
\end{aligned}
$$

which is well-defined by the above Remark 1.1, and for $D \subseteq \mathbb{N}^{n}$, via the embedding $S_{D, B} \hookrightarrow S_{B}$, let

$$
\operatorname{ev}_{D, B}^{M}:=\operatorname{ev}_{B}^{M} \upharpoonright S_{D, B}
$$

Further let

$$
\mathrm{I}_{B}(M):=\operatorname{ker}\left(\operatorname{ev}_{B}^{M}\right)=\left\{p+\mathrm{I}(B) \mid p \in S, \mathrm{f}_{p} \upharpoonright M=0\right\}=\mathrm{I}(M) / \mathrm{I}(B)
$$

(which is an ideal in $S_{B}$ ) and

$$
\mathrm{I}_{D, B}(M):=\operatorname{ker}\left(\operatorname{ev}_{D, B}^{M}\right)=S_{D, B} \cap \mathrm{I}_{B}(M)=\mathrm{I}_{D}(M) / \mathrm{I}_{D}(B)
$$

Note that by the third isomorphism theorem(s)

$$
S_{B} / \mathrm{I}_{B}(M) \cong S_{M}
$$

and

$$
S_{D, B} / \mathrm{I}_{D, B}(M) \cong S_{D, M}
$$

Furthermore, for a subset $J \subseteq S_{B}$ let

$$
\mathrm{Z}_{B}(J):=\{b \in B \mid \text { for all } q \in S \text { with } q+\mathrm{I}(B) \in J, q(b)=0\}
$$

be the zero locus relative to $B$ of $J$.
There does not seem to be any confusion possible with $\mathrm{I}_{A}, \mathrm{~V}_{A}$, or $\mathrm{Z}_{A}$ as defined previously, where $A$ denotes the ring of coefficients (and is usually omitted from the notation).

### 1.2.2. Preliminaries for Section 2.6

In Section 2.6, standard notions from the theory of Gröbner bases will be used, that can be found in any textbook on Gröbner bases or computer algebra, such as Cox-LittleO'Shea [22], Becker-Weispfenning [8], Adams-Loustaunau [1], or Kreuzer-Robbiano [50].

A total order $\leq$ (i. e., $\leq$ is reflexive, transitive, antisymmetric, and connex) on Mon ${ }^{n}$ is called monomial order on $\operatorname{Mon}^{n}$ if $1 \leq u$ for all $u \in \operatorname{Mon}^{n}$ and $v \leq w$ implies $u \cdot v \leq u \cdot w$ for all $u, v, w \in \operatorname{Mon}^{n}$. It is a standard fact that all monomial orders on $\mathrm{Mon}^{n}$ are well-orders on $\mathrm{Mon}^{n}$, i. e., every non-empty subset of $\mathrm{Mon}^{n}$ has a $\leq$-least element. A monomial order $\leq$ on $\mathrm{Mon}^{n}$ is called degree compatible if $u \leq v$ implies tot $\operatorname{deg}(u) \leq \operatorname{tot} \operatorname{deg}(v)$ for all $u, v \in \operatorname{Mon}^{n}$.
For $p \in S \backslash\{0\}$ let

$$
\operatorname{in}_{\leq}(p):=\max _{\leq}\left(\mathrm{x}^{\operatorname{supp}(p)}\right)=\max _{\leq}\left\{\mathrm{x}^{\alpha} \mid \alpha \in \operatorname{supp}(p)\right\} \in \operatorname{Mon}^{n}
$$

be the initial monomial of $p$. For an arbitrary subset $I$ of $S$ let

$$
\operatorname{in}_{\leq}(I):=\operatorname{in}_{\leq}[I \backslash\{0\}] \subseteq \operatorname{Mon}^{n}
$$

be the initial set of $I$, and we call its complement in $\mathrm{Mon}^{n}$,

$$
\mathrm{N}_{\leq}(I):=\operatorname{Mon}^{n} \backslash \operatorname{in}_{\leq}(I) \subseteq \operatorname{Mon}^{n},
$$

the normal set of $I$.
For a field $K$ and an ideal $I$ of $S=K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, a subset $G \subseteq I$ is a Gröbner basis of $I$ if $G$ is finite, $0 \notin G$, and $\left\langle\mathrm{in}_{\leq}(G)\right\rangle_{S}=\left\langle\mathrm{in}_{\leq}(I)\right\rangle_{S}$. If $G$ is a Gröbner basis of $I$, then it follows that $\langle G\rangle_{S}=I$.
Let $(P, \leq)$ be any partially ordered set (i.e., $\leq$ is reflexive, transitive, and antisymmetric on $P$ ) and $M \subseteq P$. A subset $B \subseteq M$ is a $\leq$-basis of $M$ if for every $y \in M$ there is an $x \in B$ with $x \leq y$. The partially ordered set $(P, \leq)$ is Dickson if every subset of $P$ has a finite $\leq$-basis.
Let $\leq_{\mathrm{p}}$ be the partial order on $\mathbb{N}^{n}$ defined by $\alpha \leq_{\mathrm{p}} \beta$ if and only if $\alpha_{j} \leq \beta_{j}$ for all $j=1, \ldots, n$. Clearly, the divisibility relation | on $\mathrm{Mon}^{n}$ is a partial order on $\mathrm{Mon}^{n}$ and there is an isomorphism of partially ordered monoids

$$
\left(\operatorname{Mon}^{n}, \cdot, \mid\right) \cong\left(\mathbb{N}^{n},+, \leq_{\mathrm{p}}\right)
$$

given by $\mathbb{N}^{n} \rightarrow \operatorname{Mon}^{n}, \alpha \mapsto \mathrm{x}^{\alpha}$.
The following well-known lemma can be found e.g. in Becker-Weispfenning [8, Corollary 4.48].

Lemma 1.2 (Dickson's lemma): $\left(\operatorname{Mon}^{n}, \mid\right)$ is Dickson.
Furthermore we need the following notions. As usual, the spectrum of a ring $A$ is denoted by

$$
\operatorname{Spec}(A):=\{P \subseteq A \mid P \text { prime ideal of } A\},
$$

and for an arbitrary set $I \subseteq S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$,

$$
\mathrm{V}(I):=\{P \in \operatorname{Spec}(S) \mid I \subseteq P\}
$$

denotes the (algebraic) variety of $I$. Furthermore, for a subset $J \subseteq S_{B}$ let

$$
\mathrm{V}_{B}(J):=\left\{Q \in \operatorname{Spec}\left(S_{B}\right) \mid J \subseteq Q\right\}
$$

be the (algebraic) variety relative to $B$ of $J$.

### 1.3. Preliminaries for Chapter 3

In Section 3.2, we use the following definitions and results. For any norm $\left\|\|: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\geq 0}\right.$, $\varepsilon \in \mathbb{R}^{>0}, x \in \mathbb{R}^{n}$, we let

$$
\widetilde{\mathrm{B}}_{\varepsilon}^{\| \| \|}(x):=\left\{y \in \mathbb{R}^{n} \mid\|x-y\| \leq \varepsilon\right\}
$$

be the closed $\varepsilon$-ball with center $x$ (w.r.t. ||||).
Definition: The gamma function is defined as

$$
\begin{aligned}
\Gamma: \mathbb{R}^{>0} & \longrightarrow \mathbb{R}, \\
x & \longmapsto \int_{\mathbb{R}>0} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t .
\end{aligned}
$$

In the following Theorem 1.3 we collect results on the gamma function that will be useful in Section 3.2. They can be found in treatments of the gamma function, such as Artin [3, 4].

Theorem 1.3: (a) We have, for all $n \in \mathbb{N}$,

$$
\Gamma(n+1)=n!.
$$

(b) We have (see, e.g. Artin [4, p. 19])

$$
\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}
$$

(c) (Stirling's approximation formula, cf. Artin [3, p. 23] resp. [4, p. 24]. ${ }^{2}$ ) We have, for all $x \in \mathbb{R}^{>0}$,

$$
\Gamma(x)=\sqrt{\frac{2 \pi}{x}} \cdot\left(\frac{x}{\mathrm{e}}\right)^{x} \cdot \mathrm{e}^{\mu(x)}
$$

[^1]with
\[

$$
\begin{aligned}
\mu: \mathbb{R}^{>0} & \longrightarrow \mathbb{R}, \\
x & \longmapsto \sum_{k=0}^{\infty}\left(x+k+\frac{1}{2}\right) \ln \left(1+\frac{1}{x+k}\right)-1 .
\end{aligned}
$$
\]

Furthermore, there is a $\left.\vartheta: \mathbb{R}^{>0} \rightarrow\right] 0,1[$ such that

$$
\mu(x)=\frac{\vartheta(x)}{12 \cdot x}
$$

for all $x \in \mathbb{R}^{>0}$. In particular, $\left.\mu\left[\mathbb{R}^{\geq 1}\right] \subseteq\right] 0,1 / 12[$.
(d) (Legendre duplication formula, cf. Artin [4, p. 24].) We have, for all $x \in \mathbb{R}^{>0}$,

$$
\Gamma(2 x)=\frac{2^{2 x-1}}{\sqrt{\pi}} \cdot \Gamma(x) \Gamma\left(x+\frac{1}{2}\right) .
$$

(e) (Relationship between $\Gamma$ and B , cf. Artin [4, p. 19].) We have, for all $x, y \in \mathbb{R}^{>0}$,

$$
\mathrm{B}(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)},
$$

where

$$
\begin{aligned}
\mathrm{B}: \mathbb{R}^{>0} \times \mathbb{R}^{>0} & \longrightarrow \mathbb{R}, \\
(x, y) & \longmapsto \int_{] 0,1[ } t^{x-1}(1-t)^{y-1} \mathrm{~d} t,
\end{aligned}
$$

denotes the beta function.
Furthermore we make use of Rodrigues' formula, which states that

$$
\frac{1}{2^{r} r!} \frac{\partial^{r}}{\partial x^{r}}\left(\left(x^{2}-1\right)^{r}\right)=\mathrm{P}_{r}(x)
$$

where $\mathrm{P}_{r}$ denotes the $r$-th Legendre polynomial which are defined inductively by $\mathrm{P}_{0}=1$, $\mathrm{P}_{1}=\mathrm{x}$, and $(r+1) \mathrm{P}_{r+1}=(2 r+1) \mathrm{xP}_{r}-r \mathrm{P}_{r-1}$ for $r \geq 1$. We also use some standard notions from the theory of weak derivatives which may be found, e. g., in Jost [48].
We make use of standard notions of Fourier analysis. In particular, the following Poisson summation formula is applied in Section 3.2. It can be found in many textbooks on Fourier analysis, such as, e. g., Gröchenig [38, Proposition 1.4.2].
Theorem 1.4 (Poisson summation formula): Let $\psi \in \mathrm{L}^{1}\left(\mathbb{R}^{n}\right)$ and suppose that for some $c, \varepsilon \in \mathbb{R}^{>0}$ we have

$$
|\psi(x)| \leq c \cdot(1+|x|)^{-(n+\varepsilon)}
$$

and

$$
\left|\mathcal{F}_{n}(\psi)(v)\right| \leq c \cdot(1+|v|)^{-(n+\varepsilon)}
$$

for all $x, v \in \mathbb{R}^{n}$. Then, for all $x \in \mathbb{R}^{n}$ and with $b_{x}:=\left(\mathrm{e}^{2 \pi \mathrm{i} x_{1}}, \ldots, \mathrm{e}^{2 \pi \mathrm{i} x_{n}}\right)^{\top} \in \mathbb{T}^{n}$,

$$
\sum_{\alpha \in \mathbb{Z}^{n}} \mathcal{F}_{n}(\psi)(\alpha) \cdot \exp _{b_{x}}(\alpha)=\sum_{\alpha \in \mathbb{Z}^{n}} \psi(x+\alpha)
$$

where both $\left(\mathbb{Z}^{n}\right)$ series are absolutely convergent.

## 2. Reconstruction of multivariate exponential sums over an arbitrary field

In this chapter we study multivariate exponential sums in a purely algebraic context with the goal of generalizing Prony's classical reconstruction theory for univariate exponential sums. In comparison to the classical setting, we deal with two directions of generalization at once. The algebraic framework adds only minor difficulty to the proofs. In fact, in Prony's pioneering work [66] no explicit mention is made about the nature of the involved quantities - and it is not needed, for nothing is being exploited but that they are elements of a field. Even if nothing else, the author feels that this level of generality helps to clarify the underlying arguments. Generalization to the multivariate scenario, though in hindsight it may seem straightforward, requires some effort and is the dominating theme of this thesis.

The chapter is divided into seven sections as follows. Section 2.1 contains the fundamental definition of multivariate exponential sums and an elementary discussion of some of their properties. In Section 2.2, the machinery for the reconstruction of multivariate exponential sums is set up, generalizing Prony's work for the univariate case. In Section 2.3, the theory previously developed is illustrated computationally on some explicit exponential sums. Some examples are computed in floating point arithmetic. In Section 2.4, a variant is discussed in which the Hankel-like matrix used in Section 2.2 is replaced by a Toeplitz-like matrix. In Section 2.5, the theory is generalized to exponential sums whose support lives on an algebraic variety. An application is given for a special kind of algebraic variety that allows to extract additional information on the number of samples needed for performing Prony's method. In Section 2.6, it is shown that, when working with the total degree on the polynomial algebra, the polynomials used to cut out the support already generate its vanishing ideal. The chapter ends with Section 2.7 and an attempt to shed some additional light on the algebraic nature of the theory. The generality carried through parts of the theory is motivated by this application.

Unless stated otherwise, throughout this chapter $K$ denotes a field and $A$ is an integral domain that contains $K$ as a subring, with $Q:=\operatorname{Quot}(A)$ being the quotient field of $A$. Rings are always understood to be commutative. Furthermore, $n \in \mathbb{N} \backslash\{0\}$ always denotes a non-zero natural number, which will be the number of variables of the exponentials and the corresponding number of indeterminates of the polynomial algebra $S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ over $A$.

### 2.1. Multivariate exponential sums

The following definition of multivariate exponential sum and the associated notion of rank is fundamental for this thesis.

Definition: (a) For $b=\left(b_{1}, \ldots, b_{n}\right) \in A^{n}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ we use the usual notation

$$
b^{\alpha}:=\prod_{j=1}^{n} b_{j}^{\alpha_{j}}
$$

and we call the function

$$
\begin{aligned}
\exp _{b}: \mathbb{N}^{n} & \longrightarrow A \\
\alpha & \longmapsto b^{\alpha},
\end{aligned}
$$

$n$-variate exponential over $A$. For $b=0 \in A$ and $\alpha=0 \in \mathbb{N}$, we adhere to the convention

$$
b^{\alpha}=0^{0}:=1 \in A
$$

Since $b_{j}=\exp _{b}\left(u_{j}\right)$, where

$$
\mathrm{u}_{j}:=\left(\delta_{i j}\right)_{i=1, \ldots, n}=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{N}^{n}
$$

denotes the $j$-th unit tuple in $\mathbb{N}^{n}, b$ is uniquely determined by the $\operatorname{exponential}^{\exp }{ }_{b}$. The $n$-tuple $b \in A^{n}$ is called the base of $\exp _{b}$.
(b) Let $B \subseteq A^{n}$ be an arbitrary subset. The $K$-subvector space of $A^{\mathbb{N}^{n}}$ generated by the exponentials $\exp _{b}, b \in B$,

$$
\begin{aligned}
\operatorname{Exp}_{B}^{n}(A):=\left\langle\exp _{b} \mid b \in B\right\rangle_{K} & =\left\{\sum_{b \in M} \lambda_{b} \exp _{b} \mid M \in \mathcal{P}_{\mathrm{f}}(B) \text { and } \lambda \in K^{M}\right\} \\
& =\left\{\sum_{i=1}^{r} \lambda_{i} \exp _{b_{i}} \mid r \in \mathbb{N}, \lambda_{i} \in K, b_{i} \in B\right\}
\end{aligned}
$$

is called $K$-vector space of $n$-variate exponential sums over $A$ supported on $B$. Elements of $\operatorname{Exp}_{B}^{n}(A)$ are called $n$-variate exponential sums over $A$ (supported on $B$ ). In case $B=A^{n}$ we omit the subscript $B$, i. e., we set

$$
\operatorname{Exp}^{n}(A):=\operatorname{Exp}_{A^{n}}^{n}(A)
$$

(c) For an exponential sum $f \in \operatorname{Exp}_{B}^{n}(A)$, we call

$$
\begin{aligned}
\operatorname{rank}(f) & :=\min \left\{|M| \mid M \subseteq B, f \in \operatorname{Exp}_{M}^{n}(A)\right\} \\
& =\min \left\{|M| \mid M \in \mathcal{P}_{\mathrm{f}}(B) \text { and there is a } \lambda \in K^{M} \text { with } f=\sum_{b \in M} \lambda_{b} \exp _{b}\right\}
\end{aligned}
$$

the rank of $f$. It is not a priori clear that the rank of $f$ is independent of $B$. However, we will later show that the exponentials $\exp _{b}, b \in A^{n}$, are linearly independent (cf. Corollary $2.22 /$ Remark $2.23(\mathrm{~b})$ ) and take this in advance as justification for not introducing notation like " $\operatorname{rank}_{B}(f)$ ".

Some relevant examples of exponential sums are the following.
Example 2.1: (a) Taking $A=K=\mathbb{C}$ as a $\mathbb{C}$-algebra and $n=1$, Prony computed coefficient vectors of $f \in \operatorname{Exp}^{1}(\mathbb{C})$ already in 1795 , and in fact dealt with the additional difficulty of taking necessarily inaccurate measurements of physical experiments as evaluations. As already mentioned, his method works over any field $K$.
(b) For $A=K=\mathbb{C}$ and the complex $n$-torus

$$
B=\mathbb{T}^{n}:=\left\{z \in \mathbb{C}^{n}| | z_{j} \mid=1 \text { for all } j=1, \ldots, n\right\} \subseteq \mathbb{C}^{n},
$$

we obtain

$$
\operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C})=\left\{\sum_{b \in M} \lambda_{b} \exp _{b} \mid M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{T}^{n}\right) \text { and } \lambda \in \mathbb{C}^{M}\right\} .
$$

This space is of great importance for applications in signal processing. Note that for $b \in \mathbb{T}^{n}$ and $\alpha \in \mathbb{N}^{n}$, we have

$$
\exp _{b}(\alpha)=b^{\alpha}=b_{1}^{\alpha_{1}} \cdots b_{n}^{\alpha_{n}}=\mathrm{e}^{\mathrm{i} \alpha_{1} \varphi_{1}} \cdots \mathrm{e}^{\mathrm{i} \alpha_{n} \varphi_{n}}=\mathrm{e}^{\mathrm{i}\langle\varphi, \alpha\rangle}
$$

where

$$
\varphi:=\arg (b):=\left(\arg \left(b_{1}\right), \ldots, \arg \left(b_{n}\right)\right) \in\left[0,2 \pi\left[^{n}\right.\right.
$$

denotes the argument of $b \in \mathbb{T}^{n} \subseteq \mathbb{C}^{n}$ and $\left\rangle: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}\right.$ denotes the euclidean scalar product. A result concerning this example is given in Section 3.2.
(c) To see a connection to applications in signal processing more clearly, recall that $\cos (\varphi)=\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \varphi}\right)$ and $\sin (\varphi)=\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \varphi}\right)$ for all $\varphi \in \mathbb{R}$. Since $\operatorname{Re}(z)=1 / 2 \cdot(z+\bar{z})$ and $\operatorname{Im}(z)=1 /(2 \mathrm{i}) \cdot(z-\bar{z})$ for all $z \in \mathbb{C}$, we have

$$
\begin{aligned}
c:=i_{\mathbb{R}, \mathbb{C}} \circ \cos \upharpoonright \mathbb{N}=i_{\mathbb{R}, \mathbb{C}} \circ \operatorname{Re} \circ \exp _{\mathrm{e}^{\mathrm{i}}} & : \mathbb{N} \longrightarrow \mathbb{C}, \\
& \alpha \longmapsto 1 / 2 \cdot \exp _{\mathrm{e}^{\mathrm{i}}}(\alpha)+1 / 2 \cdot \exp _{\mathrm{e}^{-\mathrm{i}}}(\alpha),
\end{aligned}
$$

(where, only for formal reasons, $\mathrm{i}_{\mathbb{R}, \mathbb{C}}: \mathbb{R} \hookrightarrow \mathbb{C}$ is the inclusion map) and

$$
\begin{aligned}
s:=\mathrm{i}_{\mathbb{R}, \mathbb{C}} \circ \sin \upharpoonright \mathbb{N}=\mathrm{i}_{\mathbb{R}, \mathbb{C}} \circ \operatorname{Im} \circ \exp _{\mathrm{e}^{\mathrm{i}}}: & \mathbb{N} \longrightarrow \mathbb{C}, \\
& \alpha \longmapsto 1 /(2 \mathrm{i}) \cdot \exp _{\mathrm{e}^{\mathrm{i}}}(\alpha)-1 /(2 \mathrm{i}) \cdot \exp _{\mathrm{e}^{-\mathrm{i}}}(\alpha) .
\end{aligned}
$$

Hence we see that

$$
c, s \in \operatorname{Exp}_{\mathbb{T}}^{1}(\mathbb{C})
$$

Thus, the reconstruction problem for arbitrary exponential sums specializes to the reconstruction problem for linear combinations of trigonometric sequences, i. e., discrete signals. Clearly, $\operatorname{rank}(c), \operatorname{rank}(s) \leq 2$ and Prony's classical theory implies that $\operatorname{rank}(c)=\operatorname{rank}(s)=2$.
(d) (1) Consider the $K$-algebra

$$
A_{n}:=K\left[\mathrm{y}_{i, j} \mid i \in \mathbb{N}, j=1, \ldots, n\right]=\bigcup_{i \in \mathbb{N}} K\left[\mathrm{y}_{i, j} \mid j=1, \ldots, n\right],
$$

and let

$$
\mathrm{y}_{i}:=\left(\mathrm{y}_{i, 1}, \ldots, \mathrm{y}_{i, n}\right) \in\left(A_{n}\right)^{n}
$$

and

$$
B_{n}:=\left\{\mathrm{y}_{i} \mid i \in \mathbb{N}\right\} \subseteq\left(A_{n}\right)^{n} .
$$

The $K$-vector space

$$
\begin{aligned}
\operatorname{FExp}^{n}(K):=\operatorname{Exp}_{B_{n}}^{n}\left(A_{n}\right) & =\left\langle\exp _{\mathrm{y}_{i}} \mid i \in \mathbb{N}\right\rangle_{K} \\
& =\left\{\sum_{i=1}^{r} \lambda_{i} \exp _{\mathrm{y}_{i}} \mid r \in \mathbb{N}, \lambda_{i} \in K\right\}
\end{aligned}
$$

is called $K$-vector space of formal exponential sums over $K$ and its elements are called formal exponential sums over $K$. Note that $\operatorname{FExp}^{n}(K)$ is countably generated as a $K$-vector space. (By the later Corollary 2.22 we get $\left.\operatorname{dim}_{K}\left(\operatorname{FExp}^{n}(K)\right)=|\mathbb{N}|.\right)$
(2) Let $r \in \mathbb{N}$ and consider the $K$-algebra

$$
A_{n, r}:=K\left[\mathrm{y}_{i, j} \mid i=1, \ldots, r, j=1, \ldots, n\right]
$$

of polynomials over $K$ in $r \cdot n$ indeterminates. Let

$$
\mathrm{y}_{i}:=\left(\mathrm{y}_{i, 1}, \ldots, \mathrm{y}_{i, n}\right) \in\left(A_{n, r}\right)^{n}
$$

and

$$
B_{n, r}:=\left\{\mathrm{y}_{i} \mid i=1, \ldots, r\right\} \subseteq\left(A_{n, r}\right)^{n} .
$$

Then

$$
\begin{aligned}
\operatorname{FExp}_{r}^{n}(K):=\operatorname{Exp}_{B_{n, r}}^{n}\left(A_{n, r}\right) & =\left\langle\exp _{\mathrm{y}_{1}}, \ldots, \exp _{\mathrm{y}_{r}}\right\rangle_{K} \\
& =\left\{\sum_{b \in M} \lambda_{b} \exp _{b} \mid M \in \mathcal{P}_{\mathrm{f}}\left(B_{n, r}\right) \text { and } \lambda \in K^{M}\right\} \\
& =\left\{\sum_{i=1}^{r} \lambda_{i} \exp _{\mathrm{y}_{i}} \mid \lambda_{i} \in K, i=1, \ldots, r\right\}
\end{aligned}
$$

is the $K$-vector space of formal rank $\leq r$ exponential sums over $K$ and its elements are called formal rank $\leq r$ exponential sums over $K$. Note that $\mathrm{FExp}_{r}^{n}(K)$ is finite dimensional as a $K$-vector space. (By the later Corollary 2.22 we get $\operatorname{dim}_{K}\left(\operatorname{FExp}_{r}^{n}(K)\right)=r$.)
One should be careful not to confuse the $K$-vector space $\operatorname{FExp}_{r}^{n}(K)$ and the subset $\left\{F \in \operatorname{FExp}^{n}(K) \mid \operatorname{rank}(F) \leq r\right\}$ of $\operatorname{FExp}^{n}(K)$. The latter is not closed under taking sums. We will return to these examples in Section 2.7.

Remark 2.2: (a) Let $R$ be any integral domain containing $A$ as a subring and let $B \subseteq A^{n}$. If one considers $R$ as a $K$-algebra then one has $\operatorname{Exp}_{B}^{n}(A)=\operatorname{Exp}_{B}^{n}(R)$. Therefore, in situations that require $A$ to be a field one can often replace $A$ by its quotient field $Q$.
(b) For any subset $B \subseteq A^{n}$ we have $\operatorname{dim}_{K}\left(\operatorname{Exp}_{B}^{n}(A)\right) \leq|B|$ and therefore every exponential sum $f \in \operatorname{Exp}_{B}^{n}(A)$ satisfies $\operatorname{rank}(f) \leq|B|$. This is immediate from the definitions. In particular, if the $K$-algebra $A$ consists of only finitely many elements, ${ }^{1}$ then we have the upper bound $|B| \leq\left|A^{n}\right|=|A|^{n} \in \mathbb{N}$ for $\operatorname{rank}(f)$. By the later Corollary 2.22 it is also true that $\operatorname{dim}_{K}\left(\operatorname{Exp}_{B}^{n}(A)\right)=|B|$.
(c) For $b \in A^{n}$ and $\alpha \in \mathbb{N}^{n}$ we have $\exp _{b}(\alpha)=\operatorname{ev}^{\{b\}}\left(\mathrm{x}^{\alpha}\right)$, where $\mathrm{ev}^{\{b\}}: A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right] \rightarrow$ $A$ denotes evaluation at $b$. Thus one may see exponentials as the restrictions ev ${ }^{\{b\}} \upharpoonright$ $\mathrm{Mon}^{n}$, identifying $\mathbb{N}^{n}$ and $\mathrm{Mon}^{n}$. Considering more generally the evaluations ev ${ }^{\{b\}}$ instead of exponentials as defined here and exploiting duality theory for polynomial algebras is a perspective taken in some recent works on the subject (see Section 4.6).

In the following remark we explore some elementary algebraic properties of $\operatorname{Exp}_{B}^{n}(A)$.
Remark 2.3: (a) For $a, b \in A^{n}$ we have $\exp _{a} \cdot \exp _{b}=\exp _{a b}$, where $\cdot$ denotes componentwise multiplication and also $A^{n}$ is endowed with the componentwise multiplication.

Proof: For $\alpha \in \mathbb{N}^{n}$ we have $\exp _{a} \cdot \exp _{b}(\alpha)=\exp _{a}(\alpha) \exp _{b}(\alpha)=a^{\alpha} b^{\alpha}=\prod_{j=1}^{n} a_{j}^{\alpha_{j}}$. $\prod_{j=1}^{n} b_{j}^{\alpha_{j}}=\prod_{j=1}^{n}\left(a_{j} b_{j}\right)^{\alpha_{j}}=(a b)^{\alpha}=\exp _{a b}(\alpha)$.
(b) If $(B, \cdot)$ is a submonoid of $\left(A^{n}, \cdot\right)$, then $\operatorname{Exp}_{B}^{n}(A)$ is a $K$-algebra under componentwise addition and multiplication with unit element $1=\exp _{(1, \ldots, 1)} \in \operatorname{Exp}_{B}^{n}(A)$. Furthermore, if $f, g \in \operatorname{Exp}_{B}^{n}(A)$, then

$$
\operatorname{rank}(f g) \leq \operatorname{rank}(f) \operatorname{rank}(g)
$$

Equality does not hold in general, see Example 2.4 (d).
Proof: We first show that $f g \in \operatorname{Exp}_{B}^{n}(A)$ for all $f, g \in \operatorname{Exp}_{B}^{n}(A)$. Let $f=$ $\sum_{b \in M} f_{b} \exp _{b}$ and $g=\sum_{c \in N} g_{c} \exp _{c}$ with $M, N \in \mathcal{P}_{\mathrm{f}}(B), f_{b}, g_{c} \in K,|M|=$ $\operatorname{rank}(f)$, and $|N|=\operatorname{rank}(g)$. Then we have $f g=\left(\sum_{b \in M} f_{b} \exp _{b}\right) \cdot\left(\sum_{c \in N} g_{c} \exp _{c}\right) \stackrel{(\text { a) }}{=}$ $\sum_{b \in M}\left(\sum_{c \in N} f_{b} g_{c} \exp _{b c}\right)=\sum_{d \in M \times N} f_{d_{1}} g_{d_{2}} \exp _{d_{1} d_{2}} \in \operatorname{Exp}_{B}^{n}(A)$. As an immediate consequence we obtain $\operatorname{rank}(f g) \leq|M \times N|=|M| \cdot|N|=\operatorname{rank}(f) \operatorname{rank}(g)$. Since $B$ is a submonoid of $\left(A^{n}, \cdot\right)$ it follows that $(1, \ldots, 1) \in B$, and we have $\exp _{(1, \ldots, 1)}(\alpha)=(1, \ldots, 1)^{\alpha}=\prod_{j=1}^{n} 1^{\alpha_{j}}=\prod_{j=1}^{n} 1=1$ for all $\alpha \in \mathbb{N}^{n}$.

[^2](c) For all $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(A)$ we have $\exp _{0} \cdot f=\left(\sum_{b \in M} f_{b}\right) \exp _{0}=f(0)$. $\exp _{0}$. This follows immediately from part (a), since $\exp _{0} \exp _{b}=\exp _{0 b}=\exp _{0}$ for all $b \in A^{n}$.
(d) The exponential $\exp _{0}$ is a non-trivial idempotent element of $\operatorname{Exp}^{n}(A)$. Indeed, by part (c) we have $\exp _{0} \cdot \exp _{0}=\exp _{0}$, and the assertion follows from $\exp _{0}(0)=1$ and $\exp _{0}\left(\mathrm{u}_{1}\right)=0$.
(e) The ring $\operatorname{Exp}^{n}(A)$ is never an integral domain. This follows immediately from the existence of the non-trivial idempotent element $e:=\exp _{0} \in \operatorname{Exp}^{n}(A)$ by part (d): One has $e \cdot(e-1)=0$ and $e, e-1 \neq 0$.
(f) More generally than in part (d), the idempotent exponentials in $\operatorname{Exp}^{n}(A)$ are precisely the exponentials $\exp _{b}$ with base $b \in\{0,1\}^{n}$.

Proof: Let $b \in A^{n}$ be such that $\exp _{b}$ is idempotent. Then $\exp _{b}\left(\mathrm{u}_{j}\right)=b^{\mathrm{u}_{j}}=b_{j}$ is idempotent in $A$, so $b_{j} \in\{0,1\}$. Conversely, if $b \in\{0,1\}^{n}$, then $\left(\exp _{b}\right)^{2}=\exp _{b^{2}}=$ $\exp _{b}$ by part (a).

Example 2.4: (a) The space $\operatorname{Exp}^{n}(A)=\operatorname{Exp}_{A^{n}}^{n}(A)$ is always a $K$-algebra by Remark 2.3 (b).
(b) Since $\mathbb{T}^{n}$ is multiplicatively closed, $\operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C})$ is a $\mathbb{C}$-algebra by Remark 2.3 (b).
(c) If $r \geq 1$, then the $K$-vector space $\operatorname{FExp}_{r}^{n}(K)$ of formal rank $\leq r$ exponential sums is not a $K$-algebra under componentwise multiplication of formal exponential sums. To see this, note that if $\mathrm{y}_{1}^{\alpha} \mathrm{y}_{1}^{\alpha}=\exp _{\mathrm{y}_{1}} \cdot \exp _{\mathrm{y}_{1}}(\alpha)=\sum_{i=1}^{r} \lambda_{i} \exp _{\mathrm{y}_{i}}(\alpha)$ with $\lambda_{i} \in K$ for all $\alpha \in \mathbb{N}^{n}$, this yields $\mathrm{y}_{1,1}^{2}=\sum_{i=1}^{r} \lambda_{i} \mathrm{y}_{i, 1}$ for $\alpha=\mathrm{u}_{1}$, and by comparison of coefficients one obtains $1=0$, a contradiction.
For the same reason $\operatorname{FExp}^{n}(K)$ is not a $K$-algebra.
(d) In general it is not true that $\operatorname{rank}(f g)=\operatorname{rank}(f) \operatorname{rank}(g)$ for $f, g \in \operatorname{Exp}^{n}(A)$. This is clear by Remark 2.3 (e) since for any zero-divisors $f, g \in \operatorname{Exp}^{n}(A) \backslash\{0\}$, $0=|\emptyset|=\operatorname{rank}(0)=\operatorname{rank}(f g)<\operatorname{rank}(f) \operatorname{rank}(g)$.

### 2.2. A generalization of Prony's reconstruction theory

The goal of this section is to develop the foundation for generalizations of Prony's theory that are suitable for the reconstruction of multivariate exponential sums. We begin with a discussion of the bearing of Prony's classical reconstruction method in the following remark. This discussion may also serve as a blueprint for the multivariate generalization that follows. The technique in footnote 2 will also be used later on.

REMARK 2.5: The reconstruction problem for $\operatorname{Exp}^{1}(\mathbb{C})$ consists of the task to compute the coefficient vector of $f \in \operatorname{Exp}^{1}(\mathbb{C})$ w.r.t. the $\mathbb{C}$-basis $E:=\left\{\exp _{b} \mid b \in \mathbb{C}\right\}$ of $\operatorname{Exp}^{1}(\mathbb{C})$. Since any algorithm can only take into account a finite amount of data, it can only take
into account the restriction of $f$ to a finite subset of $\mathbb{N}$. Therefore it is necessary to find a finite subset $F \subseteq \mathbb{N}$ such that the restriction $f \upharpoonright F$ allows to compute the coefficients of $f$.
There are two distinct approaches: Such a subset $F$ might either be constructed by a reconstruction procedure that would be assumed to be able to evaluate $f$ at (finitely many) arbitrary points (then $F$ could be dependent on $f$ ), or it might be a subset $F$ that is independent of $f$, in which case a reconstruction algorithm can be seen as having the restriction $f \upharpoonright F$ as input.

In either case, the problem as stated above is impossible to solve without further assumptions, since $f \upharpoonright F$ only defines $f$ modulo the non-zero ${ }^{2}$ subvector space

$$
Z_{F}:=\left\{g \in \operatorname{Exp}^{1}(\mathbb{C}) \mid g \upharpoonright F=0\right\}=\operatorname{ker}\left(\upharpoonright F: \operatorname{Exp}^{1}(\mathbb{C}) \rightarrow \mathbb{C}^{F}\right) \leq \operatorname{Exp}^{1}(\mathbb{C})
$$

Since being able to reconstruct $f$ implies that one can compute $\operatorname{rank}(f)$, one cannot hope to be able reconstruct $f$ without at least implicit knowledge of $\operatorname{rank}(f)$. Therefore we assume as given also a natural number $d \in \mathbb{N}$ with $r:=\operatorname{rank}(f) \leq d$. Under this assumption, the task is to find a finite $F \subseteq \mathbb{N}$ (dependent on $d$ and possibly $f$ ) such that

$$
Y_{F}:=\left\{g \in \operatorname{Exp}^{1}(\mathbb{C}) \mid f-g \in Z_{F} \text { and } \operatorname{rank}(g) \leq d\right\}=\{f\} .
$$

This may not immediately appear to be a significant simplification or at all be clear that such a set $F$ exists. Essentially, Prony proved the following in 1795 [66] ${ }^{3}$ : The set

$$
F:=\{0, \ldots, 2 d\} \subseteq \mathbb{N}
$$

solves the problem simultaneously for all $f \in \operatorname{Exp}^{1}(\mathbb{C})$ with $\operatorname{rank}(f) \leq d$, i.e., for all $f \in \operatorname{Exp}^{1}(\mathbb{C})$ with $\operatorname{rank}(f) \leq d$ one has $Y_{F}=\{f\}$. Furthermore, considering the matrix

$$
\mathrm{H}_{d}(f):=(f(\alpha+\beta))_{\substack{\alpha=0, \ldots, d \\ \beta=0, \ldots, d}} \in \mathbb{C}^{(d+1) \times(d+1)},
$$

one can construct from $f \upharpoonright F$ a polynomial

$$
p \in \mathbb{C}[\mathrm{x}]_{d} \backslash\{0\},
$$

namely $p$ such that the vector of coefficients of $p$ is in

$$
\operatorname{ker}\left(\mathrm{H}_{d}(f)\right) \backslash\{0\},
$$

and the (finite, in the univariate case considered here) zero locus $\mathrm{Z}(p) \subseteq \mathbb{C}$ of $p$ fulfills

$$
f \in \operatorname{Exp}_{\mathrm{Z}(p)}^{1}(\mathbb{C})
$$

[^3]Since the set $L:=\left\{\exp _{b} \mid b \in \mathrm{Z}(p)\right\} \subseteq E$ is linearly independent, the coefficients $f_{b} \in \mathbb{C}$ with $f=\sum_{b \in \mathrm{Z}(p)} f_{b} \exp _{b}$ are uniquely determined (and, once $\mathrm{Z}(p)$ is known explicitly, they are relatively easy to compute from the entries of $\mathrm{H}_{d}(f)$, cf. Remark 2.6 for the general case). In this way, the task of computing the coefficients of $f$ w.r.t. the uncountable $\mathbb{C}$-basis $E$ can be reduced to the considerably simpler one of computing the coefficients of $f$ w. r.t. the $\mathbb{C}$-basis $L \subseteq E$ of the $|\mathrm{Z}(p)|$-dimensional subspace $\operatorname{Exp}_{\mathrm{Z}(p)}^{1}(\mathbb{C}) \leq \operatorname{Exp}^{1}(\mathbb{C})$.

However, stated like this, the method is not necessarily efficient since there may be $b \in \mathrm{Z}(p)$ such that the coefficient of $\exp _{b}$ in $f$ is zero. One way to deal with this fact is to compute the greatest common divisor $q$ in $\mathbb{C}[\mathrm{x}]$ of a $\mathbb{C}$-basis of $\operatorname{ker}\left(\mathrm{H}_{d}(f)\right) \hookrightarrow \mathbb{C}[\mathrm{x}]$. Then $\mathrm{Z}(q)$ contains precisely the $b \in \mathbb{C}$ for which the coefficient of $\exp _{b}$ in $f$ is nonzero. ${ }^{4}$ The reason for this lies in the fact that $\operatorname{ker}\left(\mathrm{H}_{d}(f)\right)$ generates the vanishing ideal $I$ of the finite set $S:=\left\{b \in \mathbb{C} \mid\right.$ coefficient of $\exp _{b}$ in $f$ is non-zero $\}$. Thus, since $\mathbb{C}[\mathrm{x}]$ is a euclidean domain, one has $\left\langle\operatorname{ker} \mathrm{H}_{d}(f)\right\rangle_{\mathbb{C}[\mathrm{x}]}=I=q \cdot \mathbb{C}[\mathrm{x}]$ with $q \in \mathbb{C}[\mathrm{x}]$ being the greatest common divisor of any ideal basis of $I$, and then $\mathrm{Z}(q)=\mathrm{Z}(I)=S$, since $S$ is finite.

Of course, the computation via the greatest common divisor and (even more so) the fact that $\mathrm{Z}(p)$ is finite for all non-zero $p$ are specialties of the univariate case.

We will now introduce some basic machinery we will use throughout. For easy reference, the following definitions are also included in the preliminary Section 1.1.

Definition: Let $S$ denote the polynomial algebra over $A$ in $n$ indeterminates,

$$
S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right] .
$$

For an arbitrary subset $M \subseteq A^{n}$, we regard $A^{M}$ as an $A$-algebra with multiplication defined pointwise, and the $A$-algebra homomorphism

$$
\begin{aligned}
\mathrm{ev}^{M}: S & \longrightarrow A^{M} \\
p & \longmapsto \mathrm{f}_{p} \upharpoonright M=(p(b))_{b \in M}
\end{aligned}
$$

is called evaluation homomorphism at $M$. For a subset $D \subseteq \mathbb{N}^{n}$ let

$$
\mathrm{x}^{D}:=\left\{\mathrm{x}^{\alpha} \mid \alpha \in D\right\} \subseteq \operatorname{Mon}^{n}
$$

let

$$
S_{D}:=\left\langle\mathrm{x}^{D}\right\rangle_{A}
$$

be the free $A$-submodule of $S$ generated by x ${ }^{D}$, and let

$$
\operatorname{ev}_{D}^{M}:=\mathrm{ev}^{M} \upharpoonright S_{D}
$$

[^4]be the restriction of $\mathrm{ev}^{M}$ to $S_{D}$. For finite $M \subseteq A^{n}$ and $D \subseteq \mathbb{N}^{n}$, the evaluation homomorphism $\operatorname{ev}_{D}^{M}$ is an $A$-module homomorphism from the finite-dimensional free $A$ module $S_{D}$ to the finite-dimensional free $A$-module $A^{M}$. Thus, for computational as well as theoretical purposes, $\operatorname{ev}_{D}^{M}$ can be identified with a matrix. The transformation matrix of $\operatorname{ev}_{D}^{M}$ w.r.t. the basis $\mathrm{x}^{D}$ of $S_{D}$ and the canonical basis
$$
\mathrm{U}_{M}:=\left\{\mathrm{u}_{b} \mid b \in M\right\}
$$
of $A^{M}$, where for $b \in M$,
\[

$$
\begin{aligned}
& \mathrm{u}_{b}: M \longrightarrow A \\
& c \longmapsto \delta_{b c}:= \begin{cases}1 & \text { if } b=c \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$
\]

denotes the $b$-th unit vector in $A^{M}$, is denoted by

$$
\mathrm{V}_{D}^{M} \in A^{M \times D}
$$

It is easy to see that

$$
\mathrm{V}_{D}^{M}=\left(b^{\alpha}\right)_{\substack{b \in M \\ \alpha \in D}}
$$

Indeed, this holds since for all $\alpha \in D$ we have $\operatorname{ev}_{D}^{M}\left(\mathrm{x}^{\alpha}\right)=\left(b^{\alpha}\right)_{b \in M}=\sum_{b \in M} b^{\alpha} \mathrm{u}_{b}$. In the univariate case $n=1$ with $D=\{0, \ldots, d\} \subseteq \mathbb{N}, \mathrm{V}_{D}^{M}$ is a Vandermonde matrix.

Kernels of these and related homomorphisms will play an important role in the following. These homomorphisms will often be represented by a transformation matrix, such as $\mathrm{V}_{D}^{M} \in A^{M \times D}$ for $\mathrm{ev}_{D}^{M}: S_{D} \rightarrow A^{M}$. There will also be the need to change the domains (and codomains) of these homomorphisms (for instance, to consider $\operatorname{ev}_{D, Q}^{M}: Q\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]_{D} \rightarrow Q^{M}$ for the quotient field $Q:=\operatorname{Quot}(A)$ of $\left.A\right)$. Since these changes are not reflected in the transformation matrix, we need a notation to signify over which domain the kernel and image of a matrix is to be considered. To be precise about this while maintaining light-weight notation, we distinguish between the kernels of these homomorphisms by the following definition.

Definition: For any matrix $H \in A^{M \times N}$ and any ring homomorphism from $A$ to $R$, we define

$$
\operatorname{ker}_{R}(H):=\operatorname{ker}\left(R^{N} \rightarrow R^{M}, x \mapsto H x\right)=\left\{x \in R^{N} \mid H x=0\right\}
$$

Similarly we define

$$
\operatorname{im}_{R}(H):=\operatorname{im}\left(R^{N} \rightarrow R^{M}, x \mapsto H x\right)=\left\{H x \mid x \in R^{N}\right\}
$$

We discuss briefly how to reconstruct the coefficients of an exponential sum with respect to a given set of exponentials.

Remark 2.6: Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}_{M}^{n}(A)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$ and $f_{b} \in K$, and let $D \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ be such that $\operatorname{ev}_{D}^{M}: S_{D} \rightarrow A^{M}$ is surjective. One immediately obtains that the tuple $\left(f_{b}\right)_{b \in M} \in K^{M}$ fulfills

$$
\begin{aligned}
\left(\mathrm{V}_{D}^{M}\right)^{\top} \cdot \operatorname{coeff}(f) & =\sum_{b \in M} \operatorname{coeff}(f)_{b} \cdot\left(b^{\alpha}\right)_{\alpha \in D} \\
& =\left(\sum_{b \in M} \operatorname{coeff}(f)_{b} \cdot b^{\alpha}\right)_{\alpha \in D}=(f(\alpha))_{\alpha \in D}
\end{aligned}
$$

Since $\operatorname{ev}_{D}^{M}$ is surjective, $\operatorname{ker}\left(\left(\mathrm{V}_{D}^{M}\right)^{\top}\right)=\{0\}$, and therefore coeff $(f)$ is determined as the unique solution of the system of linear equations with system matrix $\left(\mathrm{V}_{D}^{M}\right)^{\top} \in A^{D \times M}$ and right-hand side $(f(\alpha))_{\alpha \in D} \in A^{D}$. This provides a simple method to reconstruct the coefficients of $f \in \operatorname{Exp}_{M}^{n}(A)$ w.r.t. a given set $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$, provided $\operatorname{ev}_{D}^{M}$ is surjective and $f \upharpoonright D$ is given. For this reason, surjectivity conditions on the evaluation homomorphisms $\operatorname{ev}_{D}^{M}$ are rather natural in the context of reconstructing exponential sums.

In analogy to Prony's work [66] (cf. Remark 2.5), we define a Hankel-like matrix associated to an exponential sum $f \in \operatorname{Exp}^{n}(A)$. This matrix will play a key role in the reconstruction theory for multivariate exponential sums that follows.

Definition: Let $D \subseteq \mathbb{N}^{n}$ be an arbitrary subset. For $f \in \operatorname{Exp}^{n}(A)$ we define the matrix

$$
\mathrm{H}_{D}(f):=(f(\alpha+\beta))_{\substack{\alpha \in D \\ \beta \in D}} \in A^{D \times D}
$$

The following Lemma 2.7 is crucial. In part (a) (which is well-known at least in the univariate case $n=1$ ) a connection is established between the problem of reconstructing an exponential sum $f \in \operatorname{Exp}^{n}(A)$ and that of finding a specific factorization of $\mathrm{H}_{D}(f)$. This connection is deepened in part (b). The proofs are straightforward.

Lemma 2.7: Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(A)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$ and $\left(f_{b}\right)_{b \in M} \in K^{M}$. Let $D \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ be arbitrary. Then the following holds.
(a) We have

$$
\mathrm{H}_{D}(f)=\mathrm{V}_{D}^{M^{\top}} \cdot C \cdot \mathrm{~V}_{D}^{M}
$$

with the diagonal matrix $C:=\left(f_{b} \mathrm{u}_{b}\right)_{b \in M} \in A^{M \times M}$.
(b) Let $f_{b} \neq 0$ for all $b \in M$. If $\operatorname{ev}_{D}^{M}: S_{D} \rightarrow A^{M}$ is surjective, then

$$
\operatorname{ker}_{A}\left(\mathrm{H}_{D}(f)\right)=\operatorname{ker}_{A}\left(\mathrm{~V}_{D}^{M}\right)
$$

Proof: For brevity, let $H:=\mathrm{H}_{D}(f)$ and $V:=\mathrm{V}_{D}^{M}$.
(a) Since $V^{\top} C=\left(f_{b} b^{\alpha}\right)_{\substack{\alpha \in D \\ b \in M}}$, we have

$$
\begin{aligned}
V^{\top} C V & \left.=\left(V^{\top} C\left(b^{\beta}\right)_{b \in M}\right)_{\beta \in D}=\left(\sum_{b \in M} b^{\beta} f_{b}\left(b^{\alpha}\right)_{\alpha \in D}\right)\right)_{\beta \in D} \\
& =\left(\sum_{b \in M} f_{b} b^{\alpha+\beta}\right)_{\substack{\alpha \in D \\
\beta \in D}}=(f(\alpha+\beta))_{\substack{\alpha \in D \\
\beta \in D}}=H .
\end{aligned}
$$

(b) By part (a) we always have $\operatorname{ker}_{A}(V) \subseteq \operatorname{ker}_{A}(H)$. To show the reverse inclusion, let $C:=\left(f_{b} u_{b}\right)_{b \in M} \in A^{M \times M}$ as in part (a). We show that $\operatorname{ker}_{A}\left(V^{\top} C\right)=\{0\}$. Let $Q:=\operatorname{Quot}(A)$ be the quotient field of $A$. Consider $V \in A^{M \times D} \leq Q^{M \times D}$ as a matrix over $Q$. Since ev ${ }_{D}^{M}$ is surjective, the $Q$-linear map $V: Q^{D} \rightarrow Q^{M}, x \mapsto V x$, is surjective by a trivial argument. ${ }^{5}$ Therefore $V^{\top}: Q^{M} \rightarrow Q^{D}$ is injective by standard linear algebra, which yields $\operatorname{ker}_{A}\left(V^{\top}\right)=A^{M} \cap \operatorname{ker}_{Q}\left(V^{\top}\right)=\{0\}$. Since the coefficients $f_{b} \in K, b \in M$, of $f$ are non-zero and therefore units in $A, C$ is invertible in $A^{M \times M}$, hence $\operatorname{ker}_{A}\left(V^{\top} C\right)=\operatorname{ker}_{A}\left(V^{\top}\right)=\{0\}$. Thus, by the trivial fact that for any module homomorphisms $\varphi: M \rightarrow N, \psi: N \rightarrow P$ with $\psi$ injective, one has $\operatorname{ker}(\psi \circ \varphi)=\operatorname{ker}(\varphi)$, we obtain $\operatorname{ker}_{A}(H)=\operatorname{ker}_{A}\left(V^{\top} C V\right)=\operatorname{ker}_{A}(V)$, as claimed.

Remark 2.8: More generally than we have done here, for two subsets $D_{1}, D_{2} \subseteq \mathbb{N}^{n}$ and $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(A)$, one can define the matrix

$$
\mathrm{H}_{D_{1}, D_{2}}(f):=(f(\alpha+\beta))_{\substack{\alpha \in D_{1} \\ \beta \in D_{2}}} \in A^{D_{1} \times D_{2}}
$$

Lemma 2.7 then holds in the following analogous form for $\mathrm{H}_{D_{1}, D_{2}}(f)$ with identical proofs:
(a) We have

$$
\mathrm{H}_{D_{1}, D_{2}}(f)=\mathrm{V}_{D_{1}}^{M^{\top}} \cdot C \cdot \mathrm{~V}_{D_{2}}^{M},
$$

with the diagonal matrix $C:=\left(f_{b} u_{b}\right)_{b \in M} \in A^{M \times M}$.
(b) Let $f_{b} \neq 0$ for all $b \in M$. If $\operatorname{ev}_{D_{1}}^{M}: S_{D_{1}} \rightarrow A^{M}$ is surjective, then

$$
\operatorname{ker}_{A}\left(\mathrm{~V}_{D_{2}}^{M}\right)=\operatorname{ker}_{A}\left(\mathrm{H}_{D_{1}, D_{2}}(f)\right) .
$$

However, we will not dive deeper into this more general setup here.
Subsets $D \subseteq \mathbb{N}^{n}$ correspond to the sets $\mathrm{x}^{D}=\left\{\mathrm{x}^{\alpha} \mid \alpha \in D\right\}$ of monomials in $n$ indeterminates with exponents in $D$. In the following, emphasis will be on subsets $D \subseteq \mathbb{N}^{n}$ that correspond to sets of monomials bounded by some sort of "degree". There are two notions of degree that will be in the focus of our attention. We give the definitions here. For easy reference, these are also included in the preliminary Section 1.1.

[^5]Definition: The total degree of a monomial $\mathrm{x}^{\alpha} \in \operatorname{Mon}^{n}$ is denoted by

$$
\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right):=\sum_{j=1}^{n} \alpha_{j} \in \mathbb{N}
$$

and the total degree of a polynomial $p \in S \backslash\{0\}$ is

$$
\operatorname{tot} \operatorname{deg}(p):=\max \left(\operatorname{tot} \operatorname{deg}\left[\mathrm{x}^{\operatorname{supp}(p)}\right]\right)=\max \left\{\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) \mid \alpha \in \operatorname{supp}(p)\right\} \in \mathbb{N} .
$$

The maximal degree of a monomial $\mathrm{x}^{\alpha} \in \operatorname{Mon}^{n}$ is denoted by

$$
\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right):=\max \left\{\alpha_{j} \mid j=1, \ldots, n\right\} \in \mathbb{N}
$$

and the maximal degree of a polynomial $p \in S \backslash\{0\}$ is

$$
\max \operatorname{deg}(p):=\max \left(\max \operatorname{deg}\left[\mathrm{x}^{\operatorname{supp}(p)}\right]\right)=\max \left\{\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) \mid \alpha \in \operatorname{supp}(p)\right\} \in \mathbb{N} .
$$

For $\alpha \in \mathbb{N}^{n}$ we also set

$$
\operatorname{tot} \operatorname{deg}(\alpha):=\operatorname{tot} \operatorname{deg}\left(\mathrm{x}^{\alpha}\right)
$$

and

$$
\max \operatorname{deg}(\alpha):=\max \operatorname{deg}\left(\mathrm{x}^{\alpha}\right) .
$$

In order to provide a theory that includes combinations of these and further notions of degree in a unified way, we introduce an appropriate notion of multi-filtration. Since exponential sums are only defined on $\mathbb{N}^{n}$, it is appropriate to also define multi-filtrations on $\mathbb{N}^{n}$. This implies that later on only submodules of $S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ occur that are generated by monomials. To avoid confusion, in this context we denote the unit tuples in $\mathbb{N}^{t}$ by $\mathrm{u}_{\ell}^{t}, \ell=1, \ldots, t$. For $\delta \in \mathbb{N}^{t}$, we will also use the nearby notation

$$
\min \operatorname{deg}(\delta):=\min \operatorname{deg}\left(\mathrm{x}^{\delta}\right):=\min \left\{\delta_{\ell} \mid \ell=1, \ldots, t\right\}
$$

Definition: Let $t \in \mathbb{N}$ and $\left(n_{0}, \ldots, n_{t}\right) \in \mathbb{N}^{t+1}$ with $0=n_{0}<n_{1}<\cdots<n_{t}=n$. Let $\mathcal{F}: \mathbb{N}^{t} \rightarrow \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$. Then $\mathcal{F}$ is a multi-ᄎ-filtration (or, more precisely, a $t-\star$-filtration w.r.t. $\left.\left(n_{0}, \ldots, n_{t}\right)\right)$ on $\mathbb{N}^{n}$ if the following conditions are satisfied.
(a) $\mathcal{F}_{\delta} \subseteq \mathcal{F}_{\varepsilon}$ for all $\delta, \varepsilon \in \mathbb{N}^{t}$ with $\delta \leq_{\mathrm{p}} \varepsilon .{ }^{6}$
(b) $\mathcal{F}_{\delta}+\mathcal{F}_{\varepsilon} \subseteq \mathcal{F}_{\delta+\varepsilon}$ for all $\delta, \varepsilon \in \mathbb{N}^{t} .7$
(c) $\mathcal{F}_{0} \neq \emptyset$.
(d) For all $j=1, \ldots, n, \mathrm{u}_{j}^{n} \in \mathcal{F}_{\mathrm{u}_{\ell}^{t}}$ for $\ell \in\{1, \ldots, t\}$ with $j \in\left\{n_{\ell-1}+1, n_{\ell}\right\}$.

[^6]We will call $1-\star$-filtrations simply $\star$-filtrations.
Lemma 2.9: Let $\mathcal{F}^{\ell}$ be a $1-\star$-filtration (w.r.t. $\left.\left(0, n_{\ell}-n_{\ell-1}\right)\right)$ on $\mathbb{N}^{n_{\ell}-n_{\ell-1}}, \ell=1, \ldots, t$, and let

$$
\begin{aligned}
\mathcal{F}: \mathbb{N}^{t} & \longrightarrow \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right), \\
\delta & \longmapsto\left\{\alpha \in \prod_{\ell=1}^{t} \mathbb{N}^{n_{\ell}-n_{\ell-1}} \mid \alpha_{\ell} \in \mathcal{F}_{\delta_{\ell}}^{\ell} \text { for all } \ell=1, \ldots, t\right\} .
\end{aligned}
$$

Then $\mathcal{F}$ is a $t$ - - -filtration w.r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$.
Proof: (a) Let $\delta, \varepsilon \in \mathbb{N}^{t}$ with $\delta \leq_{\mathrm{p}} \varepsilon$ and let $\alpha \in \mathcal{F}_{\delta}$. By definition we have $\alpha_{\ell} \in \mathcal{F}_{\delta_{\ell}}^{\ell} \subseteq \mathcal{F}_{\varepsilon_{\ell}}^{\ell}$ for all $\ell=1, \ldots, t$, and thus $\alpha \in \mathcal{F}_{\varepsilon}$.
(b) Let $\delta, \varepsilon \in \mathbb{N}^{t}, \alpha \in \mathcal{F}_{\delta}$ and $\beta \in \mathcal{F}_{\varepsilon}$. Then $\alpha_{\ell} \in \mathcal{F}_{\delta_{\ell}}^{\ell}$ and $\beta_{\ell} \in \mathcal{F}_{\varepsilon_{\ell}}^{\ell}$ for all $\ell=1, \ldots, n$, and thus $(\alpha+\beta)_{\ell}=\alpha_{\ell}+\beta_{\ell} \in \mathcal{F}_{\delta_{\ell}}^{\ell}+\mathcal{F}_{\varepsilon_{\ell}}^{\ell} \subseteq \mathcal{F}_{\delta_{\ell}+\varepsilon_{\ell}}^{\ell}$, hence $\alpha+\beta \in \mathcal{F}_{\delta+\varepsilon}$.
(c) For $\ell=1, \ldots, t$ let $\alpha_{\ell} \in \mathcal{F}_{0}^{\ell}$. Then $\left(\alpha_{1}, \ldots, \alpha_{t}\right) \in \mathcal{F}_{0}$.
(d) Let $j \in\{1, \ldots, n\}$ and $\ell \in\{1, \ldots, t\}$ with $j \in\left\{n_{\ell-1}+1, n_{\ell}\right\}$. Let $p \in\{1, \ldots, t\}$. We have to show that $\left(\mathrm{u}_{j}^{n}\right)_{p} \in \mathcal{F}_{\left(\mathrm{u}_{\ell}^{t}\right)_{p}}^{p}$. Case 1: $p \neq \ell$. Then $\left(\mathrm{u}_{j}^{n}\right)_{p}=0 \in \mathcal{F}_{0}^{p} \subseteq \mathcal{F}_{\left(\mathrm{u}_{\ell}^{t}\right)_{p}}^{p}$. Case 2: $p=\ell$. Then $\left(\mathrm{u}_{j}^{n}\right)_{p}=\left(\delta_{i j}\right)_{i=n_{\ell-1}+1, \ldots, n_{\ell}} \in \mathbb{N}^{n_{\ell}-n_{\ell-1}}$, and therefore we have $\left(\mathrm{u}_{j}^{n}\right)_{p} \in \mathcal{F}_{1}^{p}=\mathcal{F}_{\left(\mathrm{u}_{\ell}^{t}\right)_{\ell}}^{p}=\mathcal{F}_{\left(\mathrm{u}_{\ell}^{t}\right)_{p}}^{p}$.
q.e.d.

Definition: Let $\mathcal{F}^{\ell}$ be a $1-\star$-filtration on $\mathbb{N}^{n_{\ell}-n_{\ell-1}}, \ell=1, \ldots, t$. Then the $t-\star$ filtration $\mathcal{F}$ on $\mathbb{N}^{n}$ constructed from $\mathcal{F}^{1}, \ldots, \mathcal{F}^{t}$ as in Lemma 2.9 is denoted by

$$
\mathcal{F}=\prod_{\ell=1}^{t} \mathcal{F}^{\ell}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t} .
$$

By the phrase " $\mathcal{F}$ is a $t$ - $\star$-filtration" we will always mean that $\mathcal{F}=\prod_{\ell=1}^{t} \mathcal{F}^{\ell}$ for $\star-$ filtrations $\mathcal{F}^{\ell}$.

Remark 2.10: Let $\mathcal{F}^{\ell}$ be a $\star$-filtration w.r.t. $\left(0, n_{\ell}-n_{\ell-1}\right)$ on $\mathbb{N}^{n_{\ell}-n_{\ell-1}}, \ell=1, \ldots, t$, and let $\mathcal{F}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ be a $t$ - - -filtration on $\mathbb{N}^{n}$. Then the following holds.
(a) We have $\mathcal{F}_{0}=\{0\}$.

Proof: " $\subseteq$ ": Let $\alpha \in \mathcal{F}_{0}$ and $k \in \mathbb{N}$ be arbitrary. Then we have $k \alpha=\sum_{i=1}^{k} \alpha \in$ $\sum_{i=1}^{k} \mathcal{F}_{0} \subseteq \mathcal{F}_{k \cdot 0}=\mathcal{F}_{0} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$. Therefore $k \alpha=k^{\prime} \alpha$ for some $k^{\prime} \in \mathbb{N}, k^{\prime} \neq k$, and hence $\left(k-k^{\prime}\right) \alpha=k \alpha-k^{\prime} \alpha=0$. Since $k-k^{\prime} \neq 0$ it follows that $\alpha=0$. " $\supseteq$ ": Since $\mathcal{F}$ is a $t$ - - -filtration there is an $\alpha \in \mathcal{F}_{0}$ and since we have already shown that $\mathcal{F}_{0} \subseteq\{0\}$, we have $\alpha=0$.
(b) For all $\delta \in \mathbb{N}^{t}$, if $\alpha \in \mathbb{N}^{n}$ with tot $\operatorname{deg}(\alpha) \leq \min \operatorname{deg}(\delta)$ we have $\alpha \in \mathcal{F}_{\delta}$.

Proof: We do induction on $t$. Let $t=1$ and $\mathcal{F}=\mathcal{F}^{1}$ be a $\star$-filtration on $\mathbb{N}^{n}$. We have to show that for all $d \in \mathbb{N}$ and $\alpha \in \mathbb{N}^{n}$ with $\operatorname{tot} \operatorname{deg}(\alpha) \leq d$ we have $\alpha \in \mathcal{F}_{d}$. We prove this by induction on $d$. For $d=0$ we have $\alpha=0 \in \mathcal{F}_{0}$ by part (a). Let $d \geq 1$ and assume inductively that for all $\beta \in \mathbb{N}^{n}$ with $\operatorname{tot} \operatorname{deg}(\beta) \leq d-1$ we have $\beta \in \mathcal{F}_{d-1}$. Let w.l. o. g. $\alpha_{1} \geq 1$. Then $\beta:=\alpha-\mathrm{u}_{1}^{n} \in \mathbb{N}^{n}$ and $\operatorname{tot} \operatorname{deg}(\beta)=$ tot $\operatorname{deg}(\alpha)-1 \leq d-1$. Thus, by induction hypothesis we have $\beta \in \mathcal{F}_{d-1}$. Therefore we have $\alpha=\beta+\mathrm{u}_{1}^{n} \in \mathcal{F}_{d-1}+\mathcal{F}_{1} \subseteq \mathcal{F}_{d}$.
Now let $t \geq 2, \delta \in \mathbb{N}^{t}$ and $\alpha \in \mathbb{N}^{n}$ with $\operatorname{tot} \operatorname{deg}(\alpha) \leq \min \operatorname{deg}(\delta)$. Let $\mathcal{F}^{\prime}:=$ $\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t-1}$. Then $\mathcal{F}^{\prime}$ is a $(t-1)$-*-filtration on $\mathbb{N}^{k}$ with $k:=n_{1}+\cdots+n_{t-1}$. Let $\delta^{\prime}:=\left(\delta_{1}, \ldots, \delta_{t-1}\right) \in \mathbb{N}^{t-1}$ and $\alpha^{\prime}:=\left(\alpha_{1}, \ldots, \alpha_{t-1}\right) \in \mathbb{N}^{k}$. Since tot $\operatorname{deg}\left(\alpha^{\prime}\right) \leq$ tot $\operatorname{deg}(\alpha) \leq \min \operatorname{deg}(\delta) \leq \min \operatorname{deg}\left(\delta^{\prime}\right)$, we have by induction hypothesis that $\alpha^{\prime} \in$ $\mathcal{F}_{\delta^{\prime}}^{\prime}$ i.e. $\alpha_{\ell}=\alpha_{\ell}^{\prime} \in \mathcal{F}_{\delta_{\ell}^{\prime}}^{\ell}=\mathcal{F}_{\delta_{\ell}}^{\ell}$ for all $\ell=1, \ldots, t-1$. Furthermore, we have $\alpha_{t} \leq \operatorname{tot} \operatorname{deg}(\alpha) \leq \min \operatorname{deg}(\delta) \leq \delta_{t}$, and therefore $\alpha_{t} \in \mathcal{F}_{\delta_{t}}^{t}$ by induction hypothesis (or by the base case). Thus we have $\alpha_{\ell} \in \mathcal{F}_{\delta_{\ell}}^{\ell}$ for all $\ell=1, \ldots, t$, that is, $\alpha \in \mathcal{F}_{\delta}$. «
(c) For all $\alpha \in \mathbb{N}^{n}$ we have $\alpha \in \mathcal{F}_{\delta}$ with $\delta:=\operatorname{tot} \operatorname{deg}(\alpha) \cdot(1, \ldots, 1)$. This follows immediately from part (b).
(d) The $t$ - - -filtration $\mathcal{F}$ is exhaustive, i.e., we have $\bigcup_{\delta \in \mathbb{N}^{t}} \mathcal{F}_{\delta}=\mathbb{N}^{n}$. This follows immediately from part (c).
(e) Let $\mathcal{F}^{\ell}, \mathcal{G}^{\ell}$ be $\star$-filtrations on $\mathbb{N}^{n_{\ell}-n_{\ell-1}}$ such that $\mathcal{F}_{d}^{\ell} \subseteq \mathcal{G}_{d}^{\ell}$ for all $\ell=1, \ldots, t$ and $d \in \mathbb{N}$. Then we have $\left(\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}\right)_{\delta} \subseteq\left(\mathcal{G}^{1} \times \cdots \times \mathcal{G}^{t}\right)_{\delta}$ for all $\delta \in \mathbb{N}^{t}$. This follows immediately from the definition.
(f) If $\mathcal{F}_{d}^{\ell}$ is a lower $\operatorname{set}^{8}$ in $\left(\mathbb{N}^{n_{\ell}-n_{\ell-1}}, \leq_{\mathrm{p}}\right)$ for all $d \in \mathbb{N}$, then $\mathcal{F}_{\delta}$ is a lower set in $\left(\mathbb{N}^{n}, \leq_{\mathrm{p}}\right)$ for all $\delta \in \mathbb{N}^{t}$. This follows immediately from the definition.
(g) For a norm $\left\|\|: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\geq 0}\right.$, with $\| \mathrm{u}_{j} \| \leq 1, j=1, \ldots, n$, let

$$
\begin{aligned}
\mathcal{F}^{\| \| \|}: & \mathbb{N} \longrightarrow \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right), \\
& d \longmapsto \mathbb{N}^{n} \cap \widetilde{\mathrm{~B}}_{d}^{\| \| \|}(0)=\left\{\alpha \in \mathbb{N}^{n} \mid\|\alpha\| \leq d\right\} .
\end{aligned}
$$

Then $\mathcal{F}^{\| \|}$is a $1-\star$-filtration on $\mathbb{N}^{n}$, called $\|\|-\lambda$-filtration or $\star$-filtration induced by $\|\|\|$. Note that $\mathcal{F}_{d}^{\| \| \|}$is finite by equivalency of norms on $\mathbb{R}^{n}$, the remaining properties being trivial to check.

Definition: (a) Let $\left\|\|_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\geq 0}\right.$ be the 1 -norm on $\mathbb{R}^{n}$ and let

$$
\mathcal{T}:=\mathcal{T}^{n}:=\mathcal{F}^{\| \|_{1}} .
$$

[^7]The $\star$-filtration $\mathcal{T}^{n}$ on $\mathbb{N}^{n}$ is called total degree $\star$-filtration or $\star$-filtration induced by total degree on $\mathbb{N}^{n}$. By definition we have

$$
\mathcal{T}_{d}^{n}=\left\{\alpha \in \mathbb{N}^{n} \mid \operatorname{tot} \operatorname{deg}(\alpha) \leq d\right\}
$$

for all $d \in \mathbb{N}$.
(b) Let $\left\|\|_{\infty}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\geq 0}\right.$ be the $\infty$-norm on $\mathbb{R}^{n}$ and let

$$
\mathcal{M}:=\mathcal{M}^{n}:=\mathcal{F}\| \| \|_{\infty} .
$$

The $\star$-filtration $\mathcal{M}^{n}$ on $\mathbb{N}^{n}$ is called maximal degree $\star$-filtration or $\star$-filtration induced by maximal degree on $\mathbb{N}^{n}$. By definition we have

$$
\mathcal{M}_{d}^{n}=\left\{\alpha \in \mathbb{N}^{n} \mid \max \operatorname{deg}(\alpha) \leq d\right\}
$$

for all $d \in \mathbb{N}$.
Remark 2.11: (a) The exponent in $\mathcal{T}^{n}$ and $\mathcal{M}^{n}$ should not be confused with the notations $\prod_{\ell=1}^{n} \mathcal{T}^{1}$ or $\prod_{\ell=1}^{n} \mathcal{M}^{1}$. The former are $1-\star$-filtrations on $\mathbb{N}^{n}$, whereas the latter are $n$ - - -filtration on $\mathbb{N}^{n}=\mathbb{N}^{1 \cdot n}$.
For illustration, we have $\left(\mathcal{T}^{1} \times \mathcal{T}^{2}\right)_{\delta}=\left\{\alpha \in \mathbb{N}^{3} \mid \alpha_{1} \leq \delta_{1}\right.$ and $\left.\alpha_{2}+\alpha_{3} \leq \delta_{2}\right\}$ for $\delta \in \mathbb{N}^{2}$.
(b) The total degree $\star$-filtration on $\mathbb{N}^{n}$ is the least among all $\star$-filtrations on $\mathbb{N}^{n}$, that is, if $\mathcal{F}$ is an arbitrary $\star$-filtration on $\mathbb{N}^{n}$, then $\mathcal{T}_{d}^{n} \subseteq \mathcal{F}_{d}$ for all $d \in \mathbb{N}$. This is an immediate consequence of Remark 2.10 (b).
(c) The $t$ - - -filtration $\mathcal{T}^{n_{1}-n_{0}} \times \cdots \times \mathcal{T}^{n_{t}-n_{t-1}}$ w.r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$ is the least among all $t$ - - -filtrations $\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ w.r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$. This follows immediately from Remark 2.10 (e) and part (b).
(d) In view of part (c), one may note that there is no largest, and not even a maximal, $t$ - - -filtration. Indeed, if $\mathcal{F}$ is any $t$ - - -filtration w.r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$, then $\mathcal{G}: \mathbb{N}^{t} \rightarrow \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right), \delta \mapsto \mathcal{F}_{2 \delta}$, clearly is a $t$ - - -filtration w. r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$ with $\mathcal{F}_{\delta} \varsubsetneqq \mathcal{G}_{\delta}$ for all $\delta \in \mathbb{N}^{t} \backslash\{0\}$.
(e) Note that we do not require the sets $\mathcal{F}_{\delta}$ of a $t$ - $\star$-filtration $\mathcal{F}$ on $\mathbb{N}^{n}$ to be lower sets in $\left(\mathbb{N}^{n}, \leq_{p}\right)$, and indeed this does not have to be the case. For example, let $\mathcal{F}_{0}:=\{0\}, \mathcal{F}_{1}:=\mathcal{T}_{1}^{n} \cup\left\{3 \mathrm{u}_{1}\right\}$, and $\mathcal{F}_{d}:=\mathcal{F}_{d-1}+\mathcal{F}_{1}$ for $d \geq 2$. Clearly, $\mathcal{F}$ is a $\star-$ filtration on $\mathbb{N}^{n}$.
We claim that for all $d \geq 1,3 d \mathrm{u}_{1} \in \mathcal{F}_{d}$ and $(3 d-1) \mathrm{u}_{1} \notin \mathcal{F}_{d}$. In particular, since $(3 d-1) \mathrm{u}_{1} \leq_{\mathrm{p}} 3 d \mathrm{u}_{1}$, if $d \geq 1$ then $\mathcal{F}_{d}$ is not a lower set in $\left(\mathbb{N}^{n}, \leq_{\mathrm{p}}\right)$.
We split the proof into two parts.
(1) We claim that $3 d=\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d}\right\}$. Clearly, this holds for $d=1$ and since $\mathcal{F}_{1}=\mathcal{F}_{0}+\mathcal{F}_{1}$, this can be taken as base case for an inductive argument.

Let $d \geq 2$ and inductively assume that $3(d-1)=\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d-1}\right\}$. Since $\mathcal{F}_{d}=\mathcal{F}_{d-1}+\mathcal{F}_{1}$, clearly $3 d=3(d-1)+3=\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d-1}\right\}+$ $\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{1}\right\}=\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d}\right\}$.
(2) We prove the main assertion. Note that $3 \mathrm{u}_{1} \in \mathcal{F}_{1}=\mathcal{T}_{1}^{n} \cup\left\{3 \mathrm{u}_{1}\right\}$ and $2 \mathrm{u}_{1} \notin \mathcal{F}_{1}$. Since $\mathcal{F}_{1}=\mathcal{F}_{0}+\mathcal{F}_{1}$, this can be taken as base case for an inductive argument. Let $d \geq 2$ and inductively assume that $3(d-1) \mathrm{u}_{1} \in \mathcal{F}_{d-1}$ and $(3(d-1)-1) \mathrm{u}_{1} \notin$ $\mathcal{F}_{d-1}$. Then we have $3 d \mathrm{u}_{1}=3(d-1) \mathrm{u}_{1}+3 \mathrm{u}_{1} \in \mathcal{F}_{d-1}+\mathcal{F}_{1}=\mathcal{F}_{d}$. Assume that $(3 d-1) \mathrm{u}_{1} \in \mathcal{F}_{d}$. Since $\mathcal{F}_{d}=\mathcal{F}_{d-1}+\mathcal{F}_{1}$, there are $\alpha \in \mathcal{F}_{d-1}$ and $\beta \in \mathcal{F}_{1}$ with $(3 d-1) \mathrm{u}_{1}=\alpha+\beta$. Clearly, $\beta \in\left\{0, \mathrm{u}_{1}, 3 \mathrm{u}_{1}\right\}$. If $\beta=0$, then $(3 d-1) \mathrm{u}_{1}=\alpha \in \mathcal{F}_{d-1}$. This is a contradiction to part (1), since $\left((3 d-1) \mathrm{u}_{1}\right)_{1}=3 d-1>3 d-3=3(d-1)=\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d-1}\right\}$. Thus, $\beta \in$ $\left\{\mathrm{u}_{1}, 3 \mathrm{u}_{1}\right\}$. If $\beta=\mathrm{u}_{1}$, then $(3 d-2) \mathrm{u}_{1}=(3 d-1) \mathrm{u}_{1}-\beta=\alpha \in \mathcal{F}_{d-1}$, and similarly to the previous case we arrive at $\left((3 d-2) \mathrm{u}_{1}\right)_{1}=3 d-2>3 d-3=3(d-1)=$ $\max \left\{\alpha_{1} \mid \alpha \in \mathcal{F}_{d-1}\right\}$, contradicting part (1). Thus we have $\beta=3 \mathrm{u}_{1}$, which implies $(3(d-1)-1) \mathrm{u}_{1}=3 d \mathrm{u}_{1}-3 \mathrm{u}_{1}-\mathrm{u}_{1}=(3 d-1) \mathrm{u}_{1}-\beta=\alpha \in \mathcal{F}_{d-1}$, a contradiction to the induction hypothesis. Therefore, $(3 d-1) \mathrm{u}_{1} \notin \mathcal{F}_{d}$.

Since we will often work with $t-\star$-filtrations, we introduce some convenient abbreviations in the following definition.

Definition: Let $\mathcal{F}$ be a $t$ - $\star$-filtration on $\mathbb{N}^{n}$. For $\delta \in \mathbb{N}^{t}$ we have

$$
\mathrm{x}^{\mathcal{F}_{\delta}}=\left\{\prod_{\ell=1}^{t}\left(\mathrm{x}_{n_{\ell-1}+1}, \ldots, \mathrm{x}_{n_{\ell}}\right)^{\alpha_{\ell}} \mid \alpha \in \mathcal{F}_{\delta}\right\} \subseteq \operatorname{Mon}^{n}
$$

and let

$$
S_{\delta}:=S_{\mathcal{F}_{\delta}}=\left\langle\mathrm{x}^{\mathcal{F}_{\delta}}\right\rangle_{A} \leq S
$$

For $M \subseteq A^{n}$ let

$$
\operatorname{ev}_{\delta}^{M}:=\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}=\operatorname{ev}^{M} \upharpoonright S_{\mathcal{F}_{\delta}}: S_{\mathcal{F}_{\delta}} \rightarrow A^{M}
$$

be the restriction of $\mathrm{ev}^{M}$ to the free $A$-submodule $S_{\delta}$ of $S$,

$$
\mathrm{I}_{\delta}(M):=\mathrm{I}_{\mathcal{F}_{\delta}}(M)=\operatorname{ker}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)
$$

and

$$
\mathrm{V}_{\delta}^{M}:=\mathrm{V}_{\mathcal{F}_{\delta}}^{M}=\left(b^{\alpha}\right)_{\substack{b \in M \\ \alpha \in \mathcal{F}_{\delta}}} \in A^{M \times \mathcal{F}_{\delta}}
$$

Finally, for $f \in \operatorname{Exp}^{n}(A)$ let

$$
\mathrm{H}_{\delta}(f):=\mathrm{H}_{\mathcal{F}_{\delta}}(f)=(f(\alpha+\beta))_{\substack{\alpha \in \mathcal{F}_{\delta} \\ \beta \in \mathcal{F}_{\delta}}} \in A^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}}
$$

The following Lemma 2.12 is well-known for the total degree $\star$-filtration, cf. e. g. Cox-Little-O'Shea [22, Chapter 5, §3, Proposition 7] for a proof of the only non-trivial implication, which amounts to the base case for our induction.

Lemma 2.12 (Polynomial interpolation): Let $A$ be any ring with unit element $1 \neq 0$ and let $\mathcal{F}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ be a $t-\star$-filtration w.r.t. $\left(n_{0}, \ldots, n_{t}\right)$ on $\mathbb{N}^{n}$. Then the following are equivalent.
(i) $A$ is a field.
(ii) For all $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$, if $\delta \in \mathbb{N}^{t}$ and $\min \operatorname{deg}(\delta) \geq|M|-1$ then $\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}: S_{\mathcal{F}_{\delta}} \rightarrow A^{M}$ is surjective.
(iii) For all $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$ there is a $\delta \in \mathbb{N}^{t}$ such that $\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}: S_{\mathcal{F}_{\delta}} \rightarrow A^{M}$ is surjective.
(iv) For all $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right), \mathrm{ev}^{M}: S \rightarrow A^{M}$ is surjective.
(v) For all $b \in A \backslash\{0\}$, $\operatorname{ev}^{\{0,(b, \ldots, b)\}}: S \rightarrow A^{2}$ is surjective.

Proof: (i) $\Rightarrow$ (ii): We do induction on $t$. Let $t=1$. By Remark 2.11 (b) it is sufficient to prove this for $\mathcal{F}$ being the total degree $\star$-filtration $\mathcal{T}=\mathcal{T}^{n}$ on $\mathbb{N}^{n}$. Furthermore, it is sufficient to show that for every $b \in M$ there is a $p \in S_{\mathcal{T}_{|M|-1}}$, such that $\mathrm{f}_{p} \upharpoonright M=$ $\operatorname{ev}_{\mathcal{T}_{|M|-1}}^{M}(p)=\mathrm{u}_{b}$, i. e., such that $p(c)=\delta_{b c}$ for all $c \in M$. Let $b \in M$. Then for every $c \in M \backslash\{b\}$ there is a $j_{c} \in\{1, \ldots, n\}$ with $b_{j_{c}} \neq c_{j_{c}}$. By hypothesis we have that $b_{j_{c}}-c_{j_{c}} \in A \backslash\{0\}$ is a unit in the field $A$. Thus, for $c \in M \backslash\{b\}$ we have

$$
q_{c}:=\frac{1}{b_{j_{c}}-c_{j_{c}}} \cdot\left(\mathrm{x}_{j_{c}}-c_{j_{c}}\right) \in S
$$

Clearly we have tot $\operatorname{deg}\left(q_{c}\right)=1, q_{c}(b)=1$, and $q_{c}(c)=0$ for all $c \in M \backslash\{b\}$. Thus the product

$$
p:=\prod_{c \in M \backslash\{b\}} q_{c} \in S_{\mathcal{T}_{|M|-1}}
$$

fulfills $p(c)=\delta_{b c}$ for all $c \in M$. This concludes the (standard) proof of the base case.
Now let $t \geq 2$. By Remark 2.11 (c) we may assume that $\mathcal{F}^{\ell}=\mathcal{T}^{n_{\ell}-n_{\ell-1}}$ is the total degree $\star$-filtration on $\mathbb{N}^{n_{\ell}-n_{\ell-1}}$. Let $b \in M$ and let $\mathcal{F}^{\prime}:=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t-1}$, $k:=n_{t-1}$, and $M^{\prime}:=\left\{\left(c_{1}, \ldots, c_{k}\right) \mid c \in M\right\} \in \mathcal{P}_{\mathrm{f}}\left(A^{k}\right)$. Clearly $\mathcal{F}^{\prime}$ is a $(t-1)$-ᄎ-filtration w.r.t. $\left(n_{0}, \ldots, n_{t-1}\right)$ on $\mathbb{N}^{k}$. Let $\delta^{\prime}:=\left(\delta_{1}, \ldots, \delta_{t-1}\right) \in \mathbb{N}^{t-1}$. Since min $\operatorname{deg}\left(\delta^{\prime}\right) \geq$ $\min \operatorname{deg}(\delta) \geq|M|-1 \geq\left|M^{\prime}\right|-1$, we have by induction hypothesis that $\operatorname{ev}_{\mathcal{F}_{\delta^{\prime}}^{\prime}}^{M^{\prime}}$ is surjective. Therefore there is a $p \in S_{\mathcal{F}_{\delta^{\prime}}^{\prime}}$ with $\operatorname{ev}_{\mathcal{F}_{\delta^{\prime}}^{\prime}}^{M}(p)=\left(b_{1}, \ldots, b_{k}\right)$. Let $M_{t}:=$ $\left\{\left(c_{k+1}, \ldots, c_{n}\right) \mid c \in M\right\}$. Since $\delta_{t} \geq \min \operatorname{deg}(\delta) \geq|M|-1 \geq\left|M_{t}\right|-1$, we have by induction hypothesis (or by the base case) that $\operatorname{ev}_{\mathcal{F}_{\delta_{t}}^{t}}^{M_{t}}$ is surjective. Thus there is a $q \in S_{\mathcal{F}_{\delta_{t}}^{t}}$ with $\operatorname{ev}_{\mathcal{F}_{\delta_{t}}^{t}}^{M_{t}}(q)=\left(b_{k+1}, \ldots, b_{n}\right)$. Since we have $S_{\mathcal{F}_{\delta^{\prime}}^{\prime} \cap} \cap S_{\mathcal{F}_{\delta_{t}}^{t}}=\{0\}$ and $M^{\prime} \cap M_{t}=\emptyset$, clearly $p+q \in S_{\mathcal{F}_{\delta}}$ and $\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}(p+q)=\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}(p)+\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}(q)=\operatorname{ev}_{\mathcal{F}_{\delta^{\prime}}^{\prime}}^{M}(p)+\operatorname{ev}_{\mathcal{F}_{\delta_{t}}^{t}}^{M}(q)=$ $\operatorname{ev}_{\mathcal{F}_{\delta^{\prime}}^{\prime}}^{M} M^{\prime}(p)+\operatorname{ev}_{\mathcal{F}_{\delta_{t}}^{t}}^{M_{t}}(q)=\left(b_{1}, \ldots, b_{k}\right)+\left(b_{k+1}, \ldots, b_{n}\right)=b$.
(ii) $\Rightarrow$ (iii): Take $\delta:=|M| \cdot(1, \ldots, 1)$.
(iii) $\Rightarrow$ (iv): There is nothing to show here.
$(\mathrm{iv}) \Rightarrow(\mathrm{v})$ : There is nothing to show here.
$(\mathrm{v}) \Rightarrow(\mathrm{i})$ : Let $b \in A \backslash\{0\}$. By hypothesis there is a $p \in S$ with $p(0)=0$ and $p(b, \ldots, b)=1$. Since $p_{0}=p(0)=0$, we have $0 \notin \operatorname{supp}(p)$, i. e., $p=\sum_{\alpha \in \mathbb{N}^{n} \backslash\{0\}} p_{\alpha} \mathrm{x}^{\alpha}$, thus $1=p(b, \ldots, b)=\sum_{\alpha \in \mathbb{N}^{n} \backslash\{0\}} p_{\alpha} b^{\alpha_{1}} \cdots b^{\alpha_{n}} \in\langle b\rangle_{A}$, hence $b \in \mathrm{U}(A)$.
q.e.d.

For the case of $A=K$ we get the following corollary.
Corollary 2.13: Let $\mathcal{F}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ be a $t$ - $\star$-filtration on $\mathbb{N}^{n}$, and let $f=$ $\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(K)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$ and $\left(f_{b}\right)_{b \in M} \in K^{M}$. Let $\delta \in \mathbb{N}^{t}$ with $\min \operatorname{deg}(\delta) \geq|M|-1$. Then

$$
\operatorname{ker}_{K}\left(\mathrm{~V}_{\mathcal{F}_{\delta}}^{M}\right)=\operatorname{ker}_{K}\left(\mathrm{H}_{\mathcal{F}_{\delta}}(f)\right) .
$$

Proof: This follows immediately from Lemma 2.7 (b) and Lemma 2.12. q.e.d.
The following Lemma 2.14 provides a tool to prove the surjectivity of $\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}$ for a given $\delta$. This criterion will be applied in the proof of Theorem 2.15.

Lemma 2.14: Let $\mathcal{F}$ be a $t$ - - -filtration on $\mathbb{N}^{n}, M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$, and $\delta \in \mathbb{N}^{t}$ be arbitrary. If $\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)=\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta+u_{j}^{t}}^{t}}^{M}\right)$ for all $j=1, \ldots, t$ then $\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\varepsilon}}^{M}\right)=\operatorname{im}\left(\operatorname{ev}^{M}\right)$ for all $\varepsilon \in \mathbb{N}^{t}$ with $\varepsilon \geq_{\mathrm{p}} \delta$.

Proof: Clearly, $\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right) \subseteq \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\varepsilon}}^{M}\right) \subseteq \operatorname{im}\left(\mathrm{ev}^{M}\right)$ holds. Since $S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]=$ $\left\langle\mathrm{x}^{\alpha} \mid \alpha \in \mathbb{N}^{n}\right\rangle_{A}$, we have $\operatorname{im}\left(\mathrm{ev}^{M}\right)=\left\langle\left(b^{\alpha}\right)_{b \in M} \mid \alpha \in \mathbb{N}^{n}\right\rangle_{A}$. We show $\left(b^{\alpha}\right)_{b \in M} \in \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)$ for all $\alpha \in \mathbb{N}^{n}$ by induction on $\operatorname{tot} \operatorname{deg}(\alpha)$. Let $\alpha \in \mathbb{N}^{n}$. For $\operatorname{tot} \operatorname{deg}(\alpha)=0$ we have $\alpha=0$ and $\left(b^{\alpha}\right)_{b \in M}=(1)_{b \in M}=\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}(1) \in \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)$, since $1=\mathrm{x}^{0} \in \mathrm{x}^{\mathcal{F}_{0}} \subseteq \mathrm{x}^{\mathcal{F}_{\delta}}$. Let tot $\operatorname{deg}(\alpha) \geq 1$ and assume inductively that $\left(b^{\beta}\right)_{b \in M} \in \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)$ for all $\beta \in \mathbb{N}^{n}$ with $\operatorname{tot} \operatorname{deg}(\beta)=\operatorname{tot} \operatorname{deg}(\alpha)-1$. Without loss of generality let $\alpha_{1} \geq 1$. Then we have $\beta:=\alpha-u_{1}^{n} \in \mathbb{N}^{n}$. Since $\operatorname{tot} \operatorname{deg}(\beta)=\operatorname{tot} \operatorname{deg}(\alpha)-1$, by induction hypothesis we have $\left(b^{\beta}\right)_{b \in M} \in \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)$, hence there is a $p \in S_{\mathcal{F}_{\delta}}$ with $p(b)=b^{\beta}$ for all $b \in M$. Let $q:=\mathrm{x}_{1} \cdot p \in S$. Then $q(b)=b^{\mathbf{u}_{1}^{n}} b^{\beta}=b^{\alpha}$ for all $b \in M$. Since $\mathcal{F}$ is a $t$ - $\star$-filtration, we have $q \in S_{\mathcal{F}_{\delta+u_{\ell}^{t}}}$ for some $\ell \in\{1, \ldots, t\}$. Thus we have $\left(b^{\alpha}\right)_{b \in M} \in \operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta+u_{\ell}^{t}}}^{M}\right)=$ $\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)$.
q.e.d.

The following Theorem 2.15 is crucial for our generalization of Prony's method. Since we apply Lemma 2.12 in the proof, we have to switch to the field case.

Theorem 2.15: Let $\mathcal{F}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ be a $t-\star$-filtration on $\mathbb{N}^{n}$ and let $M \in \mathcal{P}_{\mathfrak{f}}\left(K^{n}\right)$. If $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ is such that $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}}^{M}: S_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}} \rightarrow K^{M}$ is surjective for all $\ell=1, \ldots$, , then

$$
\mathrm{Z}\left(\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right)=M .
$$

Proof: The inclusion " $\supseteq$ " is clear. To prove the reverse inclusion, let $b \in \mathrm{Z}\left(\mathrm{I}_{\delta}(M)\right)$ and $N:=M \cup\{b\}$. We show that $M=N$. We claim that $\mathrm{I}_{\varepsilon}(N)=\mathrm{I}_{\varepsilon}(M)$ for all $\varepsilon \leq_{\mathrm{p}} \delta$. The inclusion " $\subseteq$ " is clear, since $M \subseteq N$. Let $p \in \mathrm{I}_{\varepsilon}(M)$. Since $\varepsilon \leq_{\mathrm{p}} \delta, p \in \mathrm{I}_{\delta}(M)$, so $p(b)=0$, and the claim is proven. By the rank-nullity theorem, $\operatorname{rank}\left(\operatorname{ev}_{\varepsilon}^{N}\right)=\operatorname{rank}\left(\operatorname{ev}_{\varepsilon}^{M}\right)$
for all $\varepsilon \leq_{\mathrm{p}} \delta$. Therefore $\operatorname{rank}\left(\operatorname{ev}_{\delta-\mathrm{u}_{\ell}^{t}}^{N}\right)=\operatorname{rank}\left(\operatorname{ev}_{\delta-\mathrm{u}_{\ell}^{t}}^{M}\right)=|M|=\operatorname{rank}\left(\operatorname{ev}_{\delta}^{M}\right)=\operatorname{rank}\left(\operatorname{ev}_{\delta}^{N}\right)$, where we use the premise that $\operatorname{ev}_{\delta-\mathrm{u}_{\ell}^{t}}^{M}$ is surjective. By Lemma 2.14 we have $\operatorname{rank}\left(\operatorname{ev}_{\varepsilon}^{N}\right)=$ $|M|$ for all $\varepsilon \geq \delta-\mathrm{u}_{\ell}^{t}$. By Lemma $2.12^{9}$ we have $|N|=\operatorname{rank}\left(\operatorname{ev}_{|N| \cdot(1, \ldots, 1)}^{N}\right) \leq|M|$, and thus $M=N$, i. e., $b \in M$. q.e.d.

Remark 2.16: If $A=K$ is a field, $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$, and $\mathcal{F}=\mathcal{F}^{1} \times \cdots \times \mathcal{F}^{t}$ is a $t$ - -filtration on $\mathbb{N}^{n}$, then $\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)=\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}_{\delta+u_{\ell}^{t}}}^{M}\right)$ for all $\ell=1, \ldots, t$ implies that $\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}: S_{\mathcal{F}_{\delta}} \rightarrow K^{M}$ is surjective. This is an immediate consequence of Lemma 2.14 and Lemma 2.12. Note further that the condition "im $\left(\operatorname{ev}_{\mathcal{F}_{\delta}}^{M}\right)=\operatorname{im}\left(\operatorname{ev}_{\mathcal{F}}^{\mathcal{F}_{\delta+u^{t}}}{ }_{\ell}\right)$ " might be checked computationally by comparing the ranks of the matrices $\mathrm{V}_{\mathcal{F}} \mathcal{F}_{\delta}$ and $\mathrm{V}_{\mathcal{F}} \mathcal{F}_{\delta+\mathrm{u}_{\ell}^{t}}$.

Example 2.17: Let $A=K$ be a field and let $\mathcal{F}$ be a $\star$-filtration on $\mathbb{N}^{n}$. For an exponential sum $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(K)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$ and $\left(f_{b}\right)_{b \in M} \in K^{M}$,

$$
\operatorname{rank}\left(\mathrm{H}_{d}(f)\right)=\operatorname{rank}\left(\mathrm{H}_{d+1}(f)\right)
$$

does not imply

$$
\operatorname{im}\left(\mathrm{ev}_{d}^{M}\right)=\operatorname{im}\left(\mathrm{ev}_{d+1}^{M}\right)
$$

i. e., the surjectivity of $\mathrm{ev}_{d}^{M}: S_{d} \rightarrow K^{M}$. An abstract reason for this is clear: This would yield an algorithm to construct a finite subset $F \subseteq \mathbb{N}^{n}$ such that $f \upharpoonright F$ determined $f$, contradicting footnote 2 on page 17 .

An explicit counterexample is given in Sauer [67, Remark 3]. We give another counterexample that is based on the technique in the cited footnote. Let $K$ be a field and $p \in \mathbb{Z}$ be any prime number with $\operatorname{char}(K) \neq p$ and such that the image of $p$ in $K$ is not a root of unity (e.g. $K=\mathbb{Q}, p=2$ ), and for $k \in \mathbb{N}$ let

$$
\begin{aligned}
& f_{k}: \mathbb{N} \longrightarrow K \\
& \alpha \longmapsto\left(1 / \exp _{p}(k)\right) \cdot \exp _{p}(\alpha)-\exp _{1}(\alpha)
\end{aligned}
$$

Then $f_{k} \in \operatorname{Exp}^{1}(K), f_{k}(k)=1-1=0$, and $f_{k}(\alpha)=p^{\alpha-k}-1 \neq 0$ for $\alpha \in \mathbb{N} \backslash\{k\}$. Let $e \in \mathbb{N}$ be arbitrary. Then the product

$$
f_{(e)}:=\prod_{k=0}^{2 e} f_{k} \in \operatorname{Exp}^{1}(K)
$$

(cf. Example $2.4(\mathrm{a})$ ) fulfills $f_{(e)}(\alpha)=0$ for $\alpha=0, \ldots, 2 e$ and $f_{(e)}(2 e+1) \neq 0$. Therefore

$$
\mathrm{H}_{\mathcal{T}_{d}^{1}}\left(f_{(e)}\right)=\left(f_{(e)}(\alpha+\beta)\right)_{\substack{\alpha=0, \ldots, d \\ \beta=0, \ldots, d}}=0
$$

for all $d \leq e$. Clearly $\operatorname{rank}\left(f_{(e)}\right) \geq 2$, so $\operatorname{ev}_{0}^{M}$ cannot be surjective for $M \in \mathcal{P}_{\mathrm{f}}(K)$ with $f_{(e)}=\sum_{b \in M} f_{b} \exp _{b}$.

[^8]Remark 2.18: Under the hypothesis of Theorem 2.15 we have in particular

$$
\left\langle\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right\rangle_{S} \subseteq \operatorname{rad}\left(\left\langle\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right\rangle_{S}\right) \subseteq \mathrm{I}\left(\mathrm{Z}\left(\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right)\right)=\mathrm{I}(M) .
$$

If $K$ is algebraically closed, then by Hilbert's Nullstellensatz the second inclusion is actually an equality, that is

$$
\operatorname{rad}\left(\left\langle\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right\rangle_{S}\right)=\mathrm{I}(M) .
$$

Questions that arise here are in particular:
$\left(\mathrm{Q}_{1}\right)$ What can be said in the case of non-algebraically closed fields $K$ ?
( $\mathrm{Q}_{2}$ ) Is $\mathrm{I}(M)$ generated by $\mathrm{I}_{\mathcal{F}_{\delta}}(M)$, i.e., is $\left\langle\mathrm{I}_{\mathcal{F}_{\boldsymbol{\delta}}}(M)\right\rangle_{S}$ a radical ideal in $S$ ?
$\left(\mathrm{Q}_{3}\right)$ Which ideal-theoretic properties does $\left\langle\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right\rangle_{S}$ have in general?
For the total degree $\star$-filtration $\mathcal{F}=\mathcal{T}^{n}$ on $\mathbb{N}^{n}$, questions $\left(\mathrm{Q}_{1}\right)$ and $\left(\mathrm{Q}_{2}\right)$ are answered in Theorem 2.48, showing that (under the above surjectivity condition on $\operatorname{ev}_{\mathcal{T}_{d-1}^{n}}^{M}$ ) over an arbitrary field $K,\left\langle\mathrm{I}_{\mathcal{T}_{d}^{n}}(M)\right\rangle_{S}=\mathrm{I}(M)$.

The following Corollary 2.19 constitutes a generalization of Prony's method.
Corollary 2.19 (Prony's method for $\left.\operatorname{Exp}^{n}(K)\right)$ : Let $K$ be a field and let $\mathcal{F}$ be a $t-\star$ filtration on $\mathbb{N}^{n}$. Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(K)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$ and $f_{b} \in K \backslash\{0\}$, and let $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ be such that $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}^{M}}^{M}: S_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}} \rightarrow K^{M}$ is surjective for all $\ell=1, \ldots$, , Then we have

$$
\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)=M .
$$

Proof: Since $\operatorname{ev}_{\delta-\mathrm{u}_{\ell}^{t}}^{M}: S_{\delta-\mathrm{u}_{\ell}^{t}} \rightarrow K^{M}$ is surjective, also $\mathrm{ev}_{\delta}^{M}: S_{\delta} \rightarrow K^{M}$ is surjective. Therefore we have $\operatorname{ker}_{K}\left(\mathrm{H}_{\delta}(f)\right)=\operatorname{ker}_{K}\left(\mathrm{~V}_{\delta}^{M}\right)$ by Lemma 2.7 (b). Thus, by Theorem 2.15, we arrive at $\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{H}_{\delta}(f)\right)=\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{~V}_{\delta}^{M}\right)=\mathrm{Z}\left(\mathrm{I}_{\delta}(M)\right)=M$. q.e.d.

Under the hypothesis of Corollary 2.19 it cannot be concluded that $\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{H}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}}(f)\right)=$ $M$, even for $1-\star$-filtrations $\mathcal{F}$, cf. Example 2.27 (b) (1) and Example 2.27 (d).

Corollary 2.20 (Trivial degree bound for Prony's method): Let $K$ be a field and let $\mathcal{F}$ be a $t-\star$-filtration on $\mathbb{N}^{n}$. Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(K)$ with $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$ and $\operatorname{rank}(f)=|M|$, and let $\delta:=\operatorname{rank}(f) \cdot(1, \ldots, 1) \in \mathbb{N}^{t}$. Then

$$
\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)=M .
$$

Proof: If $\operatorname{rank}(f)=0$ then $f=0$ and we have $\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{\delta}(f)\right)=\mathrm{Z}(1)=\emptyset=M$. If $\operatorname{rank}(f) \neq 0$ then $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}^{M}}^{M}: S_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}} \rightarrow K^{M}$ is surjective by Lemma 2.12, so the assertion follows from Corollary 2.19.
q.e.d.

Remark 2.21: If $B \subseteq A^{n}$ is finite and $f \in \operatorname{Exp}_{B}^{n}(A)$, then $\operatorname{rank}(f) \leq|B|$ (by Remark $2.2(\mathrm{~b}))$. In particular, if $A$ is a finite field and $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(K)$, then with $\delta:=\left|K^{n}\right| \cdot(1, \ldots, 1)=|K|^{n} \cdot(1, \ldots, 1)$, we have $\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)=M$ by Corollary 2.20 .

Corollary 2.22: Let $B \subseteq A^{n}$ be arbitrary. Then the set $\left\{\exp _{b} \mid b \in B\right\}$ is a $K$ vector space basis of $\operatorname{Exp}_{B}^{n}(A)$. In particular, we have

$$
\operatorname{dim}_{K}\left(\operatorname{Exp}_{B}^{n}(A)\right)=|B| .
$$

Proof: Let $M \in \mathcal{P}_{\mathfrak{f}}(B)$. We have to show that the set $\left\{\exp _{b} \mid b \in M\right\}$ is $K$-linearly independent. Let $\left(f_{b}\right)_{b \in M} \in K^{M}$ be such that $f:=\sum_{b \in M} f_{b} \exp _{b}=0$ and let $M_{0}:=$ $\left\{b \in M \mid f_{b} \neq 0\right\}$. Let $Q:=\operatorname{Quot}(A)$ and $d:=\left|M_{0}\right|$. Then Corollary 2.20 implies that $M_{0}=\mathrm{Z}\left(\operatorname{ker}_{Q} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right)=\mathrm{Z}\left(\operatorname{ker}_{Q} 0\right)=\mathrm{Z}(1)=\emptyset$. Hence, $f_{b}=0$ for all $b \in M$. q.e.d.

Corollary 2.22 allows us to introduce the following definition.
Definition: Let $f \in \operatorname{Exp}^{n}(A)$.
(a) By Corollary 2.22 there is a unique $M \in \mathcal{P}_{\mathfrak{f}}\left(A^{n}\right)$ with $f=\sum_{b \in M} \lambda_{b} \exp _{b}$ for some $\lambda \in(K \backslash\{0\})^{M}$. We call $M$ the support of $f$, denoted by

$$
\operatorname{supp}(f) .
$$

(b) The vector of non-zero coefficients of $f$ w.r. t. the basis $\left\{\exp _{b} \mid b \in A^{n}\right\}$ of $\operatorname{Exp}^{n}(A)$ is denoted by

$$
\operatorname{coeff}(f) \in K^{\operatorname{supp}(f)}
$$

and called the coefficient vector of $f$.
We show by standard arguments that $\operatorname{supp}(f)$ (and thus also $\operatorname{rank}(f)$ and coeff $(f)$ ) is independent of $B \subseteq A^{n}$ with $f \in \operatorname{Exp}_{B}^{n}(A)$ in the following remark.

Remark 2.23: (a) Let $B \subseteq A^{n}$ be a subset. If $f \in \operatorname{Exp}_{B}^{n}(A)$, then $\operatorname{supp}(f) \subseteq B$.
Proof: Since $f \in \operatorname{Exp}_{B}^{n}(A)$, there is an $M \in \mathcal{P}_{\mathrm{f}}(B)$ with $f=\sum_{b \in M} \lambda_{b} \exp _{b}$ for some $\lambda \in(K \backslash\{0\})^{M}$. Since $\operatorname{Exp}_{B}^{n}(A) \leq \operatorname{Exp}^{n}(A)$, by definition we have $\operatorname{supp}(f)=M \subseteq B$.
(b) For all $f \in \operatorname{Exp}^{n}(A)$ we have

$$
\operatorname{rank}(f)=|\operatorname{supp}(f)| .
$$

In particular, the rank of $f$ is independent of $B \subseteq A^{n}$ with $f \in \operatorname{Exp}_{B}^{n}(A)$, retroactively justifying the notation.
Proof: " $\leq$ ": By definition we have $f \in \operatorname{Exp}_{\operatorname{supp}(f)}^{n}(A)$. Thus we have $\operatorname{rank}(f) \leq$ $|\operatorname{supp}(f)|$ by definition of $\operatorname{rank}(f)$.
" $\geq$ ": Let $M \subseteq B$ be arbitrary with $f \in \operatorname{Exp}_{M}^{n}(A)$. By part (a), we have $\operatorname{supp}(f) \subseteq$ $M$. Therefore we have $|\operatorname{supp}(f)| \leq \operatorname{rank}(f)$.

Remark 2.24: For an exponential sum $f \in \operatorname{Exp}^{n}(A)$, there is the following way to reconstruct $\operatorname{supp}(f)$ and coeff $(f)$ that is justified by the preceding theory.
(1) Choose a $t$ - $\star$-filtration on $\mathbb{N}^{n}$ and guess a $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ such that the evaluation homomorphism $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}}^{\operatorname{supp}(f)}: S_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}} \rightarrow A^{\text {supp }(f)}$ is surjective. The choice $\delta=$ $\max \{1, \operatorname{rank}(f)\} \cdot(1, \ldots, 1)$ always works.
(2) Compute $f \upharpoonright\left(\mathcal{F}_{\delta}+\mathcal{F}_{\delta}\right)$ and arrange the values into the matrix $\mathrm{H}_{\delta}(f) \in A^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}}$.
(3) Compute a generating set $E$ for $\operatorname{ker}_{A}\left(\mathrm{H}_{\delta}(f)\right)$ (or of $\left.\operatorname{ker}_{Q}\left(\mathrm{H}_{\delta}(f)\right), Q:=\operatorname{Quot}(A)\right)$.
(4) Compute the zero locus $Z$ of $E$ (over $A$ or over $Q$ ).
(5) Compute the unique solution $x$ of the system of linear equations $\left(\mathrm{V}_{\mathcal{F}_{\delta-u_{\ell}^{t}}^{t}}^{\operatorname{supp}(f)}\right)^{\top}$. $x=(f(\alpha))_{\alpha \in \mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}}$. The computation may be performed over any convenient field containing $A$ as a subring, the unique solution $x$ necessarily being in $K^{\operatorname{supp}(f)}$.
(6) Output: $Z=\operatorname{supp}(f)$ and $x=\operatorname{coeff}(f)$.

Needless to say, computation of the zero locus $Z$ is a major problem in itself, even for univariate exponential sums.

A simple algorithmic formulation is given in Algorithm 2.1.

Data: $f \upharpoonright\left(\mathcal{F}_{\delta}+\mathcal{F}_{\delta}\right)$ for $f \in \operatorname{Exp}^{n}(A)$ and $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ with $_{\operatorname{ev}_{\mathcal{F}_{\delta-u^{t}}^{t}}^{\text {supp }(f)}}^{\sin }$ surjective.
Result: $\operatorname{rank}(f), \operatorname{supp}(f)$, and coeff $(f)$.
Compute $Q$-basis $E$ of $\operatorname{ker}\left(\mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)$;
Compute $\operatorname{supp}(f)=\mathrm{Z}(E)$;
Compute $\operatorname{rank}(f)=|\operatorname{supp}(f)|$;
Compute unique solution coeff $(f)$ of $\left(\mathrm{V}_{\mathcal{F}_{\delta-\mathrm{u}_{1}^{t}}^{\mathrm{s}}}^{\mathrm{supp}(f)}\right)^{\top} \cdot \operatorname{coeff}(f)=(f(\alpha))_{\alpha \in \mathcal{F}_{\delta-\mathrm{u}_{1}^{t}}^{t}}$;
Algorithm 2.1: Prony's method for $\operatorname{Exp}^{n}(A)$.
Parts (b) and (c) of the following Remark 2.25 are well-known. They are of interest in this context and we give short proofs based on standard facts for the convenience of the reader.
Remark 2.25: Let $K$ be a field. Then the following holds.
(a) Let $f \in \operatorname{Exp}^{n}(K)$ and $d \in \mathbb{N} \backslash\{0\}$ be such that $\operatorname{ev}_{\mathcal{T}_{d-1}}^{\operatorname{supp}(f)}$ is surjective. Then clearly $\operatorname{rank}(f) \leq|\operatorname{supp}(f)|=\left|\mathcal{T}_{d-1}\right|=\binom{n+d}{d}$.
(b) Let $K$ be algebraically closed, $n \geq 2$, and $p_{1}, \ldots, p_{k} \in S:=K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$. If $\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)$ is finite, then $\operatorname{gcd}\left(p_{1}, \ldots, p_{k}\right)=1$.

Proof: If $\operatorname{gcd}\left(p_{1}, \ldots, p_{k}\right) \neq 1$, then there is a $p \in S \backslash K$ such that $p \mid p_{1}, \ldots, p_{k}$. Since $K$ is algebraically closed and $n \geq 2$, we have $|\mathrm{Z}(p)|=\infty$, and since $\mathrm{Z}(p) \subseteq$ $\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)$, we have $\left|\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)\right|=\infty$.
(c) Let $p_{1}, \ldots, p_{k} \in S:=K[\mathrm{x}, \mathrm{y}]$. If $\operatorname{gcd}\left(p_{1}, \ldots, p_{k}\right)=1$, then $\mathrm{Z}\left(p_{1}, \ldots, p_{k}\right)$ is finite.

Proof: Let $I:=\left\langle p_{1}, \ldots, p_{k}\right\rangle_{S}$. We denote the Krull dimension of a ring $R$ by $\operatorname{Krull} \operatorname{dim}(R)$. We show that $\operatorname{dim}(\mathrm{Z}(I))=\operatorname{Krull} \operatorname{dim}(S / I)=0$. By Krull's principal ideal theorem we have $\operatorname{Krull} \operatorname{dim}(S)=2$. Since Krull $\operatorname{dim}(S / I) \leq \operatorname{Krull} \operatorname{dim}(S)-$ $\operatorname{ht}(I)$, it is sufficient to show that $\operatorname{ht}(I) \geq 2$. Since $\operatorname{gcd}\left(p_{1}, \ldots, p_{k}\right)=1$, we have in particular $I \neq\{0\}$, so $\operatorname{ht}(I) \geq 1$. Suppose $\operatorname{ht}(I)=1$. Then there is a prime ideal $P$ of $S$ with $I \subseteq P$ and $\operatorname{ht}(P)=1$. Since $S$ is factorial we have $P=\langle p\rangle_{S}$ for some prime element $p \in S$, and thus $p \mid p_{1}, \ldots, p_{k}$, a contradiction. Therefore we have $\operatorname{ht}(I) \geq 2$, i. e. $\operatorname{dim}(\mathrm{Z}(I))=0$ and thus $\mathrm{Z}(I)$ is finite.

We conclude the section by mentioning a well-known application to reconstruction of multivariate polynomials.

REMARK 2.26: Any reconstruction method for multivariate exponential sums also yields an approach for reconstructing multivariate polynomials. To see this, let $p \in$ $A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ and choose any $b \in A^{n}$. Then consider the exponential sum

$$
\begin{aligned}
f_{p, b}: \mathbb{N}^{n} & \longrightarrow A \\
\alpha & \longmapsto p\left(b_{1}^{\alpha_{1}}, \ldots, b_{n}^{\alpha_{n}}\right)=\sum_{\beta \in \operatorname{supp}(p)} p_{\beta} \cdot\left(b_{1}^{\beta_{1}}, \ldots, b_{n}^{\beta_{n}}\right)^{\alpha} .
\end{aligned}
$$

If $b$ is such that $\left(b_{1}^{\beta_{1}}, \ldots, b_{n}^{\beta_{n}}\right) \neq\left(b_{1}^{\gamma_{1}}, \ldots, b_{n}^{\gamma_{n}}\right)$ for all $\beta, \gamma \in \operatorname{supp}(p)$ with $\beta \neq \gamma,{ }^{10}$ then $\operatorname{supp}\left(f_{p, b}\right)=\left\{\left(b_{1}^{\beta_{1}}, \ldots, b_{n}^{\beta_{n}}\right) \mid \beta \in \operatorname{supp}(p)\right\}$, and thus also $\operatorname{supp}(p)$, and $\operatorname{coeff}\left(f_{p, b}\right)=$ $\left(p_{\beta}\right)_{\beta \in \operatorname{supp}(p)}$ may in principle be recovered with the help of Prony's method.

### 2.3. Computational examples

In this section, the theory from Section 2.1 is illustrated by means of several computational examples. Of course, in some cases the theory already implies the result, but we also want to assume the perspective of a scientist who applies Prony's method in order to reconstruct exponential sums with unknown support.

Example 2.27: (a) This is the simplest possible case. Let $f:=0 \in \operatorname{Exp}^{n}(A)$. Then, for any $D \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ with $0 \in D$, we have $\mathrm{H}_{D}(f)=0 \in A^{D \times D}$ and $\operatorname{ker}\left(\mathrm{H}_{D}(0)\right)=A^{D} \cong A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]_{D} \ni \mathrm{x}^{0}=1$, and thus $\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{D}(0)\right)=\mathrm{Z}(1)=$ $\emptyset=\operatorname{supp}(f)$. This confirms by explicit computation what had been proven before, namely that Prony's method works in particular for $f=0 \in \operatorname{Exp}^{n}(A)$. Note that for any $D \subseteq \mathbb{N}^{n}, \operatorname{ev}_{D}^{\operatorname{supp}(f)}: S_{D} \rightarrow A^{\operatorname{supp}(f)}=\{0\}$ is surjective.
(b) Let $b \in A^{n}, \lambda \in K \backslash\{0\}$, and consider the exponential sum $f:=\lambda \exp _{b} \in \operatorname{Exp}^{n}(A)$. Clearly, $\operatorname{supp}(f)=\{b\}$, and we will reconstruct this set from samples of $f$ below in part (2). We work with the total degree $\star$-filtration $\mathcal{F}=\mathcal{T}^{n}$ on $\mathbb{N}^{n}$.

[^9]First, in part (1) we demonstrate how Prony's method can fail if the degree $d \in \mathbb{N}$ is chosen too small.

Note that by Corollary $2.20, d=1$ is sufficient for Prony's reconstruction method and that the theory makes no statement for $d=0$.
(1) Let $d:=0 \in \mathbb{N}$. We have $\mathrm{H}_{0}(f)=(f(\alpha+\beta))_{\alpha, \beta \in \mathcal{T}_{0}^{n}}=(f(0))=(\lambda) \in A^{1 \times 1}$. Since $\lambda \neq 0, \operatorname{ker}\left(\mathrm{H}_{0}(f)\right)=\{0\}$, and we have

$$
\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{0}(f)\right)=\mathrm{Z}(0)=A^{n} \supsetneqq \operatorname{supp}(f)
$$

In particular, this is a case where the zero locus of $\operatorname{ker}\left(\mathrm{H}_{d}(f)\right)$ is not a zerodimensional algebraic variety.
(2) Let $d:=1 \in \mathbb{N}$. Ordering the elements of $\mathcal{T}_{1}^{n}$ as $0<\mathrm{u}_{1}<\mathrm{u}_{2}<\cdots<\mathrm{u}_{n}$ and setting $u_{0}:=0 \in \mathbb{N}^{n}$ and $b_{0}:=1 \in A$, we have

$$
\mathrm{H}_{1}(f)=(f(\alpha+\beta))_{\alpha, \beta \in \mathcal{T}_{1}^{n}}=\left(f\left(\mathrm{u}_{i}+\mathrm{u}_{j}\right)\right)_{\substack{i=0, \ldots, n \\ j=0, \ldots, n}}=\left(\lambda b_{i} b_{j}\right)_{\substack{i=0, \ldots, n \\ j=0, \ldots, n}}
$$

Clearly, row $i$ of $\mathrm{H}_{1}(f)$ is equal to $b_{i}$ multiplied by row 0 , i. e., $\left(\lambda b_{i} b_{j}\right)_{j=0, \ldots, n}=$ $b_{i} \cdot\left(\lambda b_{j}\right)_{j=0, \ldots, n}$. Therefore it is easy to see that $\operatorname{ker}_{Q}\left(\mathrm{H}_{1}(f)\right)$ is generated by the set $\left\{\left(-b_{i}, \mathrm{u}_{i}{ }^{\top}\right)^{\top} \mid i=1, \ldots, n\right\}$. By our choice of ordering the elements of $\mathcal{T}_{1}^{n}$, this corresponds to the set of polynomials $\left\{\mathrm{x}_{i}-b_{i} \mid i=1, \ldots, n\right\}$. Thus the support of $f$ is computed as

$$
\operatorname{supp}(f)=\mathrm{Z}\left(\operatorname{ker}_{Q} \mathrm{H}_{1}(f)\right)=\mathrm{Z}\left(\left\{\mathrm{x}_{i}-b_{i} \mid i=1, \ldots, n\right\}\right)=\{b\}
$$

To compute the coefficient of $\exp _{b}$ in $f$, solve the system of linear equations (with the unique solution $x$ being in $K^{\operatorname{rank}(f)}=K$ )

$$
1 \cdot x=b^{0} \cdot x=\left(\mathrm{V}_{0}^{\{b\}}\right)^{\top} \cdot x=(f(\alpha))_{\alpha \in \mathcal{T}_{0}^{n}}=f(0)=\lambda
$$

which yields $x=\lambda$. We have thus "verified", and illustrated, by explicit computations, Prony's method for exponential sums of rank 1.
(c) In these examples we have $K=\mathbb{R}$ and $A=\mathbb{R}^{2}$, with computations being performed in floating point arithmetic. Therefore, in particular, these examples should be (ever so slightly) closer to a real world engineering application of Prony's method. Evaluation of exponential sums and computation of the polynomials is performed by the software Octave [34] and we use the polynomial equation solver Bertini [7] to compute zero loci.
Let $r \in \mathbb{N}$ and for $i=1, \ldots, r$ let $a_{i}:=2 \pi(i-1) / r \in[0,2 \pi[$. Let

$$
b_{i}:=\left(\cos \left(a_{i}\right), \sin \left(a_{i}\right)\right)^{\top} \in \mathbb{S}^{1} \subseteq \mathbb{R}^{2}
$$

Consider the exponential sums

$$
f_{r}:=\sum_{i=1}^{r} \exp _{b_{i}} \in \operatorname{Exp}_{\mathbb{S}^{1}}^{2}(\mathbb{R})
$$

|  | $r$ | $d$ | success | time $(\mathrm{s})$ | comment |
| ---: | ---: | ---: | :---: | :--- | :--- |
| $f_{r}=g_{r}$ | 0 | 0 | yes | 0.011616 | $E=\{1\}$ |
| $f_{r}=g_{r}$ | 1 | 1 | yes | 0.0286021 |  |
| $f_{r}$ | 2 | 2 | yes | 0.0669742 |  |
| $g_{r}$ | 2 | 2 | yes | 0.0528071 |  |
| $f_{r}$ | 3 | 2 | yes | 0.0443408 |  |
| $g_{r}$ | 3 | 2 | yes | 0.0439851 |  |
| $f_{r}$ | 10 | 3 | no | 8.85564 | 7 non-real solutions |
| $g_{r}$ | 10 | 3 | no | 11.6121 | 7 non-real solutions |
| $f_{r}$ | 10 | 4 | no | 46.2526 | 9 non-real solutions |
| $g_{r}$ | 10 | 4 | no | 280.438 | 6 non-real solutions |
| $f_{r}$ | 10 | 5 | yes | 2.54169 |  |
| $g_{r}$ | 10 | 5 | yes | 1.39833 |  |
| $f_{r}$ | 25 | 5 | no | 374.965 | 11 non-real solutions |
| $f_{r}$ | 25 | 6 | no | 2461.54 | 4 non-real solutions |
| $f_{r}$ | 50 | 8 | no | 20937.2 | no solutions found |
| $f_{r}$ | 100 | 5 | no | 727.607 | 7 non-real solutions |
| $f_{r}$ | 100 | 10 | no | 71085.2 | no solutions found |
| $f_{r}$ | 100 | 13 | no | 349070 | no solutions found |

Table 2.1.: Results of Example 2.27 (c).
and

$$
g_{r}:=\sum_{i=1}^{r} \frac{1}{i} \exp _{b_{i}} \in \operatorname{Exp}_{\mathbb{S}^{1}}^{2}(\mathbb{R})
$$

Choosing $d \in \mathbb{N}$, evaluating $f_{r}$ in floating point arithmetic and computing a $\mathbb{C}$-basis $E$ of $\operatorname{ker}_{\mathbb{C}} \mathrm{H}_{\mathcal{T}_{d}}\left(f_{r}\right)$ using Octave, and afterwards computing $\mathrm{Z}(E)$ by giving $E$ as input to Bertini (and analogously for $g_{r}$ ) yields the results presented in Table 2.1. It should be noted that the times for Bertini and also the produced solutions can vary considerably, presumably due to randomization techniques.
(d) This is an illustration of possible "spurious roots", i. e., $\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{d}(f)\right)$ is finite and $\operatorname{supp}(f) \varsubsetneqq \mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{d}(f)\right)$, with floating point arithmetic. Consider the exponential sum

$$
f:=\sum_{i=1}^{8} \exp _{b_{i}} \in \operatorname{Exp}_{\mathbb{T}^{2}}^{2}(\mathbb{C})
$$

with

$$
b_{i}:=\left(\mathrm{e}^{\mathrm{i} \pi(\cos (2 \pi(i-1) / 7)+1)}, \mathrm{e}^{\mathrm{i} \pi(\sin (2 \pi(i-1) / 7)+1)}\right)
$$

$i=1, \ldots, 7$, and

$$
b_{8}:=\left(\mathrm{e}^{0}, \mathrm{e}^{0}\right)=(1,1)
$$

The points $b_{1}, \ldots, b_{7}$ are in the image of a circle under the map $\left[0,2 \pi\left[^{2} \rightarrow \mathbb{T}^{2}\right.\right.$, $\varphi \mapsto\left(\mathrm{e}^{\mathrm{i} \varphi_{1}}, \mathrm{e}^{\mathrm{i} \varphi_{2}}\right)$. Numerical computation with Octave and Bertini yields the following: Start with the floating point approximations

$$
\begin{aligned}
& \widetilde{b}_{1}:=(1.000000-0.000000 \cdot \mathrm{i}, \quad-1.000000+0.000000 \cdot \mathrm{i}), \\
& \widetilde{b}_{2}:=(0.378296-0.925685 \cdot \mathrm{i}, \quad 0.774168-0.632980 \cdot \mathrm{i}), \\
& \widetilde{b}_{3}:=(-0.765441+0.643506 \cdot \mathrm{i}, \quad 0.996900-0.078685 \cdot \mathrm{i}), \\
& \widetilde{b}_{4}:=(0.951993+0.306121 \cdot \mathrm{i}, \quad-0.206220-0.978506 \cdot \mathrm{i}), \\
& \widetilde{b}_{5}:=(0.951993+0.306121 \cdot \mathrm{i}, \quad-0.206220+0.978506 \cdot \mathrm{i}), \\
& \widetilde{b}_{6}:=(-0.765441+0.643506 \cdot \mathrm{i}, \quad 0.996900+0.078685 \cdot \mathrm{i}), \\
& \widetilde{b}_{7}:=(0.378296-0.925685 \cdot \mathrm{i}, \quad 0.774168+0.632980 \cdot \mathrm{i}), \\
& \widetilde{b}_{8}:=(1.000000+0.000000 \cdot \mathrm{i}, \quad 1.000000+0.000000 \cdot \mathrm{i}), \\
& \widetilde{f}_{i}:=1.000000+0.000000 \cdot \mathrm{i} \text {, for } i=1, \ldots, 8 \text {. }
\end{aligned}
$$

We have $\operatorname{rank}\left(\mathrm{V}_{\mathcal{T}_{2}^{2}}^{\operatorname{supp}(f)}\right)=6<8=\operatorname{rank}(f)$ (numerically), so the theory makes no statement if Prony's method succeeds with $\mathcal{F}=\mathcal{T}$ and $d=3$. Working with the matrix $\widetilde{\mathrm{H}}_{\mathcal{T}_{3}^{2}}(\widetilde{f})$ (the tilde indicates that all occurring computations are done approximately by Octave), one obtains the system of polynomials

$$
\begin{aligned}
\widetilde{p}_{1}:= & (0.4179263450973101+0.0000000000000000 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{0} \\
& +(-0.3148287603963033+0.0256588565688436 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{0} \\
& +(-0.0710168620451267-0.0727114232023796 \cdot \mathrm{i}) \cdot \mathrm{x}^{2} \mathrm{y}^{0} \\
& +(-0.0602565373913687+0.0860480646822108 \cdot \mathrm{i}) \cdot \mathrm{x}^{3} \mathrm{y}^{0} \\
& +(-0.5087374572706995+0.0830442688311434 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{1} \\
& +(0.4740269129617566-0.1211958950755476 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{1} \\
& +(0.0022333707259097-0.0804880555917245 \cdot \mathrm{i}) \cdot \mathrm{x}^{2} \mathrm{y}^{1} \\
& +(0.2763055749640782-0.1587987540948673 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{2} \\
& +(-0.2481297602285899+0.1198032560461920 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{2} \\
& +(0.0324771735830328+0.1186396818361292 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{3} \\
\widetilde{p}_{2}:= & (0.4249066373141885+0.0000000000000000 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{0} \\
& +(-0.2814200035102229-0.1435100249321885 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{0} \\
& +(0.0936300925572977-0.2910159451004256 \cdot \mathrm{i}) \cdot \mathrm{x}^{2} \mathrm{y}^{0} \\
& +(-0.1101897308254965+0.6142821444646335 \cdot \mathrm{i}) \cdot \mathrm{x}^{3} \mathrm{y}^{0} \\
& +(0.2970532300019184+0.0008878577684066 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{1} \\
& +(-0.1816586485679696+0.0988118547844050 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{1} \\
& +(-0.1586699313455731-0.0547319749941142 \cdot \mathrm{i}) \cdot \mathrm{x}^{2} \mathrm{y}^{1}
\end{aligned}
$$

$$
\begin{aligned}
& +(-0.2178929943415498-0.0603751886758503 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{2} \\
& +(\quad 0.0909659988057830-0.1193809857561692 \cdot \mathrm{i}) \cdot \mathrm{x}^{1} \mathrm{y}^{2} \\
& +(0.0432753499116239-0.0449677375586972 \cdot \mathrm{i}) \cdot \mathrm{x}^{0} \mathrm{y}^{3} .
\end{aligned}
$$

Computing their zero locus with Bertini yields the nine points

$$
\begin{aligned}
& \widetilde{b}_{1}^{\mathrm{r}}:=(1.000000000000000-0.000000000000002 \cdot \mathrm{i} \text {, } \\
& -1.000000000000003+0.000000000000004 \cdot \mathrm{i}) \text {, } \\
& \widetilde{b}_{2}^{\mathrm{r}}:=(\quad 0.378295862438166-0.925684741400745 \cdot \mathrm{i}, \\
& 0.774168060530330-0.632980105575766 \cdot \text { i), } \\
& \widetilde{b}_{3}^{\mathrm{r}}:=(-0.765440894342871+0.643506206083193 \cdot \mathrm{i} \text {, } \\
& 0.996899539492553-0.078684866140770 \cdot \text { i), } \\
& \widetilde{b}_{4}^{\mathrm{r}}:=(\quad 0.951992691551888+0.306120752697019 \cdot \mathrm{i} \text {, } \\
& -0.206220016161382-0.978505648902649 \cdot \text { i), } \\
& \widetilde{b}_{5}^{\mathrm{r}}:=(\quad 0.951992691551889+0.306120752697019 \cdot \mathrm{i} \text {, } \\
& -0.206220016161387+0.978505648902652 \cdot \mathrm{i}) \text {, } \\
& \widetilde{b}_{6}^{\mathrm{r}}:=(-0.765440894342869+0.643506206083196 \cdot \mathrm{i} \text {, } \\
& 0.996899539492545+0.078684866140655 \cdot \text { i), } \\
& \widetilde{b}_{7}^{\mathrm{r}}:=(0.378295862438165-0.925684741400745 \cdot \mathrm{i}, \\
& 0.774168060530330+0.632980105575765 \cdot \text { i), } \\
& \widetilde{b}_{8}^{\mathrm{r}}:=(1.000000000000009+0.000000000000001 \cdot \mathrm{i} \text {, } \\
& 0.999999999999994+0.000000000000015 \cdot \text { i), } \\
& \widetilde{b}_{9}^{\mathrm{r}}:=(-0.364658069491770+0.830735511685468 \cdot \mathrm{i} \text {, } \\
& 0.730828417435265+3.122523676516970 \cdot \text { i). }
\end{aligned}
$$

For $i=1, \ldots, 8, \tilde{b}_{i}^{\mathrm{r}}$ is a reasonable approximation of $\widetilde{b}_{i}$ (and of $b_{i}$ ) (the ordering of $\widetilde{b}_{1}^{\mathrm{r}}, \ldots, \widetilde{b}_{8}^{\mathrm{r}}$ is chosen to correspond to that of $b_{1}, \ldots, b_{8}$ ), but $\widetilde{b}_{9}^{\mathrm{r}}$ is "superfluous" in the sense that it is not a reasonable approximation of any base of $f$ or $\widetilde{f}$, and all the bases of $f$ are already approximated by $\widetilde{b}_{i}^{\mathrm{r}}, i=1, \ldots, 8$.
The coefficients reconstructed from $\widetilde{b}_{1}^{\mathrm{r}}, \ldots, \widetilde{b}_{9}^{\mathrm{r}}$ are

$$
\begin{aligned}
& \tilde{f}_{1}^{\mathrm{r}}:=0.998862782218374-0.00502321347243809 \cdot \mathrm{i}, \\
& \widetilde{f_{2}^{\mathrm{r}}}:=1.00123185241805+0.00152537079162465 \cdot \mathrm{i}, \\
& \widetilde{f_{3}^{\mathrm{r}}}:=1.01139895917653+0.00121206116771601 \cdot \mathrm{i}, \\
& \widetilde{f_{4}^{\mathrm{r}}}:=1.00453541505113-0.00210240917544883 \cdot \mathrm{i}, \\
& \widetilde{f}_{5}^{\mathrm{r}}:=0.995936855649441+0.00161012804686979 \cdot \mathrm{i}, \\
& \widetilde{f}_{6}^{\mathrm{r}}:=0.988394613143294-0.00106712238657917 \cdot \mathrm{i},
\end{aligned}
$$

$$
\begin{aligned}
& \widetilde{f}_{7}^{\mathrm{r}}:=0.998779753359746-0.00139891354167815 \cdot \mathrm{i}, \\
& \widetilde{f_{8}^{\mathrm{r}}}:=1.00048675534318+0.00524409856993365 \cdot \mathrm{i}, \\
& \widetilde{f_{9}^{\mathrm{r}}}:=0.000373013640265429+0.00000000000000410782519111308 \cdot \mathrm{i} .
\end{aligned}
$$

 the reconstruction.

Considering the reconstruction

$$
\widetilde{f}^{\mathrm{r}}:=\sum_{i=1}^{9} \widetilde{f}_{i}^{\mathrm{r}} \exp _{\tilde{b}_{i}^{r}},
$$

one obtains (by Octave computations) that

$$
\max \left\{\left|\widetilde{f}(\alpha)-\widetilde{f}^{\mathrm{r}}(\alpha)\right| \mid \alpha \in \mathcal{T}_{6}^{2}\right\}=0.0330860951017640
$$

(which is the largest absolute entrywise difference occurring in the Hankel matrices of $\widetilde{f}$ and its reconstruction $\widetilde{f}$ ) and that

$$
\left(\sum_{\alpha \in \mathcal{T}_{6}^{2}}\left|\widetilde{f}(\alpha)-\tilde{f}^{\mathrm{r}}(\alpha)\right|\right) /\left|\mathcal{T}_{6}^{2}\right|=0.00719664588926197
$$

(which is the average absolute entrywise difference occurring in the Hankel matrices of $\widetilde{f}$ and its reconstruction $\widetilde{f}$ ).
On the other hand, we have $\operatorname{rank}\left(\mathrm{V}_{\mathcal{T}_{3}^{2}}^{\operatorname{supp}(f)}\right)=8=\operatorname{rank}(f)$ and Prony's method succeeds with the combination of Octave and Bertini with $d=4$, as predicted by the theory.

Remark 2.28: In numerical computations like those in Example 2.27 (c), a possible strategy for improvement is to alter the $\mathbb{C}$-basis $E$ of $\operatorname{ker}\left(\mathrm{H}_{d}(f)\right)$ computed by Octave before giving it to Bertini in order to improve the performance of the latter.

### 2.4. A Toeplitz variation

In this section we give a variation of Prony's method where the Hankel-like matrix $\mathrm{H}_{\delta}(f)$ is replaced by a Toeplitz-like matrix $\mathrm{T}_{\delta}(f)$. Since this does not work with exponential sums as defined previously (their domain is $\mathbb{N}^{n}$ ), we first give a modified version of the definition, in which the domain is extended to $\mathbb{Z}^{n}$. To do this, we have to restrict to bases $b \in A^{n}$ each of whose components is invertible, i. e., to units of the algebra $A^{n}$.

Definition: The group of units of $A^{n}$ is denoted by

$$
\mathrm{U}\left(A^{n}\right):=\left\{b \in A^{n} \mid b \text { unit in } A^{n}\right\}=\mathrm{U}(A)^{n} .
$$

For $b \in \mathrm{U}\left(A^{n}\right)$ let

$$
\begin{aligned}
\mathbb{Z e x p}_{b}: \mathbb{Z}^{n} & \longrightarrow A \\
\alpha & \longmapsto b^{\alpha}:=\prod_{j=1}^{n} b_{j}^{\alpha_{j}},
\end{aligned}
$$

be the $n$-variate exponential on $\mathbb{Z}^{n}$ over $A$ with base $b$ (which is of course uniquely determined by $\exp _{b}$ ) and for an arbitrary subset $B \subseteq \mathrm{U}\left(A^{n}\right)$ let
be the $K$-vector space of $n$-variate exponential sums on $\mathbb{Z}^{n}$ (supported on $B$ ). Elements of ${ }_{\mathbb{Z}} \operatorname{Exp}_{B}^{n}(A)$ are called $n$-variate exponential sums on $\mathbb{Z}^{n}$, and we set

$$
\mathbb{Z} \operatorname{Exp}^{n}(A):={ }_{\mathbb{Z}} \operatorname{Exp}_{\mathrm{U}\left(A^{n}\right)}^{n}(A)
$$

Furthermore, for $f \in \mathbb{Z} \operatorname{Exp}^{n}(A)$ and a subset $D \subseteq \mathbb{N}^{n}$ let

$$
\mathrm{T}_{D}(f):=(f(\beta-\alpha))_{\substack{\alpha \in D \\ \beta \in D}} \in A^{D \times D}
$$

For a $t$ - $\star$-filtration $\mathcal{F}$ on $\mathbb{N}^{n}$ and $\delta \in \mathbb{N}^{t}$ we use the abbreviation

$$
\mathrm{T}_{\delta}(f):=\mathrm{T}_{\mathcal{F}_{\delta}}(f) \in A^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}}
$$

The point of this section is to provide a variation on the theory given by Corollary 2.19 in order to reconstruct $f \in \mathbb{Z} \operatorname{Exp}^{n}(A)$ and use the matrix $\mathrm{T}_{\delta}(f)$, which has a different structure (Toeplitz-like instead of Hankel-like), instead of $\mathrm{H}_{\delta}\left(f \upharpoonright \mathbb{N}^{n}\right)$.

Remark 2.29: Note that for $f \in \mathbb{Z}^{\operatorname{Exp}}{ }_{B}^{n}(A)$, certainly $f \upharpoonright \mathbb{N}^{n} \in \operatorname{Exp}_{B}^{n}(A)$. In particular, the method given by Corollary 2.19 for reconstructing $f \in \operatorname{Exp}^{n}(A)$ also works for ${ }_{\mathbb{Z}} \operatorname{Exp}^{n}(A)$ by considering restrictions to $\mathbb{N}^{n}$. Since the restrictions $\mathbb{Z e x p}_{b} \upharpoonright \mathbb{N}^{n}$, $b \in A^{n}$, are linearly independent by Corollary 2.22 , the set $\left\{\mathbb{Z} \exp _{b} \mid b \in B\right\}$ is a $K$ basis of ${ }_{\mathbb{Z}} \operatorname{Exp}_{B}^{n}(A)$. This justifies the following definition.

Definition: For $f \in \mathbb{Z} \operatorname{Exp}_{B}^{n}(A)$, let $\operatorname{supp}(f):=\operatorname{supp}\left(f \upharpoonright \mathbb{N}^{n}\right)$ be the support of $f$, let $\operatorname{coeff}(f):=\operatorname{coeff}\left(f \upharpoonright \mathbb{N}^{n}\right)$ be the coefficient vector of $f$, and let $\operatorname{rank}(f):=\operatorname{rank}\left(f \upharpoonright \mathbb{N}^{n}\right)$ be the rank of $f$. All of these notions are independent of the set $B \subseteq \mathrm{U}\left(A^{n}\right)$.

REMARK 2.30: In the univariate case with the total degree $\star$-filtration $\mathcal{T}=\mathcal{T}^{1}=\mathcal{M}^{1}$ on $\mathbb{N}$, a variation of Prony's method with $\mathrm{H}_{r}(f)$ replaced by $\mathrm{T}_{r}(f)$ follows easily by the following argument. For $f=\sum_{b \in M} f_{b} \exp _{b} \in \mathbb{Z}^{\operatorname{Exp}^{1}(A)}$ with $M \in \mathcal{P}_{\mathrm{f}}(\mathrm{U}(A))$ and $f_{b} \in K \backslash\{0\}, r:=\operatorname{rank}(f)$, let

$$
g_{f}:=\sum_{b \in M} \frac{f_{b}}{b^{r}} \exp _{b} \in \operatorname{Exp}^{1}(A)
$$

and let $P_{r}:=\left(\mathrm{u}_{r}, \ldots, \mathrm{u}_{0}\right) \in A^{(r+1) \times(r+1)}$. ( $P_{r}$ is a permutation matrix "reversing the order of the rows" when multiplied from the left.) Then

$$
\begin{aligned}
\mathrm{T}_{r}(f) & =(f(\beta-\alpha))_{\substack{\alpha \in \mathcal{T}_{r} \\
\beta \in \mathcal{T}_{r}}}=\left(\sum_{b \in M} f_{b} b^{\beta-\alpha}\right)_{\substack{\alpha \in \mathcal{T}_{r} \\
\beta \in \mathcal{T}_{r}}}=\left(\sum_{b \in M} \frac{f_{b}}{b^{r}} b^{\beta+r-\alpha}\right)_{\substack{\alpha \in \mathcal{T}_{r} \\
\beta \in \mathcal{T}_{r}}} \\
& =P_{r} \cdot\left(\sum_{b \in M} \frac{f_{b}}{b^{r}} b^{\alpha+\beta}\right)_{\substack{\alpha \in \mathcal{T}_{r} \\
\beta \in \mathcal{T}_{r}}}=P_{r} \cdot \mathrm{H}\left(g_{f}\right) .
\end{aligned}
$$

Thus $\operatorname{ker} \mathrm{T}_{r}(f)=\operatorname{ker}\left(P_{r} \mathrm{H}_{r}\left(g_{f}\right)\right)=\operatorname{ker}\left(\mathrm{H}_{r}\left(g_{f}\right)\right)$, and hence by Corollary 2.20 we have

$$
\mathrm{Z}\left(\operatorname{ker} \mathrm{~T}_{r}(f)\right)=\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{r}\left(g_{f}\right)\right)=\operatorname{supp}\left(g_{f}\right)=\operatorname{supp}(f)
$$

In order to give analogous statements as in Section 2.1 afterwards, we state and prove the following elementary lemma.

Lemma 2.31: Let $v_{1}, \ldots, v_{r} \in K^{n}$ with $v_{i, j} \neq 0$ for all $i=1, \ldots, r, j=1, \ldots, n$. Let $1 / v_{i}:=\left(1 / v_{i, 1}, \ldots, 1 / v_{i, n}\right)^{\top} \in K^{n}$. Then

$$
\operatorname{dim}_{K}\left(\left\langle v_{1}, \ldots, v_{r}\right\rangle_{K}\right)=\operatorname{dim}_{K}\left(\left\langle 1 / v_{1}, \ldots, 1 / v_{r}\right\rangle_{K}\right)
$$

Proof: For reasons of symmetry, it is enough to show " $\leq$ ". Thus, without loss of generality, let $v_{1}, \ldots, v_{r}$ be linearly independent. Let $\lambda_{i} \in K$ with $\sum_{i=1}^{r} \lambda_{i} \cdot 1 / v_{i}=0$. Let $\mu:=\prod_{j=1}^{n} \prod_{i=1}^{r} v_{i, j} \in K \backslash\{0\}$. Let $\ell_{i}:=i+1$ for $1 \leq i<r$ and $\ell_{r}:=1$. Since $\ell_{i} \neq \ell_{k}$ for $i \neq k, v_{\ell_{1}}, \ldots, v_{\ell_{r}}$ are linearly independent. We have $\mu \cdot 1 / v_{i}=\eta_{i} v_{\ell_{i}}$ for some $\eta_{i} \in K \backslash\{0\}$. Therefore we have

$$
0=\mu \sum_{i=1}^{r} \lambda_{i} \cdot 1 / v_{i}=\sum_{i=1}^{r} \lambda_{i} \eta_{i} v_{\ell_{i}}
$$

hence $\lambda_{i} \eta_{i}=0$ by linear independence of $v_{\ell_{1}}, \ldots, v_{\ell_{r}}$, and thus $\lambda_{i}=0$.
There is the following analogue to Lemma 2.7. The proof is identical to the proof of Lemma 2.7, with appropriate changing of $\mathrm{V}_{D}^{M}$ into $\mathrm{V}_{D}^{1 / M}$ and corresponding application of Lemma 2.31. It is included here merely for completeness.

Lemma 2.32: Let $f \in \mathbb{Z}_{\mathbb{Z}} \operatorname{Exp}^{n}(A)$ and $M:=\operatorname{supp}(f)$. Let $D \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ be arbitrary. Then the following holds.
(a) We have

$$
\mathrm{T}_{D}(f)=\mathrm{V}_{D}^{1 / M^{\top}} \cdot C \cdot \mathrm{~V}_{D}^{M}
$$

with

$$
1 / M:=\{1 / b \mid b \in M\}
$$

and the diagonal matrix $C:=\left(\operatorname{coeff}(f)_{b} \mathrm{u}_{b}\right)_{b \in M} \in A^{M \times M}$.
(b) Let $f_{b} \neq 0$ for all $b \in M$. If $\operatorname{ev}_{D}^{M}: S_{D} \rightarrow A^{M}$ is surjective, then

$$
\operatorname{ker}_{A}\left(\mathrm{~T}_{D}(f)\right)=\operatorname{ker}_{A}\left(\mathrm{~V}_{D}^{M}\right)
$$

Proof: For brevity, let $T:=\mathrm{T}_{D}(f), V:=\mathrm{V}_{D}^{M}$, and $W:=\mathrm{V}_{D}^{1 / M}$.
(a) Since $W^{\top} C=\left(f_{b} / b^{\alpha}\right)_{\substack{\alpha \in D \\ b \in M}}$, we have

$$
\begin{aligned}
V^{\top} C V & =\left(W^{\top} C\left(b^{\beta}\right)_{b \in M}\right)_{\beta \in D}=\left(\sum_{b \in M} b^{\beta}\left(f_{b} / b^{\alpha}\right)_{\alpha \in D}\right)_{\beta \in D} \\
& =\left(\sum_{b \in M} f_{b} b^{\beta-\alpha}\right)_{\substack{\alpha \in D \\
\beta \in D}}=(f(\beta-\alpha))_{\substack{\alpha \in D \\
\beta \in D}}=T .
\end{aligned}
$$

(b) By part (a) we always have $\operatorname{ker}_{A}(V) \subseteq \operatorname{ker}_{A}(T)$. To show the reverse inclusion let $C \in A^{M \times M}$ be as in part (a). We show that $\operatorname{ker}_{A}\left(W^{\top} C\right)=\{0\}$. Let $Q:=$ Quot $(A)$ be the quotient field of $A$. Consider $V, W \in A^{M \times D} \leq Q^{M \times D}$ as matrices over $Q$. Since $\operatorname{ev}_{D}^{M}$ is surjective, the $Q$-linear map $V: Q^{D} \rightarrow Q^{M}, x \mapsto V x$, is surjective by an easy argument (see footnote 5 on page 21). By Lemma 2.31 we have $\operatorname{rank}(W)=\operatorname{rank}(V)=|M|$, thus $W: Q^{D} \rightarrow Q^{M}, x \mapsto W x$, is surjective. Therefore $W^{\top}: Q^{M} \rightarrow Q^{D}$ is injective by standard linear algebra, which yields $\operatorname{ker}_{A}\left(W^{\top}\right)=$ $A^{M} \cap \operatorname{ker}_{Q}\left(W^{\top}\right)=\{0\}$. Since the coefficients of $f$ are non-zero and therefore units in $A, C$ is invertible in $A^{M \times M}$, hence $\operatorname{ker}_{A}\left(W^{\top} C\right)=\operatorname{ker}_{A}\left(W^{\top}\right)=\{0\}$. Thus, by the same argument as in Lemma 2.7 we obtain $\operatorname{ker}_{A}(T)=\operatorname{ker}_{A}\left(W^{\top} C V\right)=$ $\operatorname{ker}_{A}(V)$, as claimed.

Corollary 2.33: Let $D \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ and $f \in{ }_{\mathbb{Z}} \operatorname{Exp}^{n}(A)$. If $\operatorname{ev}_{D}^{\operatorname{supp}(f)}: S_{D} \rightarrow A^{\operatorname{supp}(f)}$ is surjective, then

$$
\operatorname{ker}_{A}\left(\mathrm{~T}_{D}(f)\right)=\operatorname{ker}_{A}\left(\mathrm{H}_{D}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)
$$

Proof: By Lemma 2.32 (b) and Lemma 2.7 (b) we immediately get $\operatorname{ker}_{A}\left(\mathrm{~T}_{D}(f)\right)=$ $\operatorname{ker}_{A}\left(\mathrm{~V}_{D}^{\operatorname{supp}(f)}\right)=\operatorname{ker}_{A}\left(\mathrm{H}_{D}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)$. q.e.d.

Example 2.34: Note that in general $\operatorname{rank}\left(\mathrm{T}_{D}(f)\right) \neq \operatorname{rank}\left(\mathrm{H}_{D}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)$ for $f \in$ ${ }_{\mathbb{Z}} \operatorname{Exp}^{n}(K)$, and therefore in Corollary 2.33 the condition " $\operatorname{ve}_{D}^{\operatorname{supp}(f)}$ surjective" cannot be omitted. For example, let

$$
f:=2 \exp _{6}+4 \exp _{4}-\exp _{3}-8 \exp _{2}+3 \exp _{1} \in \operatorname{Exp}^{1}(\mathbb{Q})
$$

Then we have

$$
\mathrm{H}_{\mathcal{T}_{1}}(f \upharpoonright \mathbb{N})=\left(\begin{array}{ll}
f(0) & f(1) \\
f(1) & f(2)
\end{array}\right)=\left(\begin{array}{cc}
0 & 12 \\
12 & 98
\end{array}\right)
$$

and

$$
\mathrm{T}_{\mathcal{T}_{1}}(f)=\left(\begin{array}{cc}
f(0) & f(1) \\
f(-1) & f(0)
\end{array}\right)=\left(\begin{array}{cc}
0 & 12 \\
0 & 0
\end{array}\right)
$$

Clearly, we have $\operatorname{rank}\left(\mathrm{T}_{\mathcal{T}_{1}}(f)\right)=1<2=\operatorname{rank}\left(\mathrm{H}_{\mathcal{T}_{1}}(f \upharpoonright \mathbb{N})\right)$.
The following Corollary 2.35 is an analogue for $\mathbb{Z}_{\mathbb{Z}} \operatorname{Exp}^{n}(K)$ of Corollary 2.19.

Corollary 2.35 (Prony's method for $\mathbb{Z}^{\operatorname{Exp}}{ }^{n}(K)$ ): Let $A=K$ be a field and let $\mathcal{F}$ be a $t-\lambda$-filtration on $\mathbb{N}^{n}$. Let $f \in \mathbb{Z}^{\operatorname{Exp}^{n}(K)}$ and let $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ be such that $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}^{t}}^{\operatorname{supp}(f)}: S_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}^{t}} \rightarrow K^{\operatorname{supp}(f)}$ is surjective for all $\ell=1, \ldots, t$. Then we have

$$
\mathrm{Z}\left(\operatorname{ker}_{K} \mathrm{~T}_{\mathcal{F}_{\delta}}(f)\right)=\operatorname{supp}(f) .
$$

Proof: By Corollary 2.33 and Corollary 2.19 we obtain that $\mathrm{Z}\left(\operatorname{ker}_{K}\left(\mathrm{~T}_{\delta}(f)\right)\right)=$ $\mathrm{Z}\left(\operatorname{ker}_{K}\left(\mathrm{H}_{\delta}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)\right)=\operatorname{supp}\left(f \upharpoonright \mathbb{N}^{n}\right)=\operatorname{supp}(f)$. q.e.d.

Remark 2.36: In the style of Lemma 2.7/2.32, one can try to find further matrices $X_{D}(f)$ (that can be computed solely from the restriction $f \upharpoonright L$ to some $L \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{N}^{n}\right)$ dependent only on $\left.D \subseteq \mathbb{N}^{n}\right)$ such that $\operatorname{ker}_{A}\left(X_{D}(f)\right)=\operatorname{ker}_{A}\left(\mathrm{~V}_{D}^{\text {supp }(f)}\right)$. To the best of the author's knowledge this is an open problem.

As in Section 2.2, we give a simple algorithmic formulation for the reconstruction of $f \in \mathbb{Z}^{\operatorname{Exp}}{ }^{n}(A)$ in Algorithm 2.2.

Result: $\operatorname{rank}(f), \operatorname{supp}(f)$, and coeff $(f)$.
Compute $Q$-basis $E$ of $\operatorname{ker}\left(\mathrm{T}_{\mathcal{F}_{\delta}}(f)\right)$;
Compute $\operatorname{supp}(f)=\mathrm{Z}(E)$;
Compute $\operatorname{rank}(f)=|\operatorname{supp}(f)|$;
Compute unique solution coeff $(f)$ of $\left(\mathrm{V}_{\mathcal{F}_{\delta-u_{1}^{t}}^{s}}^{\operatorname{supp}(f)}\right)^{\top} \cdot \operatorname{coeff}(f)=(f(\alpha))_{\alpha \in \mathcal{F}_{\delta-u_{1}^{t}}}$;
Algorithm 2.2: Prony's method, Toeplitz variation, for $\mathbb{Z x p}^{n}(A)$.

### 2.5. Exponential sums supported on algebraic varieties

In the previous Sections 2.2 and 2.4, we have developed a theory for reconstruction of exponential sums $f \in \operatorname{Exp}^{n}(K) \cup_{\mathbb{Z}} \operatorname{Exp}^{n}(K)$. However, so far we did not consider the case that a subset $B \subseteq K^{n}$ is given with $f \in \operatorname{Exp}_{B}^{n}(K)$ (or $B \subseteq \mathrm{U}\left(K^{n}\right)$ and $\left.f \in \mathbb{Z} \operatorname{Exp}_{B}^{n}(K)\right)$ to improve the method. In Section 2.5.1, an adaptation is made for algebraic varieties $B \subseteq K^{n}$. In Section 2.5.2 we develop this further in order to reduce the computational cost of Prony's method for certain algebraic hypersurfaces $B \subseteq K^{n}$ with given equations.

As before, let $A$ be an integral domain containing the field $K, n \in \mathbb{N} \backslash\{0\}$, and $S=$ $A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$. The following definitions are also given in the preliminary Section 1.2.1.

Let $B \subseteq A^{n}$ be an arbitrary subset. Let

$$
S_{B}:=S / \mathrm{I}(B)
$$

be the coordinate algebra of $B$ and for $D \subseteq \mathbb{N}^{n}$ let

$$
S_{D, B}:=S_{D} / \mathrm{I}_{D}(B)
$$

For $M \subseteq B \subseteq A^{n}$ let

$$
\begin{aligned}
\operatorname{ev}_{B}^{M}: \quad S_{B} & \longrightarrow A^{M} \\
p+\mathrm{I}(B) & \longmapsto \mathrm{ev}^{M}(p)=\mathrm{f}_{p} \upharpoonright M
\end{aligned}
$$

which is well-defined by Remark 1.1 in the preliminary section, and for $D \subseteq \mathbb{N}^{n}$, via the embedding

$$
\begin{aligned}
S_{D, B} & \longleftrightarrow S_{B} \\
p+\mathrm{I}_{D}(B) & \longmapsto p+\mathrm{I}(B),
\end{aligned}
$$

let

$$
\operatorname{ev}_{D, B}^{M}:=\operatorname{ev}_{B}^{M} \upharpoonright S_{D, B}
$$

Further let

$$
\mathrm{I}_{B}(M):=\operatorname{ker}\left(\mathrm{ev}_{B}^{M}\right)=\left\{p+\mathrm{I}(B) \mid p \in S, \mathrm{f}_{p} \upharpoonright M=0\right\}=\mathrm{I}(M) / \mathrm{I}(B)
$$

(which is an ideal in $S_{B}$ ) and

$$
\mathrm{I}_{D, B}(M):=\operatorname{ker}\left(\operatorname{ev}_{D, B}^{M}\right)=S_{D, B} \cap \mathrm{I}_{B}(M)=\mathrm{I}_{D}(M) / \mathrm{I}_{D}(B)
$$

Note that by the third isomorphism theorem(s)

$$
S_{B} / \mathrm{I}_{B}(M) \cong S_{M}
$$

and

$$
S_{D, B} / \mathrm{I}_{D, B}(M) \cong S_{D, M}
$$

Furthermore, for a subset $J \subseteq S_{B}$ let

$$
\mathrm{Z}_{B}(J):=\{b \in B \mid \text { for all } q \in S \text { with } q+\mathrm{I}(B) \in J, q(b)=0\}
$$

be the zero locus relative to $B$ of $J$.
There does not seem to be any confusion possible with $\mathrm{I}_{A}, \mathrm{~V}_{A}$, or $\mathrm{Z}_{A}$ as defined previously, where $A$ denotes the ring of coefficients (and is usually omitted from the notation).

By the following simple remark surjectivity conditions on the evaluation homomorphisms in this section are equivalent. The two parts make essentially the same statement, with part (b) being the matrix version of part (a).

REmARK 2.37: Let $B \subseteq A^{n}, M \subseteq B$, and $D \subseteq \mathbb{N}^{n}$. Then the following holds.
(a) The following are equivalent:
(i) $\mathrm{ev}_{D}^{M}: S_{D} \rightarrow A^{M}$ is surjective.
(ii) $\operatorname{ev}_{D, B}^{M}: S_{D, B} \rightarrow A^{M}$ is surjective.

Proof: (i) $\Rightarrow$ (ii): Let $a \in A^{M}$. By hypothesis there is a $p \in S_{D}$ with $\operatorname{ev}_{D}^{M}(p)=a$. We have $p+\mathrm{I}_{D}(B) \in S_{D, B}$ and $\operatorname{ev}_{D, B}^{M}\left(p+\mathrm{I}_{D}(B)\right)=\operatorname{ev}_{D}^{M}(p)=a$.
(ii) $\Rightarrow(\mathrm{i})$ : Let $a \in A^{M}$. By hypothesis there is a $p \in S_{D}$ with $a=\operatorname{ev}_{D, B}^{M}(p+$ $\left.\mathrm{I}_{D}(B)\right)=\operatorname{ev}_{D}^{M}(p)$.
(b) Let $L \subseteq D$ be such that $\overline{\mathrm{x}^{L}} \subseteq \overline{\mathrm{x}^{D}}$ is an $A$-basis of $S_{D, B}$. Then the transformation matrix of $\mathrm{ev}_{D, B}^{M}$ w.r.t. $\overline{\mathrm{x}^{L}}$ and the canonical basis $\mathrm{U}_{M}$ of $A^{M}$ is $\mathrm{V}_{L}^{M}$. Indeed, for every $\alpha \in L$ one has $\operatorname{ev}_{D, B}^{M}\left(\overline{\mathrm{x}^{\alpha}}\right)=\left(b^{\alpha}\right)_{b \in M}=\sum_{b \in M} b^{\alpha} u_{b}$. Of course, at least in the case of $A=K$ being a field, this provides a further proof of part (a).

### 2.5.1. General algebraic varieties

In the following Lemma 2.38, for subsets $M \subseteq B \subseteq A^{n}$, a connection is established between the Zariski closure $\mathrm{Z}(\mathrm{I}(M))$ of $M$ and the relative Zariski closure $\mathrm{Z}_{B}\left(\mathrm{I}_{D, B}(M)\right)$ of $M$ w.r.t. $D \subseteq \mathbb{N}^{n}$ and $B$. The proof is straightforward and likely to be well-known.

Lemma 2.38: Let $M \subseteq B \subseteq A^{n}$ and $D \subseteq \mathbb{N}^{n}$. Then we have

$$
M \subseteq B \cap \mathrm{Z}(\mathrm{I}(M)) \subseteq \mathrm{Z}_{B}\left(\mathrm{I}_{D, B}(M)\right) \subseteq \mathrm{Z}\left(\mathrm{I}_{D}(M)\right)
$$

(Of course, if $A$ is a field and $M$ is finite, then $M=\mathrm{Z}(\mathrm{I}(M))=B \cap \mathrm{Z}(\mathrm{I}(M))$. )

Proof: The first inclusion is clear.
To prove the middle inclusion, let $q \in S$ with $q+\mathrm{I}(B) \in \mathrm{I}_{D, B}(M) \subseteq S_{B}$. Then there is a $p \in \mathrm{I}_{D}(M)$ with $q+\mathrm{I}(B)=p+\mathrm{I}(B)$. Since $b \in \mathrm{Z}(\mathrm{I}(M))$, we have $p(b)=0$, and since $b \in B$, we have $q(b)=p(b)=0$.

To prove the remaining inclusion, let $b \in \mathrm{Z}_{B}\left(\mathrm{I}_{D, B}(M)\right)$ and $p \in \mathrm{I}_{D}(M)$. We have to show that $p(b)=0$. Since $p \in S_{D}$, we have $p+\mathrm{I}_{D}(B) \in S_{D} / \mathrm{I}_{D}(B)=S_{D, B}$ and we have $\operatorname{ev}_{D, B}^{M}\left(p+\mathrm{I}_{D}(B)\right)=\operatorname{ev}_{B}^{M}(p+\mathrm{I}(B))=\operatorname{ev}^{M}(p)=\operatorname{ev}_{D}^{M}(p)=0$, i. e., $p+\mathrm{I}_{D}(B) \in$ $\operatorname{ker}\left(\operatorname{ev}_{D, B}^{M}\right)=\mathrm{I}_{D, B}(M)$. Since $b \in \mathrm{Z}_{B}\left(\mathrm{I}_{D, B}(M)\right)$, it follows that $p(b)=0 . \quad$ q.e.d.

Since we apply Theorem 2.15 in the following corollary, we drop the extra generality of $A$ being an integral domain and switch to a field $A=K$.

Corollary 2.39: Let $B \subseteq K^{n}$ and $M \in \mathcal{P}_{\mathrm{f}}(B)$ and let $\mathcal{F}$ be a $t-\star$-filtration on $\mathbb{N}^{n}$. Let $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ be such that $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}}^{M}$ is surjective for all $\ell=1, \ldots$, . Let $\mathcal{B}_{\delta} \subseteq \mathcal{F}_{\delta}$ be such that $S_{\mathcal{B}_{\delta}, B}=S_{\mathcal{F}_{\delta}, B}$. Then we have

$$
\mathrm{Z}_{B}\left(\mathrm{I}_{\mathcal{B}_{\delta}, B}(M)\right)=M
$$

Proof: Since $\operatorname{ev}_{\mathcal{F}_{\delta-\mathrm{u}_{\ell}^{t}}^{t}}^{M}$ is surjective, we have $\mathrm{Z}\left(\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right)=M$ by Theorem 2.15. Since $S_{\mathcal{B}_{\delta}, B}=S_{\mathcal{F}_{\delta}, B}$, by Remark 2.37 we have $\mathrm{I}_{\mathcal{B}_{\delta}, B}(M)=\mathrm{I}_{\mathcal{F}_{\delta}, B}(M)$. Thus, on account of Lemma 2.38 we obtain $M \subseteq \mathrm{Z}_{B}\left(\mathrm{I}_{\mathcal{B}_{\delta}, B}(M)\right)=\mathrm{Z}_{B}\left(\mathrm{I}_{\mathcal{F}_{\delta}, B}(M)\right) \subseteq \mathrm{Z}\left(\mathrm{I}_{\mathcal{F}_{\delta}}(M)\right)=M$. q. e.d.

Combining Remark 2.37 and Lemma 2.52 with Corollary 2.19 yields the following corollary. Part (a) describes the version with a Hankel-like matrix and part (b) provides analogous statements with a Toeplitz-like matrix. Note that by Remark 2.37 (a), the surjectivity of the evaluation homomorphisms $\operatorname{ev}_{\mathcal{F}_{\delta}}^{\operatorname{supp}(f)}$ on $S_{\mathcal{F}_{\delta}}$ is equivalent to the surjectivity of the evaluation homomorphisms $\operatorname{ev}_{\mathcal{B}_{\delta}, B}^{\operatorname{supp}(f)}$ on $S_{\mathcal{B}_{\delta}, B}$.

Corollary 2.40 (Prony's method on algebraic varieties): Let $\mathcal{F}$ be a $t$ - $\star$-filtration on $\mathbb{N}^{n}$.
(a) Let $B \subseteq K^{n}$ be a subset and $f \in \operatorname{Exp}_{B}^{n}(K)$. Let $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ be such that $\operatorname{ev}_{\mathcal{F}_{\delta}-\mathrm{u}_{\ell}^{t}}^{\operatorname{supp}}(f)$ is surjective for all $\ell=1, \ldots, t$. Let $\mathcal{B}_{\delta} \subseteq \mathcal{F}_{\delta}$ be such that $S_{\mathcal{B}_{\delta}, B}=S_{\mathcal{F}_{\delta}, B}$. Then we have

$$
\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right)=\operatorname{supp}(f) .
$$

(b) Let $B \subseteq \mathrm{U}\left(K^{n}\right)$ be a subset and $f \in \mathbb{Z}_{\mathbb{Z}} \operatorname{Exp}_{B}^{n}(K)$. Let $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ be such that $\operatorname{ev}_{\mathcal{F}_{\delta-u_{\ell}}^{t}}^{\text {supp }(\bar{f})}$ is surjective for all $\ell=1, \ldots$, t. Let $\mathcal{B}_{\delta} \subseteq \mathcal{F}_{\delta}$ be such that $S_{\mathcal{B}_{\delta}, B}=S_{\mathcal{F}_{\delta}, B}$. Then we have

$$
\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{\delta}}(f)\right)=\operatorname{supp}(f)
$$

Proof: (a) By Lemma 2.7 (b), Remark 2.37, and Corollary 2.39, we have

$$
\begin{aligned}
\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right)=\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{~V}_{\mathcal{B}_{\delta}}^{\operatorname{supp}(f)}\right) & =\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{~V}_{\mathcal{F}_{\delta}}^{\operatorname{supp}(f)}\right) \\
& =\mathrm{Z}_{B}\left(\mathrm{I}_{\mathcal{B}_{\delta}, B}(\operatorname{supp}(f))\right)=\operatorname{supp}(f) .
\end{aligned}
$$

(b) Since $\operatorname{ev}_{\mathcal{B}_{\boldsymbol{\delta}}}^{\text {supp(f) }}$ is surjective, by Corollary 2.33 and part (a) we have

$$
\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{\delta}}(f)\right)=\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)=\operatorname{supp}\left(f \upharpoonright \mathbb{N}^{n}\right)=\operatorname{supp}(f) . \quad \text { q. e.d. }
$$

Remark 2.41: Let $B \subseteq K^{n}, f \in \operatorname{Exp}_{B}^{n}(K)$ and $\mathcal{B}_{\delta} \subseteq \mathcal{F}_{\delta}$ be as in Corollary 2.40 (a).
(a) By the preceeding results we have

$$
\begin{aligned}
\operatorname{supp}(f) & =\mathrm{Z}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right) \\
& =B \cap \mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right) \\
& =\mathrm{Z}\left(\mathrm{I}(B) \cup \operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right) .
\end{aligned}
$$

Therefore, if polynomials $p_{1}, \ldots, p_{k} \in S$ with $\left\langle p_{1}, \ldots, p_{k}\right\rangle_{S}=\mathrm{I}(B)$ are given, then $\operatorname{supp}(f)$ may be computed by solving the system of polynomial equations $\left\{p_{1}, \ldots, p_{k}, q_{1}, \ldots, q_{\ell}\right\}$ for an ideal basis $\left\{q_{1}, \ldots, q_{\ell}\right\} \subseteq S$ of $I:=\left\langle\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)\right\rangle_{S}$. Of course, a $K$-basis of $\operatorname{ker} \mathrm{H}_{\mathcal{B}_{\delta}}(f)$ is also an ideal basis of $I$.
(b) Let $\mathcal{B}_{\delta}$ be chosen such that $\left|\mathcal{B}_{\delta}\right|=\left|\overline{\mathrm{x}^{\mathcal{\mathcal { B } _ { \delta }}}}\right|$ and $\overline{\mathrm{x}^{\mathcal{B}_{\delta}}}$ is a $K$-basis of $S_{\mathcal{F}_{\delta}, B}$. Then one has

$$
\left|\mathcal{B}_{\delta}\right|=\operatorname{dim}_{K}\left(S_{\mathcal{F}_{\delta}, B}\right)=\operatorname{dim}_{K}\left(S_{\mathcal{F}_{\delta}} / \mathrm{I}_{\mathcal{F}_{\delta}}(B)\right)=\left|\mathcal{F}_{\delta}\right|-\operatorname{dim}_{K}\left(\mathrm{I}_{\mathcal{F}_{\delta}}(B)\right)
$$

Therefore, except for the situation $\mathrm{Z}(\mathrm{I}(B))=K^{n}$ (which is the setting of previous sections) then the matrix $\mathrm{H}_{\mathcal{B}_{\delta}}(f) \in K^{\mathcal{B}_{\delta} \times \mathcal{B}_{\delta}}=K^{\operatorname{dim}_{K}\left(S_{\mathcal{F}_{\delta}, B}\right) \times \operatorname{dim}_{K}\left(S_{\mathcal{F}_{\delta}, B}\right)}$ is a strict submatrix of the matrix $\mathrm{H}_{\mathcal{F}_{\delta}}(f) \in K^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}}$ that one would use without having equations for $\mathrm{I}(B)$. Therefore one may work with only the restriction $f \upharpoonright\left(\mathcal{B}_{\delta}+\mathcal{B}_{\delta}\right)$ instead of $f \upharpoonright\left(\mathcal{F}_{\delta}+\mathcal{F}_{\delta}\right)$. However, it is not clear if the "order" of the problem is hereby reduced. A sufficient condition is given in the following section.

### 2.5.2. Order reducing algebraic varieties

We give a suitable definition that leads to a more efficient method.
Definition: Let $B \subseteq A^{n}, I \subseteq S, D \subseteq \mathbb{N}^{n}, \mathcal{F}$ be a $t$-ᄎ-filtration on $\mathbb{N}^{n}, j_{0} \in\{1, \ldots, n\}$, and $k_{0} \in \mathbb{N}$.
(a) $\left(B, D, j_{0}, k_{0}\right)$ is order reducing if with $D^{\prime}:=\left\{\alpha \in D \mid \alpha_{j_{0}}<k_{0}\right\}$,

$$
S_{D, B} \subseteq S_{D^{\prime}, B}
$$

(Of course, then $S_{D, B}=S_{D^{\prime}, B}$. )
(b) $\left(I, D, j_{0}, k_{0}\right)$ is order reducing if $\left(\mathrm{Z}(I), D, j_{0}, k_{0}\right)$ is order reducing
(c) $\left(B, \mathcal{F}, j_{0}, k_{0}\right)$ is order reducing if for all $\delta \in \mathbb{N}^{t},\left(B, \mathcal{F}_{\delta}, j_{0}, k_{0}\right)$ is order reducing.
(d) $\left(I, \mathcal{F}, j_{0}, k_{0}\right)$ is order reducing if $\left(\mathrm{Z}(I), \mathcal{F}, j_{0}, k_{0}\right)$ is order reducing.

Remark 2.42: Let $j_{0} \in\{1, \ldots, n\}$ and $k_{0} \in \mathbb{N}$. Assume that in the situation of Corollary $2.40(\mathrm{a}),\left(B, \mathcal{F}, j_{0}, k_{0}\right)$ is order reducing. Reconstructing $f$ naively using $\mathrm{H}_{\mathcal{F}_{\delta}}(f) \in K^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}}$, one needs $\left|\mathcal{F}_{\delta}+\mathcal{F}_{\delta}\right| \leq\left|\mathcal{F}_{2 \delta}\right|$ "samples" of $f$, where equality may hold for all $\delta \in \mathbb{N}^{t}$ (e. g., for $\mathcal{F}$ being the total or maximal degree $\star$-filtration on $\mathbb{N}^{n}$ ). Working instead with the submatrix $\mathrm{H}_{\mathcal{B}_{\delta}}(f) \in K^{\mathcal{B}_{\delta} \times \mathcal{B}_{\delta}}$ of $\mathrm{H}_{\mathcal{F}_{\delta}}(f)$, one needs only

$$
\left|\mathcal{B}_{\delta}+\mathcal{B}_{\delta}\right| \leq\left|\mathcal{F}_{\delta}^{\prime}+\mathcal{F}_{\delta}^{\prime}\right| \leq\left|\left\{\alpha \in \mathcal{F}_{2 \delta} \mid \alpha_{j_{0}}<2 k_{0}\right\}\right|
$$

samples of $f$, the set $\mathcal{B}_{\delta}+\mathcal{B}_{\delta}$ being a subset of $\mathcal{F}_{\delta}+\mathcal{F}_{\delta}$ that is bounded by the constant $2 k_{0}$ in one coordinate direction.

In the following we show in particular that for $p=1-\sum_{j=1}^{n} \mathrm{x}_{j}^{2}$, i.e., the sphere, $\left(p, \mathcal{T}^{n}, j_{0}, k_{0}\right), j_{0}=1, \ldots, n, k_{0}=2$, is order reducing.

Lemma 2.43: Let $p \in S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right], D \subseteq \mathbb{N}^{n}, j_{0} \in\{1, \ldots, n\}$ and $k_{0} \in \mathbb{N}$, $\alpha_{0}:=k_{0} \mathrm{u}_{j_{0}} \in \mathbb{N}^{n}$, such that the following conditions hold.
(a) $\alpha_{0} \in \operatorname{supp}(p)$.
(b) For all $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}, \gamma_{j_{0}}<k_{0}$.
(c) $D$ is a lower set in $\left(\mathbb{N}^{n}, \leq_{\mathrm{p}}\right)$.
(d) For all $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}$, all $\alpha \in D, \alpha_{j_{0}} \geq k_{0}$ implies $\alpha+\gamma-\alpha_{0} \in D$.

Then $\left(p, D, j_{0}, k_{0}\right)$ is order reducing.
Proof: Without loss of generality let $j_{0}=n$. Let $D^{\prime}:=\left\{\alpha \in D \mid \alpha_{n}<k_{0}\right\}$. We have to show $\left.\overline{\mathrm{x}^{D}} \subseteq \overline{\left\langle\mathrm{x}^{D^{\prime}}\right.}\right\rangle_{A}$. Let $\alpha \in D$ and assume inductively that for all $\beta \in D$ with $\beta_{n}<\alpha_{n}, \overline{\mathrm{x}^{\beta}} \in\left\langle\overline{\mathrm{x}^{D^{\prime}}}\right\rangle_{A}$. If $\alpha_{n}<k_{0}$ then $\alpha \in D^{\prime}$ and $\left.\overline{\mathrm{x}^{\alpha}} \in \overline{\mathrm{x}^{D^{\prime}}} \subseteq \overline{\left\langle\mathrm{x}^{D^{\prime}}\right.}\right\rangle_{A}$. Thus let $\alpha_{n} \geq k_{0}$. Then $\beta:=\alpha-\alpha_{0} \in \mathbb{N}^{n}$ and since $D$ is a lower set, $\beta \in D$. By hypothesis we have $\beta+\gamma=$ $\alpha+\gamma-\alpha_{0} \in D$ for all $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}$, and $(\beta+\gamma)_{n}=\beta_{n}+\gamma_{n}=\alpha_{n}+\gamma_{n}-k_{0}<\alpha_{n}$. Hence, by induction hypothesis, $\left.\overline{\mathrm{x}^{\beta+\gamma}} \in \overline{\left\langle\mathrm{x}^{D^{\prime}}\right.}\right\rangle_{A}$ for all $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}$. Therefore we arrive at

$$
\left.\overline{\mathrm{x}^{\alpha}}=\overline{\mathrm{x}^{\beta}} \cdot \overline{\mathrm{x}^{\alpha_{0}}}=\overline{\mathrm{x}^{\beta}} \cdot\left(-\sum_{\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}} p_{\gamma} \overline{\mathrm{x}^{\gamma}}\right)=-\sum_{\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}} p_{\gamma} \overline{\mathrm{x}^{\beta+\gamma}} \in \overline{\left\langle\mathrm{x}^{D^{\prime}}\right.}\right\rangle_{A} . \quad \text { q.e.d. }
$$

The following theorem provides a family of examples that includes in particular the sphere as order reducing.

Theorem 2.44: Let $p:=1-\sum_{j=1}^{n} \mathrm{x}_{j}^{k_{j}} \in A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ with $k_{j} \in \mathbb{N}$ and let $j_{0} \in$ $\{1, \ldots, n\}$ with $k_{j_{0}}=\max \left\{k_{1}, \ldots, k_{n}\right\} \geq 1$. Then $\left(p, \mathcal{T}^{n}, j_{0}, k_{j_{0}}\right)$ is order reducing. In particular, for all $j_{0} \in\{1, \ldots, n\},\left(1-\sum_{j=1}^{n} \mathrm{x}_{j}^{2}, \mathcal{T}^{n}, j_{0}, 2\right)$ is order reducing.

Proof: Let $k_{0}:=k_{j_{0}}$ and $\alpha_{0}:=k_{0} \mathrm{u}_{j_{0}}$ and let $d \in \mathbb{N}$. We have to show that $\left(p, \mathcal{T}_{d}^{n}, j_{0}, k_{0}\right)$ is order reducing. We go through the conditions (a)-(d) in Lemma 2.43.
(a) Since $k_{j_{0}} \geq 1$ we have $\alpha_{0}=k_{j_{0}} \mathrm{u}_{j_{0}} \in\{0\} \cup\left\{k_{j} \mathrm{u}_{j} \mid k_{j} \geq 1\right\}=\operatorname{supp}(p)$.
(b) Let $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}$. Then $\gamma=0$ or $\gamma=k_{j} u_{j}$ for some $j \neq j_{0}$. In either case, $\gamma_{j_{0}}=0<k_{j_{0}}=k_{0}$.
(c) This holds for any $\star$-filtration $\mathcal{F}$ on $\mathbb{N}^{n}$ induced by a norm $\left\|\|\right.$ on $\mathbb{R}^{n}$ with $\| \mathrm{u}_{j} \| \leq 1$.
(d) Let $\gamma \in \operatorname{supp}(p) \backslash\left\{\alpha_{0}\right\}$ and $\alpha \in \mathcal{T}_{d}^{n}$ with $\alpha_{j_{0}} \geq k_{0}$. Clearly we have $\alpha+\gamma-\alpha_{0} \in \mathbb{N}^{n}$ (this always holds under the premise of condition (d) in Lemma 2.43). If $\gamma=0$, clearly we have $\alpha+\gamma-\alpha_{0}=\alpha-\alpha_{0} \in \mathcal{T}_{d}^{n}$. If $\gamma \neq 0$ then $\gamma=k_{j} u_{j}$ for some $j \neq j_{0}$ and tot $\operatorname{deg}\left(\alpha+\gamma-\alpha_{0}\right)=\operatorname{tot} \operatorname{deg}\left(\alpha+k_{j} \mathrm{u}_{j}-k_{j_{0}} \mathrm{u}_{j_{0}}\right) \leq \operatorname{tot} \operatorname{deg}(\alpha) \leq d$, so $\alpha+\gamma-\alpha_{0} \in \mathcal{T}_{d}^{n}$.
Thus, $\left(p, \mathcal{T}_{d}^{n}, j_{0}, k_{0}\right)$ is order reducing by Lemma 2.43. q.e.d.

### 2.6. A stronger result for the total degree $\boldsymbol{*}$-filtration

In Corollary 2.19 we proved that for an exponential sum $f \in \operatorname{Exp}^{n}(K)$, under a polynomial interpolation condition, we have $\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)=\operatorname{supp}(f)$. As mentioned in Remark 2.18 , one may ask the question if the vanishing ideal $\mathrm{I}(\operatorname{supp}(f))$ is generated by $\operatorname{ker}\left(\mathrm{H}_{\mathcal{F}_{\delta}}(f)\right)$, which is clearly a stronger statement. In this section, we prove that this is the case, over an arbitrary field, if $\mathcal{F}$ is the total degree $\star$-filtration. Complete and gratefully given credit for the arguments to prove the crucial Theorem 2.48 belongs to H. Michael Möller.

Preliminary material from the theory of Gröbner bases that is needed in this section has been collected in Section 1.2.2.

We begin with two statements that will be used in the proof of Theorem 2.48.

Lemma 2.45 (cf. Fassino-Möller [35, Proposition 2]): Let A be an arbitrary ring, let $S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, let $\leq$ be a monomial order on $\mathrm{Mon}^{n}$, $I$ be an ideal in $S$ and $\pi_{I}: S \rightarrow$ $S / I, p \mapsto p+I$, be the canonical epimorphism onto $S / I$. Let $u \in \mathrm{~N}_{\leq}(I)$ and let

$$
M_{u}:=\operatorname{in}_{\leq}\left(\pi_{I}^{-1}[\{u+I\}]\right) \subseteq \operatorname{Mon}^{n} .
$$

Then $u$ is the $\leq$-least element of $M_{u}$.
Proof: Since $u=\operatorname{in}_{\leq}(u)$, it is clear that $u \in M_{u}$. Let $p \in \pi_{I}^{-1}[\{u+I\}]$. We have to show that $u \leq \operatorname{in}_{\leq}(p)$. If $p=u$ we are done, so let $u-p \neq 0, u-p=\sum_{\alpha} c_{\alpha} \mathrm{x}^{\alpha}$ with $c_{\alpha} \in A$. Case 1: For all $\alpha \in \mathbb{N}^{n}, u \neq c_{\alpha} \mathrm{x}^{\alpha}$. Then the coefficient of $u$ in $p=$ $u-\sum_{\alpha} c_{\alpha} \mathrm{x}^{\alpha}$ is non-zero, so $u \leq \operatorname{in}_{\leq}(p)$ and we are done. Case 2: $u=c_{\alpha} \mathrm{x}^{\alpha}$ for some $\alpha \in \mathbb{N}^{n}$. Since $u$ is a monomial, we have $c_{\alpha}=1$ and $u=\mathrm{x}^{\alpha} \leq u^{\prime}:=\operatorname{in}_{\leq}(u-p)$. Since $u \in \mathrm{~N}_{\leq}(I)=\operatorname{Mon}^{n} \backslash \mathrm{in}_{\leq}(I)$ and $u^{\prime} \in \operatorname{in}_{\leq}(I)$, we certainly have $u \neq u^{\prime}$, and thus $u<u^{\prime}=\mathrm{in}_{\leq}\left(u-\sum_{\alpha} c_{\alpha} \mathrm{x}^{\alpha}\right)=\mathrm{in}_{\leq}(p)$. q.e.d.

Lemma 2.46: Let $A$ be an arbitrary ring, $S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, let $\leq$ be a degree compatible monomial order on $\operatorname{Mon}^{n}$, let $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right)$, and $d \in \mathbb{N}$ such that $\operatorname{ev}_{\mathcal{T}_{d}^{n}}^{M_{n}}: S_{\mathcal{T}_{d}^{n}} \rightarrow A^{M}$ is surjective. Then

$$
\mathrm{N}_{\leq}\left(\mathrm{I}_{A}(M)\right) \subseteq S_{\mathcal{T}_{d}^{n}} .
$$

Proof: For brevity, let $I:=\mathrm{I}_{A}(M)$. Let $u \in \mathrm{~N}_{\leq}(I) \subseteq S$ and let $\bar{u}:=u+I \in S / I$ be the image of $u$ in $S / I$. We have to show that tot $\operatorname{deg}(u) \leq d$. Since $\operatorname{ev}_{d}^{M}: S_{d} \rightarrow A^{M}$ is surjective, there is a $p \in S_{d}$ with $\operatorname{ev}^{M}(p)=\operatorname{ev}_{d}^{M}(p)=\operatorname{ev}^{M}(u)$. Since $I=\operatorname{ker}^{\left(e^{M}\right)}$, the map $\operatorname{ev}_{M}^{M}: S / I \rightarrow A^{M}, p+I \mapsto \operatorname{ev}^{M}(p)$, is injective (in fact an isomorphism). By the above we have $\operatorname{ev}_{M}^{M}(\bar{p})=\operatorname{ev}_{M}^{M}(\bar{u})$, hence $\bar{p}=\bar{u}$ in $S / I$, i. e., $p \in \pi_{I}^{-1}[\{u+I\}]$. Since $u$ is the $\leq$-least element of $\mathrm{in}_{\leq}\left[\pi_{I}^{-1}[\{u+I\}]\right]$ by Lemma 2.45 , we have $u \leq p$, and since $\leq$ is degree compatible, we have that $\operatorname{tot} \operatorname{deg}(u) \leq \operatorname{tot} \operatorname{deg}(p) \leq d$.
q.e.d.

Remark 2.47: Under the hypothesis in Lemma 2.46 we always have $\mathrm{I}_{A}(M) \neq\{0\}$, since otherwise Lemma 2.46 would imply $\operatorname{Mon}^{n}=\mathrm{N}_{\leq}\left(\mathrm{I}_{A}(M)\right) \subseteq S_{\mathcal{T}_{d}^{n}}$, which is clearly false (for $n \geq 1$, which we assume throughout) since $\mathrm{x}_{1}^{d+1} \in \operatorname{Mon}^{n} \backslash S_{\mathcal{T}_{d}^{n}}$.

Theorem 2.48: Let $A$ be an arbitrary integral domain, $Q:=\operatorname{Quot}(A)$ be the quotient field of $A$, let $S:=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, and $T:=Q\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$. Let $M \in \mathcal{P}_{\mathrm{f}}\left(A^{n}\right) \backslash\{\emptyset\}$ and $d \in \mathbb{N} \backslash\{0\}$ be such that $\operatorname{ev}_{\mathcal{T}_{d-1}^{n}}^{M}: S_{\mathcal{T}_{d-1}^{n}} \rightarrow A^{M}$ is surjective. Then we have

$$
\left\langle\mathrm{I}_{\mathcal{T}_{d}^{n}}(M)\right\rangle_{T}=\mathrm{I}_{Q}(M) .
$$

Proof: For brevity, let $I:=\mathrm{I}_{Q}(M)$.
The part " $\subseteq$ " of the claim clearly holds, since $\mathrm{I}_{d}(M) \subseteq \mathrm{I}_{A}(M) \subseteq \mathrm{I}_{Q}(M)=I$.
In order to prove the reverse inclusion, we construct a Gröbner basis $G$ of $I$ with $G \subseteq \mathrm{I}_{d}(M)$. To this end, let $\leq$ be a degree compatible monomial order on Mon ${ }^{n}$.

Let $L$ be the partially ordered set $\operatorname{in}_{\leq}(I) \subseteq \operatorname{Mon}^{n}$ with the divisibility relation $\mid$ as partial order. By Dickson's lemma (Lemma 1.2 in the preliminary Section 1.2.2) there
is a finite $\mid$-basis $D$ of $L$, i. e., $D$ is finite, $D \subseteq L$, and for every $u \in L$ there is a $u^{\prime} \in D$ with $u^{\prime} \mid u$. Let (by well-ordering of $(\mathbb{N}, \leq)$ ) $D$ be of least cardinality among all finite $\mid-$ bases of $L$.

We show that $D \subseteq S_{d}$. Let $u \in D$. Assume that $u=1\left(=\mathrm{x}^{0}\right)$. Let $p \in I \backslash$ $\{0\}$ with $\operatorname{in}_{\leq}(p)=u=1$. Since $\leq$ is degree compatible, we have that $\operatorname{tot} \operatorname{deg}(p)=$ $\operatorname{tot} \operatorname{deg}\left(\operatorname{in}_{\leq}(\bar{p})\right)=\operatorname{tot} \operatorname{deg}(u)=\operatorname{tot} \operatorname{deg}(1)=0$, i. e., $p \in A \backslash\{0\}$. Since $p(a)=0$ for $a \in M(\neq \emptyset)$, we have $p=0$. Since $p \neq 0$, this is a contradiction. Therefore $u \neq 1$, that is, $u=\mathrm{x}_{j} u^{\prime}$ for some $j \in\{1, \ldots, n\}$ and $u^{\prime} \in \operatorname{Mon}^{n}$. Assume that $u^{\prime} \in L$. Since $D$ is a $\mid-$ basis of $L$, there is a $u^{\prime \prime} \in D$ with $u^{\prime \prime}\left|u^{\prime}\right| u$. Therefore $D^{\prime}:=D \backslash\{u\}$ is a finite |-basis of $L$ with $\left|D^{\prime}\right|=|D|-1<|D|$, contradicting the choice of $D$. Thus $u^{\prime} \in \operatorname{Mon}^{n} \backslash L=\mathrm{N}_{\leq}(I)$, so by Lemma 2.46 we have $\operatorname{tot} \operatorname{deg}\left(u^{\prime}\right) \leq d-1$, hence $\operatorname{tot} \operatorname{deg}(u)=\operatorname{tot} \operatorname{deg}\left(\mathrm{x}_{j} u^{\prime}\right)=$ tot $\operatorname{deg}\left(u^{\prime}\right)+1 \leq d$, as claimed.

For $u \in D$ let $g_{u} \in I \backslash\{0\}$ with $\operatorname{in}_{\leq}\left(g_{u}\right)=u$. By multiplying with an appropriate element of $A$, we can assume that $g_{u} \in S$. Let

$$
G:=\left\{g_{u} \mid u \in D\right\} .
$$

Then $G$ is finite, $G \subseteq I \backslash\{0\}$, and $\left\langle\operatorname{in}_{\leq}(G)\right\rangle_{T}=\left\langle\mathrm{in}_{\leq}(I)\right\rangle_{T}$, so $G$ is a Gröbner basis of $I$. Therefore it follows that $\langle G\rangle_{T}=I$. Since $\leq$ is degree compatible, we have by the above that $\operatorname{tot} \operatorname{deg}\left(g_{u}\right)=\operatorname{tot} \operatorname{deg}\left(\mathrm{in}_{\leq}\left(g_{u}\right)\right)=\operatorname{tot} \operatorname{deg}(u) \leq d$ for all $u \in D$, and thus we arrive at $G \subseteq \mathrm{I}_{d}(M)$.
q.e.d.

Remark 2.49: It is tempting to attempt to prove a version of Theorem 2.48 for more general "degree functions" deg: $A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right] \rightarrow \mathbb{N}$. A naive approach by transferring the definition literally and considering "deg-compatible" monomial orders works with all arguments unchanged, but does not include the relevant notion of maximal degree, since for $n \geq 2$ there is no "max deg-compatible" monomial order. To see this, let $\leq$ be any monomial order on $\operatorname{Mon}^{n}, n \geq 2$, and w.l.o.g. let $\mathrm{x}_{2} \leq \mathrm{x}_{1}$. Then one has $\mathrm{x}_{2}^{2} \leq \mathrm{x}_{1} \mathrm{x}_{2}$ and $\max \operatorname{deg}\left(\mathrm{x}_{2}^{2}\right)=2 \not \leq 1=\max \operatorname{deg}\left(\mathrm{x}_{1} \mathrm{x}_{2}\right)$.

For the rest of the section, $A$ denotes an integral domain that contains the field $K$ as a subring.

Recall that the spectrum of a ring $A$ is denoted by

$$
\operatorname{Spec}(A):=\{P \subseteq A \mid P \text { prime ideal of } A\},
$$

and for an arbitrary set $I \subseteq S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$,

$$
\mathrm{V}(I):=\{P \in \operatorname{Spec}(S) \mid I \subseteq P\}
$$

denotes the (algebraic) variety of $I$.
The following Corollary 2.50 constitutes a strengthening of Corollary 2.19 and Corollary 2.35 for the total degree case that is based on Theorem 2.48.

Corollary 2.50 (Prony's method for $\operatorname{Exp}^{n}(A)$, total degree version):
Let $Q:=\operatorname{Quot}(A)$ be the quotient field of $A$ and $T:=Q\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$. Then the following holds.
(a) Let $f \in \operatorname{Exp}^{n}(A)$ and $d \in \mathbb{N} \backslash\{0\}$ be such that $\operatorname{ev}_{\mathcal{T}_{d-1}^{n}}^{\operatorname{supp}(f)}: S_{\mathcal{T}_{d-1}^{n}} \rightarrow A^{\operatorname{supp}(f)}$ is surjective. Then we have

$$
\left\langle\operatorname{ker}_{A} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right\rangle_{T}=\mathrm{I}_{Q}(\operatorname{supp}(f))
$$

In particular, we have

$$
\mathrm{V}_{Q}\left(\operatorname{ker}_{A} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right)=\mathrm{V}_{Q}\left(\mathrm{I}_{Q}(\operatorname{supp}(f))\right)=\operatorname{Spec}\left(T_{\operatorname{supp}(f)}\right)
$$

and

$$
\mathrm{Z}_{A}\left(\operatorname{ker}_{A} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right)=\mathrm{Z}_{Q}\left(\operatorname{ker}_{A} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right)=\operatorname{supp}(f)
$$

(b) Let $f \in \mathbb{Z}_{\mathbb{Z}} \operatorname{Exp}^{n}(A)$ and $d \in \mathbb{N} \backslash\{0\}$ be such that $\operatorname{ev}_{\mathcal{T}_{d-1}^{n}}^{\operatorname{supp}(f)}: S_{\mathcal{T}_{d-1}^{n}} \rightarrow A^{\operatorname{supp}(f)}$ is surjective. Then we have

$$
\left\langle\operatorname{ker}_{A} \mathrm{~T}_{\mathcal{T}_{d}^{n}}(f)\right\rangle_{T}=\mathrm{I}_{Q}(\operatorname{supp}(f))
$$

In particular, we have

$$
\mathrm{V}_{Q}\left(\operatorname{ker}_{A} \mathrm{~T}_{\mathcal{T}_{d}^{n}}(f)\right)=\mathrm{V}_{Q}\left(\mathrm{I}_{Q}(\operatorname{supp}(f))\right)=\operatorname{Spec}\left(T_{\operatorname{supp}(f)}\right)
$$

and

$$
\mathrm{Z}_{A}\left(\operatorname{ker}_{A} \mathrm{~T}_{\mathcal{T}_{d}^{n}}(f)\right)=\mathrm{Z}_{Q}\left(\operatorname{ker}_{A} \mathrm{~T}_{\mathcal{T}_{d}^{n}}(f)\right)=\operatorname{supp}(f)
$$

Proof: (a) By Theorem 2.48 we have $\left\langle\mathrm{I}_{d}(\operatorname{supp}(f))\right\rangle_{T}=\mathrm{I}_{Q}(\operatorname{supp}(f))$. Since the evaluation homomorphism in degree $d, \mathrm{ev}_{d}^{\operatorname{supp}(f)}: S_{d} \rightarrow A^{\operatorname{supp}(f)}$, is also surjective, we obtain $\operatorname{ker}_{A}\left(\mathrm{~V}_{d}^{\operatorname{supp}(f)}\right)=\operatorname{ker}_{A}\left(\mathrm{H}_{d}(f)\right)$ by Lemma 2.7 (b).
The second statement is a direct consequence of this.
By the first part we have $\mathrm{Z}_{Q}\left(\operatorname{ker}_{A} \mathrm{H}_{d}(f)\right)=\mathrm{Z}_{Q}\left(\mathrm{I}_{Q}(\operatorname{supp}(f))\right)=\operatorname{supp}(f)$. Since $\operatorname{supp}(f) \subseteq A^{n}$, we have $\operatorname{supp}(f)=A^{n} \cap \mathrm{Z}_{Q}\left(\operatorname{ker}_{A} \mathrm{H}_{d}(f)\right)=\mathrm{Z}_{A}\left(\operatorname{ker}_{A} \mathrm{H}_{d}(f)\right)$.
(b) This follows immediately from Corollary 2.33 and part (a). q.e.d.

REmark 2.51: Note that we have shown in this section that, under the assumption of surjectivity of $\operatorname{ev}_{\mathcal{T}_{d-1}^{n}}^{\operatorname{supp}(f)}$, that $\left\langle\operatorname{ker} \mathrm{H}_{\mathcal{T}_{d}^{n}}(f)\right\rangle_{T}$ is a radical ideal in $T$. This is the difference to the previous sections. If $\left\langle\operatorname{ker} \mathrm{H}_{\mathcal{F}_{d}}(f)\right\rangle_{T}$ is a radical ideal for a general $\star$-filtration $\mathcal{F}$ on $\mathbb{N}^{n}$ or for $\mathcal{F}=\mathcal{M}^{n}$ is not known to the author.

The remainder of this section is devoted to a "relative" version of Corollary 2.50 for exponential sums supported on an algebraic variety.

For $B \subseteq A^{n}$ and a subset $J \subseteq S_{B}$ let

$$
\mathrm{V}_{B}(J):=\left\{Q \in \operatorname{Spec}\left(S_{B}\right) \mid J \subseteq Q\right\}
$$

be the (algebraic) variety relative to $B$ of $J$.
We have the following analogue to Lemma 2.38.

Lemma 2.52: Let $B \subseteq A^{n}$, $M \subseteq B$, and $D \subseteq \mathbb{N}^{n}$. Identifying corresponding prime ideals of $S=A\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ and $S_{B}=S / \mathrm{I}(B)$, we then have

$$
\operatorname{Spec}\left(S_{M}\right)=\mathrm{V}(\mathrm{I}(M)) \subseteq \mathrm{V}_{B}\left(\mathrm{I}_{D, B}(M)\right) \subseteq \mathrm{V}\left(\mathrm{I}_{D}(M)\right)
$$

Proof: The equality $\operatorname{Spec}\left(S_{M}\right)=\mathrm{V}(\mathrm{I}(M))$ is clear by the definitions.
To prove the middle inclusion, let $Q \in \mathrm{~V}(\mathrm{I}(M))$. Then $Q=P / \mathrm{I}(M)$ for some $P \in$ $\operatorname{Spec}(S)$ with $\mathrm{I}(M) \subseteq P$. We have to show that $Q \in \operatorname{Spec}\left(S_{B}\right)$ and $\mathrm{I}_{D, B}(M) \subseteq Q$. Since $M \subseteq B$, we have $\mathrm{I}(B) \subseteq \mathrm{I}(M) \subseteq P$ and therefore $P / \mathrm{I}(B) \in \operatorname{Spec}\left(S_{B}\right)$. Via the embedding $S_{D, B} \hookrightarrow S_{B}, p+\mathrm{I}_{D}(B) \mapsto p+\mathrm{I}(B)$, we have $\mathrm{I}_{D, B}(M) \subseteq \mathrm{I}_{B}(M)=$ $\mathrm{I}(M) / \mathrm{I}(B) \subseteq P / \mathrm{I}(B)$. Identifying $Q=P / \mathrm{I}(M)$ and $P / \mathrm{I}(B)$, we arrive at $Q=P / \mathrm{I}(B) \in$ $\mathrm{V}_{B}\left(\mathrm{I}_{B}(M)\right) \subseteq \mathrm{V}_{B}\left(\mathrm{I}_{D, B}(M)\right)$.

To prove the remaining inclusion, ${ }^{11}$ let $Q \in \mathrm{~V}_{B}\left(\mathrm{I}_{D, B}(M)\right)$. Then $Q=P / \mathrm{I}(B)$ for some $P \in \operatorname{Spec}(S)$ with $\mathrm{I}(B) \subseteq P$. We have to show that $P \in \mathrm{~V}\left(\mathrm{I}_{D}(M)\right)$, i. e., $\mathrm{I}_{D}(M) \subseteq P$. Via the embedding $S_{D, B} \hookrightarrow S_{B}, p+\mathrm{I}_{D}(B) \mapsto p+\mathrm{I}(B), \mathrm{I}_{D}(M) / \mathrm{I}_{D}(B)=\mathrm{I}_{D, B}(M)$ is a subset of $Q=P / \mathrm{I}(B)$. Therefore, $P \in \mathrm{~V}\left(\mathrm{I}_{D}(M)\right)$ follows from the correspondence theorem for submodules of factor modules. q.e.d.

The following corollary is an analogue to Corollary 2.39.
Corollary 2.53: Let $B \subseteq K^{n}$ and $M \in \mathcal{P}_{\mathrm{f}}(B)$. Let $d \in \mathbb{N} \backslash\{0\}$ and $\operatorname{ev}_{\mathcal{T}_{d-1}}^{M}$ be surjective. Let $\mathcal{B}_{d} \subseteq \mathcal{T}_{d}$ be such that $S_{\mathcal{B}_{d}, B}=S_{\mathcal{T}_{d}, B}$. Then we have

$$
\mathrm{V}_{B}\left(\mathrm{I}_{\mathcal{B}_{d}, B}(M)\right)=\operatorname{Spec}\left(S_{M}\right)
$$

Proof: Since $\operatorname{ev}_{\mathcal{T}_{d-1}}^{M}$ is surjective, we have $\left\langle\mathrm{I}_{\mathcal{T}_{d}}(M)\right\rangle_{S}=\mathrm{I}(M)$ by Theorem 2.48. Since $S_{\mathcal{B}_{d}, B}=S_{\mathcal{T}_{d}, B}$, by Remark 2.37 we have $\mathrm{I}_{\mathcal{B}_{d}, B}(M)=\mathrm{I}_{\mathcal{T}_{d}, B}(M)$. Thus, on account of Lemma 2.52 we obtain $\operatorname{Spec}\left(S_{M}\right) \subseteq \mathrm{V}\left(\mathrm{I}_{\mathcal{B}_{d}}(M)\right)=\mathrm{V}\left(\mathrm{I}_{\mathcal{T}_{d}}(M)\right)=\mathrm{V}(\mathrm{I}(M))=$ $\operatorname{Spec}\left(S_{M}\right)$.
q.e.d.

The following Corollary 2.54 constitutes a strengthening of Corollary 2.40 for the total degree case that is based on Theorem 2.48. Again, it comes in Hankel and in Toeplitz versions.

Corollary 2.54 (Prony's method on algebraic varieties, total degree version):
(a) Let $B \subseteq K^{n}$ be a subset and $f \in \operatorname{Exp}_{B}^{n}(K)$. Let $d \in \mathbb{N} \backslash\{0\}$ and $\operatorname{ev}_{\mathcal{T}_{d-1}}^{\operatorname{supp}(f)}$ be surjective. Let $\mathcal{B}_{d} \subseteq \mathcal{T}_{d}$ be such that $S_{\mathcal{B}_{d}, B}=S_{\mathcal{T}_{d}, B}$. Then we have

$$
\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{d}}(f)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right)
$$

(b) Let $B \subseteq \mathrm{U}\left(K^{n}\right)$ be a subset and $f \in{ }_{\mathbb{Z}} \operatorname{Exp}_{B}^{n}(K)$. Let $d \in \mathbb{N} \backslash\{0\}$ and $\operatorname{ev}_{\mathcal{T}_{d-1}}^{\operatorname{supp}(f)}$ be surjective. Let $\mathcal{B}_{d} \subseteq \mathcal{T}_{d}$ be such that $S_{\mathcal{B}_{d}, B}=S_{\mathcal{T}_{d}, B}$. Then we have

$$
\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{d}}(f)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right)
$$

${ }^{11}$ A proof that makes the identification more explicit goes as follows. Let $Q \in \mathrm{~V}_{B}\left(\mathrm{I}_{D, B}(M)\right)$. Then $Q=$ $P / \mathrm{I}(B)$ for some $P \in \operatorname{Spec}(S)$ with $\mathrm{I}(B) \subseteq P$. We have to show that $P \in \mathrm{~V}\left(\mathrm{I}_{D}(M)\right)$, i. e., $\mathrm{I}_{D}(M) \subseteq P$. Let $p \in \mathrm{I}_{D}(M)=\operatorname{ker}\left(\operatorname{ev}_{D}^{M}\right)$. Then we have $\operatorname{ev}_{D, B}^{M}\left(p+\mathrm{I}_{D}(B)\right)=\operatorname{ev}_{B}^{M}(p+\mathrm{I}(B))=\operatorname{ev}^{M}(p)=\operatorname{ev}_{D}^{M}(p)=$ 0 , i. e., $p+\mathrm{I}_{D}(B) \in \operatorname{ker}\left(\operatorname{ev}_{D, B}^{M}\right)=\mathrm{I}_{D, B}(M)$. Therefore $p+\mathrm{I}(B) \in Q=P / \mathrm{I}(B)$. Hence we have $p+\mathrm{I}(B)=q+\mathrm{I}(B)$ for some $q \in P$, so $r:=p-q \in \mathrm{I}(B) \subseteq P$, and thus $p=r+q \in P$. Therefore $\mathrm{I}_{D}(M) \subseteq P$.

Proof: (a) By Lemma 2.7 (b), Remark 2.37, and Corollary 2.53, we have

$$
\begin{aligned}
\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{d}}(f)\right)=\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{~V}_{\mathcal{B}_{d}}^{\operatorname{supp}(f)}\right) & =\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{~V}_{\mathcal{T}_{d}}^{\operatorname{supp}(f)}\right) \\
& =\mathrm{V}_{B}\left(\mathrm{I}_{\mathcal{T}_{d}, B}(\operatorname{supp}(f))\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right) .
\end{aligned}
$$

(b) Since $\operatorname{ev}_{\mathcal{B}_{d}}^{\text {supp }(f)}$ is surjective, by Corollary 2.33 and part (a) we have

$$
\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{d}}(f)\right)=\mathrm{V}_{B}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{d}}\left(f \upharpoonright \mathbb{N}^{n}\right)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}\left(f \mid \mathbb{N}^{n}\right)}\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right) .
$$

### 2.7. An application to formal exponential sums

In this section, we apply the theory previously developed to the formal exponential sums introduced in Example 2.1 (d).

Remark 2.55: Let $\mathcal{F}$ be a $t$ - - -filtration on $\mathbb{N}^{n}$.
(a) For $\delta \in \mathbb{N}^{t}$, let

$$
\mathrm{P}_{\delta}^{n}:=\mathrm{Z} \circ \operatorname{ker}_{K} \circ \mathrm{H}_{\delta}: \operatorname{Exp}^{n}(K) \rightarrow \mathcal{P}\left(K^{n}\right)
$$

Consider the function

$$
\begin{aligned}
\text { supp: } \operatorname{Exp}^{n}(K) & \longrightarrow \mathcal{P}\left(K^{n}\right), \\
f & \longmapsto \operatorname{supp}(f) .
\end{aligned}
$$

Let $M \in \mathcal{P}_{\mathrm{f}}\left(K^{n}\right)$. If $\delta \in(\mathbb{N} \backslash\{0\})^{t}$ and for all $\ell=1, \ldots, t, \operatorname{ev}_{\mathcal{F}_{\delta-u_{\ell}^{t}}^{t}}^{M}: S_{\mathcal{F}_{\delta-u_{\ell}^{t}}^{t}} \rightarrow K^{M}$ is surjective, then

$$
\mathrm{P}_{\delta}^{n} \upharpoonright \operatorname{Exp}_{M}^{n}(K)=\operatorname{supp} \upharpoonright \operatorname{Exp}_{M}^{n}(K) .
$$

This is an immediate consequence of Corollary 2.19.
(b) There is a "non-constructive" version of the above considerations. Let

$$
\begin{aligned}
\mathrm{P}^{n}: \operatorname{Exp}^{n}(K) & \longrightarrow \mathcal{P}\left(K^{n}\right), \\
f & \longmapsto \bigcap_{\delta \in \mathbb{N}^{t}} \mathrm{P}_{\delta}^{n}(f) .
\end{aligned}
$$

We have shown that $\mathrm{P}^{n}=$ supp. The definition of $\mathrm{P}^{n}$ is non-constructive in the sense that there is an intersection over an infinite set involved.

Recall that

$$
\operatorname{FExp}^{n}(K)=\operatorname{Exp}_{B_{n}}^{n}\left(A_{n}\right)=\left\langle\exp _{\mathrm{y}_{i}} \mid i \in \mathbb{N}\right\rangle_{K},
$$

where $A_{n}$ is the $K$-algebra

$$
A_{n}:=K\left[\mathrm{y}_{i, j} \mid i \in \mathbb{N}, j=1, \ldots, n\right]
$$

let $\mathrm{y}_{i}:=\left(\mathrm{y}_{i, 1}, \ldots, \mathrm{y}_{i, n}\right) \in\left(A_{n}\right)^{n}$ for $i \in \mathbb{N}$ and $B_{n}:=\left\{\mathrm{y}_{i} \mid i \in \mathbb{N}\right\} \subseteq\left(A_{n}\right)^{n}$.
Let $r \in \mathbb{N}$, and for pairwise distinct $b_{1}, \ldots, b_{r} \in K^{n}$ let

$$
b:=\left(b_{1,1}, \ldots, b_{1, n}, \ldots, b_{i, 1}, \ldots, b_{i, n}, \ldots, b_{r, 1}, \ldots, b_{r, n}\right) \in K^{r \cdot n}
$$

and let $\mathrm{ev}^{b}: A_{n} \rightarrow K$ be the evaluation homomorphism at $b$, i. e., the unique ring homomorphism $A_{n} \rightarrow K$ with $a \mapsto a$ for $a \in K$ and $\mathrm{y}_{i, j} \mapsto b_{i, j}$ for $i=1, \ldots, r$ and $j=1, \ldots, n$, and $\mathrm{y}_{i, j} \mapsto 0$ for $i>r$ and $j=1, \ldots, n$. For a formal exponential sum $F: \mathbb{N}^{n} \rightarrow A_{n}$ let

$$
\mathrm{ev}^{b}(F):=\mathrm{ev}^{b} \circ F: \mathbb{N}^{n} \rightarrow K
$$

Note that $\operatorname{ev}^{b}(F) \in \operatorname{Exp}^{n}(K)$. For a subset $P \subseteq\left(A_{n}\right)^{n}$ let

$$
\operatorname{ev}^{b}(P):=\operatorname{ev}^{b}[P]=\left\{\operatorname{ev}^{b}(p) \mid p \in P\right\}
$$

Let $\mathcal{F}$ be a $t$ - $\star$-filtration on $\mathbb{N}^{n}$. As in Remark 2.55 (a) let $Q_{n}:=\operatorname{Quot}\left(A_{n}\right)$ be the quotient field of $A_{n}$ and

$$
\begin{aligned}
\mathrm{FP}_{\delta}^{n} & =\mathrm{Z} \circ \operatorname{ker}_{Q} \circ \mathrm{H}_{\delta}: \operatorname{FExp}^{n}(K) \rightarrow \mathcal{P}\left(\left(A_{n}\right)^{n}\right) \\
\mathrm{P}_{\delta}^{n} & =\mathrm{Z} \circ \operatorname{ker}_{K} \circ \mathrm{H}_{\delta}: \operatorname{Exp}^{n}(K) \rightarrow \mathcal{P}\left(K^{n}\right)
\end{aligned}
$$

and as in Remark 2.55 (b) let

$$
\begin{aligned}
\mathrm{FP}^{n}: \operatorname{FExp}^{n}(K) & \longrightarrow \mathcal{P}_{\mathrm{f}}\left(B_{n}\right), \\
F & \longmapsto \bigcap_{\delta \in \mathbb{N}^{t}} \mathrm{FP}_{\delta}^{n}(F),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{P}^{n}: \operatorname{Exp}^{n}(K) & \longrightarrow \mathcal{P}_{\mathrm{f}}\left(K^{n}\right), \\
f & \longmapsto \bigcap_{\delta \in \mathbb{N}^{t}} \mathrm{P}_{\delta}^{n}(f) .
\end{aligned}
$$

REMARK 2.56: (a) Under the assumptions and with the notation above, consider the following diagram.


This diagram is commutative, since for $F=\sum_{i \in N} F_{i} \exp _{y_{i}} \in \operatorname{FExp}^{n}(K), F_{i} \in$ $K \backslash\{0\}, M:=\operatorname{supp}\left(\operatorname{ev}^{b}(F)\right)=\left\{b_{i} \mid i \in N\right\}$, we have

$$
\begin{aligned}
\mathrm{ev}^{b} \circ \mathrm{FP}^{n}(F) & =\mathrm{ev}^{b} \circ \operatorname{supp}(F)=\mathrm{ev}^{b}(\operatorname{supp}(F))=\operatorname{ev}^{b}\left(\left\{\mathrm{y}_{i} \mid i \in N\right\}\right)=\left\{b_{i} \mid i \in N\right\} \\
& =M=\operatorname{supp}\left(\mathrm{ev}^{b}(F)\right)=\mathrm{P}^{n} \circ \operatorname{ev}^{b}(F)
\end{aligned}
$$

(b) With the above notations adapted to the case of $\operatorname{FExp}_{r}^{n}(K)$, consider the following diagram.


This diagram is commutative, since for $F=\sum_{i \in N} F_{i} \exp _{\mathrm{y}_{i}} \in \operatorname{FExp}_{r}^{n}(K), F_{i} \in$ $K \backslash\{0\}, M:=\operatorname{supp}\left(\operatorname{ev}^{b}(F)\right)=\left\{b_{i} \mid i \in N\right\}$, we have

$$
\begin{aligned}
\operatorname{ev}^{b} \circ \mathrm{FP}^{n}(F) & =\operatorname{ev}^{b} \circ \operatorname{supp}(F)=\operatorname{ev}^{b}(\operatorname{supp}(F))=\operatorname{ev}^{b}\left(\left\{\mathrm{y}_{i} \mid i \in N\right\}\right)=\left\{b_{i} \mid i \in N\right\} \\
& =M=\operatorname{supp}\left(\operatorname{ev}^{b}(F)\right)=\mathrm{P}^{n} \circ \operatorname{ev}^{b}(F) .
\end{aligned}
$$

(c) In an attempt to break the above diagrams down into computational steps, one might consider the following diagram.

$$
\begin{aligned}
& \operatorname{FExp}_{r}^{n}(K) \xrightarrow{\mathrm{H}_{\delta}} A_{n, r}^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}} \xrightarrow{\operatorname{ker}_{A_{n, r}}} \mathrm{G}\left(A_{n, r}^{n}\right) \stackrel{{ }^{\wedge}}{\langle \rangle} \mathrm{Id}\left(A_{n, r}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]\right) \stackrel{\mathrm{Z}}{>} \mathcal{P}\left(A_{n, r}{ }_{r}^{n}\right) \\
& \mathrm{ev}^{b} \downarrow \quad \text { (I) } \mathrm{ev}^{b} \downarrow \quad \text { (II) } \downarrow \mathrm{ev}^{b} \quad \text { (III) } \downarrow \mathrm{ev}^{b} \text { (IV) } \quad \mathrm{ev}^{b} \\
& \operatorname{Exp}^{n}(K) \underset{\mathrm{H}_{\delta}}{\longrightarrow} K^{\mathcal{F}_{\delta} \times \mathcal{F}_{\delta}} \underset{\operatorname{ker}_{K}}{\longrightarrow} \mathrm{G}\left(K^{n}\right) \underset{\langle \rangle}{\longrightarrow} \operatorname{Id}\left(K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]\right) \overrightarrow{\mathrm{Z}}^{\mathcal{P}\left(K^{n}\right)}
\end{aligned}
$$

Here $\mathrm{G}\left(A_{n, r}^{n}\right)$ denotes the set of $A_{n, r}$-submodules of $\left(A_{n, r}\right)^{n}, \operatorname{Id}\left(A_{n, r}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]\right)$ the set of ideals of $A_{n, r}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, and we extend the definition of ev ${ }^{b}$ to other domains in nearby ways, e. g. for a polynomial $p=\sum_{\alpha} p_{\alpha} \mathrm{x}^{\alpha} \in A_{n, r}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ let

$$
\operatorname{ev}^{b}(p):=\sum_{\alpha} \operatorname{ev}^{b}\left(p_{\alpha}\right) \mathrm{x}^{\alpha} \in K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right] .
$$

Of course, there is considerable amount of choice in the individual steps. However, it is not clear if the individual subdiagrams are commutative.

## 3. Reconstruction of multivariate exponential sums over $\mathbb{R}$ and $\mathbb{C}$

In the previous chapter we developed a reconstruction theory for multivariate exponential sums over an arbitrary field. The present chapter concerns the case over the fields of real and complex numbers and exponential sums supported on the real sphere resp. the complex torus.

In Section 3.1 we study the case of multivariate exponential sums over the real numbers supported on the real sphere as an application of a theorem of Kunis and the theory developed in Chapter 2. In Section 3.2 we prove a theorem similar to the theorem of Kunis and give a corresponding application to the reconstruction of complex exponential sums supported on the complex torus.

As in the previous chapter, $n \in \mathbb{N} \backslash\{0\}$ always denotes a non-zero natural number.

### 3.1. Exponential sums supported on the real ( $n-1$ )-sphere

Definition: Let

$$
\mathbb{S}^{n-1}:=\mathrm{Z}_{\mathbb{R}}\left(1-\sum_{j=1}^{n} \mathrm{x}_{j}^{2}\right)=\left\{x \in \mathbb{R}^{n} \mid\|x\|_{2}=1\right\} \subseteq \mathbb{R}^{n}
$$

be the (real) ( $n-1$ )-sphere. Furthermore, for $d \in \mathbb{N}$ and with $S:=\mathbb{R}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, let

$$
\mathrm{SH}_{d}^{n}:=S_{\mathcal{T}_{d}, \mathbb{S}^{n-1}}=S_{\mathcal{T}_{d}} / \mathrm{I}_{\mathcal{T}_{d}}\left(\mathbb{S}^{n-1}\right) .
$$

The $\mathbb{R}$-vector space $\mathrm{SH}_{d}^{n}$ is called space of (real) spherical harmonics of degree at most d and its elements are called (real) spherical harmonics (of degree at most d).

As recalled in Remark 1.1 in the preliminary section, $\mathrm{SH}_{d}^{n}$ can be identified with the space of restrictions of polynomial functions $\mathbb{R}^{n} \rightarrow \mathbb{R}$ of total degree at most $d$ to the sphere $\mathbb{S}^{n-1}$. Since $\mathbb{S}^{n-1}$ is by definition the zero locus of the polynomial $p:=$ $1-\sum_{j=1}^{n} \mathrm{x}_{j}^{2} \in S=\mathbb{R}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$, we have that $\left(\mathbb{S}^{n-1}, \mathcal{T}^{n}, j_{0}, 2\right)$ is order reducing by Theorem 2.44. Therefore, the reconstruction problem for $\operatorname{Exp}_{\mathbb{S}^{n-1}}^{n}(\mathbb{R})$ can be solved efficiently by the theory of Chapter 2 .
In the following we apply a criterion for the surjectivity of $\mathrm{ev}_{\mathcal{T}_{d}, \mathbb{S}^{n-1}}^{M}$ in terms of a separation property of $M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{S}^{n-1}\right)$. The following is an appropriate notion of distance on the sphere. Recall that by the Cauchy-Schwarz inequality, for $b, c \in \mathbb{S}^{n-1}$ one has $\langle b, c\rangle \in[-1,1]$, where $\left\rangle: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}\right.$ denotes the euclidean scalar product on $\mathbb{R}^{n}$.

Definition: For $M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{S}^{n-1}\right)$, the spherical separation of $M$ is defined as

$$
\operatorname{sep}_{\mathrm{s}}(M):=\inf \{\arccos (\langle b, c\rangle) \mid b, c \in M, b \neq c\} \in \mathbb{R} \cup\{\infty\},
$$

where $\inf \emptyset=\infty$.
Kunis provided a quantitative analysis of the condition number of the transformation matrix of $\operatorname{ev}_{\mathcal{T}_{d}, \mathbb{S}^{n-1}}^{M}: \mathrm{SH}_{d}^{n} \rightarrow \mathbb{R}^{M}$ for a finite set $M \subseteq \mathbb{S}^{n-1}$ and a specific $\mathbb{R}$-basis of $\mathrm{SH}_{d}^{n}$ in terms of the spherical separation of $M$ [52, Theorem 1]. We will use the following qualitative version that follows from Kunis' theorem. Similar theorems have also been provided in Marzo-Pridhnani [58].

Theorem 3.1 (Polynomial interpolation on the real sphere): Let $n \geq 2$ and $M \in$ $\mathcal{P}_{\mathrm{f}}\left(\mathbb{S}^{n-1}\right)$. If $d \in \mathbb{N}$ is such that

$$
d>\frac{5 \pi n}{2 \operatorname{sep}_{\mathrm{s}}(M)}
$$

then $\operatorname{ev}_{\mathcal{T}_{d}, \mathbb{S}^{n-1}}^{M}: \mathrm{SH}_{d}^{n} \rightarrow \mathbb{R}^{M}$ is surjective.
Combining Theorem 3.1 with results from Chapter 2 yields the following corollary. Part (b) is the Toeplitz version of part (a) for exponential sums supported on $\mathbb{S}^{n-1} \cap$ $(\mathbb{R} \backslash\{0\})^{n}$.

Corollary 3.2: Let $n \geq 2$ and for $d \in \mathbb{N}$ let $\mathcal{B}_{d} \subseteq \mathcal{T}_{d}$ be such that

$$
\overline{\mathrm{x}^{\mathcal{B}_{d}}}:=\left\{\mathrm{x}^{\alpha}+\mathrm{I}_{d}\left(\mathbb{S}^{n-1}\right) \mid \alpha \in \mathcal{B}_{d}\right\}
$$

generates $\mathrm{SH}_{d}^{n}$. Then the following holds.
(a) Let $f \in \operatorname{Exp}_{\mathbb{S}^{n-1}}^{n}(\mathbb{R})$ and $d \in \mathbb{N}$ such that

$$
d>\frac{5 \pi n}{2 \operatorname{sep}_{\mathrm{s}}(\operatorname{supp}(f))}+1
$$

Then we have

$$
\mathrm{V}_{\mathbb{S}^{n-1}}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{d}}(f)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right)
$$

and

$$
\mathrm{Z}_{\mathbb{S}^{n-1}}\left(\operatorname{ker} \mathrm{H}_{\mathcal{B}_{d}}(f)\right)=\operatorname{supp}(f) .
$$

(b) Let $f \in \mathbb{Z}_{\mathbb{Z}} \operatorname{Exp}_{\mathbb{S}^{n-1}}^{n}(\mathbb{R})$ and $d \in \mathbb{N}$ such that

$$
d>\frac{5 \pi n}{2 \operatorname{sep}_{\mathrm{s}}(\operatorname{supp}(f))}+1 .
$$

Then we have

$$
\mathrm{V}_{\mathbb{S}^{n-1}}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{d}}(f)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}(f)}\right)
$$

and

$$
\mathrm{Z}_{\mathbb{S}^{n-1}}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{B}_{d}}(f)\right)=\operatorname{supp}(f) .
$$

For any $j_{0} \in\{1, \ldots, n\}$, the choice $\mathcal{B}_{d}=\left\{\alpha \in \mathcal{T}_{d} \mid \alpha_{j_{0}}<2\right\}$ works.
Proof: These are immediate consequences of Theorem 3.1, Corollary 2.54, and Theorem 2.44.
q.e.d.

Theorem 3.1 has the following corollary.
Corollary 3.3: Let $M \in \prod_{n \geq 2} \mathcal{P}_{\mathrm{f}}\left(\mathbb{S}^{n-1}\right)$ such that there is a $q \in \mathbb{R}$ with

$$
0<q<\operatorname{sep}_{\mathbf{s}}\left(M_{n}\right) \text { for all } n \geq 2,
$$

and for $n \geq 2$ let

$$
d_{n}:=\min \left\{d \in \mathbb{N} \mid \mathrm{ev}_{\mathbb{S}^{n}-1, d}^{M_{n}}: \mathrm{SH}_{d}^{n} \rightarrow \mathbb{R}^{M_{n}} \text { is surjective }\right\} .
$$

Then we have $d_{n} \in \mathrm{O}(n)$.
Proof: By Theorem 3.1, $\operatorname{ev}_{\mathbb{S}^{n}-1, e_{n}}^{M_{n}}$ is surjective for $e_{n}:=\left\lceil\frac{5 \pi n}{2 q}\right\rceil$. Thus $d_{n} \leq e_{n}$ for all $n \geq 2$, and hence $d_{n} \in \mathrm{O}\left(e_{n}\right)=\mathrm{O}(n)$.
q.e.d.

Corollary 3.4: Let $f \in \prod_{n \geq 2} \operatorname{Exp}_{\mathbb{S}^{n-1}}^{n}(\mathbb{R})$ such that there is a $q \in \mathbb{R}$ with

$$
0<q<\operatorname{sep}_{\mathrm{s}}\left(\operatorname{supp}\left(f_{n}\right)\right) \text { for all } n \geq 2
$$

and for $n \geq 2$ let

$$
d_{n}:=\min \left\{d \in \mathbb{N} \mid \mathrm{V}_{\mathbb{S}^{n-1}}\left(\operatorname{ker} \mathrm{H}_{\mathcal{T}_{d}}\left(f_{n}\right)\right)=\operatorname{Spec}\left(S_{\operatorname{supp}\left(f_{n}\right)}\right)\right\} .
$$

Then we have $d_{n} \in \mathrm{O}(n)$.
Proof: This follows immediately from Corollary 3.2 and Corollary 3.3 . q.e.d.

### 3.2. Exponential sums supported on the complex $n$-torus

In this section we prove a theorem similar to Theorem 3.1 and apply it to the reconstruction problem for exponential sums. We prove the following technical lemma in order to state a slightly weakened form in Theorem 3.6 afterwards.

Lemma 3.5: Let $n, p \in \mathbb{N} \backslash\{0\}$, $p$ even, let

$$
c_{p}:=\left(\frac{\Gamma\left(\frac{p}{2}+1\right) \cdot \Gamma\left(p+\frac{3}{2}\right)}{\pi^{p} \cdot \Gamma\left(\frac{p+3}{2}\right)}\right)^{1 / p} \in \mathbb{R}^{>0}
$$

where $\Gamma$ denotes the gamma function (cf. Section 1.3), and let $d, q \in \mathbb{R}^{>0}$ with

$$
d>\frac{c_{p}}{q} \cdot \sqrt[p]{n}
$$

Then there is a function $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with the following properties.
(a) $\operatorname{supp}(\psi) \subseteq \widetilde{\mathrm{B}}_{q}^{\| \| \|_{\infty}}(0)$.
(b) The Fourier transform $\mathcal{F}_{n}(\psi): \mathbb{R}^{n} \rightarrow \mathbb{R}$ of $\psi$ exists.
(c) $\mathcal{F}_{n}(\psi)$ is bounded.
(d) $\mathcal{F}_{n}(\psi)(v) \geq 0$ for all $v \in \mathbb{R}^{n}$ with $\|v\|_{p} \leq d$.
(e) $\mathcal{F}_{n}(\psi)(v) \leq 0$ for all $v \in \mathbb{R}^{n}$ with $\|v\|_{p}>d$.
(f) $\psi(0)>0$.

Proof: Let $r:=p / 2 \in \mathbb{N}$ and let

$$
\begin{array}{rl}
\varphi_{r}: \mathbb{R} & \longrightarrow \mathbb{R} \\
x & x \longmapsto \begin{cases}\left(1-\left(\frac{2 x}{q}\right)^{2}\right)^{r} & \text { if } x \in]-\frac{q}{2}, \frac{q}{2}[ \\
0 & \text { otherwise. }\end{cases}
\end{array}
$$

Clearly we have $\varphi_{r} \in \mathrm{~L}_{\text {loc }}^{1}(\mathbb{R})$. We claim that $h_{r} \in \mathrm{~L}_{\text {loc }}^{1}(\mathbb{R})$ defined by

$$
\begin{aligned}
h_{r}: \mathbb{R} & \longrightarrow \mathbb{R}, \\
x & \qquad \begin{cases}(-1)^{r} q^{-r} 4^{r} r!\cdot \mathrm{P}_{r}\left(\frac{2 x}{q}\right) & \text { if } x \in]-\frac{q}{2}, \frac{q}{2}[, \\
0 & \text { otherwise },\end{cases}
\end{aligned}
$$

where $\mathrm{P}_{r}$ denotes the $r$-th Legendre polynomial, normalized such that $\mathrm{P}_{r}(1)=1$, is an $r$-th weak derivative of $\varphi_{r}$ (cf. Section 1.3 or Jost [48, Chapter V, Section 20]). For this we have to show that

$$
\int_{\mathbb{R}} t \cdot h_{r}=(-1)^{r} \int_{\mathbb{R}} \varphi_{r} \cdot \partial^{r}(t)
$$

for all $t \in \mathrm{C}_{0}^{r}(\mathbb{R})$. Let $t \in \mathrm{C}_{0}^{r}(\mathbb{R})$. Then we have

$$
\begin{aligned}
&(-1)^{r} \int_{\mathbb{R}} \varphi_{r} \cdot \partial^{r}(t)=(-1)^{r} \int_{]-\frac{q}{2}, \frac{q}{2}[ } \varphi_{r} \cdot \partial^{r}(t) \\
& \text { integration by parts }(-1)^{r}(\underbrace{\varphi_{r}\left(\frac{q}{2}\right) \cdot \partial^{r-1}(t)\left(\frac{q}{2}\right)-\varphi_{r}\left(-\frac{q}{2}\right) \cdot \partial^{r-1}(t)\left(-\frac{q}{2}\right)}_{=0}) \\
&-(-1)^{r} \int_{]-\frac{q}{2}, \frac{q}{2}[ } \frac{\partial}{\partial x} \varphi_{r}(x) \cdot \frac{\partial^{r-1}}{\partial x^{r-1}} t(x) \mathrm{d} x \\
&= \cdots=(-1)^{2 r} \int_{]-\frac{q}{2}, \frac{q}{2}[ } \frac{\partial^{r}}{\partial x^{r}} \varphi_{r}(x) \cdot t(x) \mathrm{d} x \\
& \text { chain rule }\left._{=}^{=}\left(\frac{2}{q}\right)^{r} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ } \frac{\partial^{r}}{\partial y^{r}}\right|_{y=\frac{2 x}{q}}\left(\left(1-y^{2}\right)^{r}\right) \cdot t(x) \mathrm{d} x
\end{aligned}
$$

$$
\left.\begin{array}{l}
\quad=\left.\left(-\frac{2}{q}\right)^{r} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ } \frac{\partial^{r}}{\partial y^{r}}\right|_{y=\frac{2 x}{q}}\left(\left(y^{2}-1\right)^{r}\right) \cdot t(x) \mathrm{d} x \\
\text { Rodrigues } \\
\text { Section } 1.3
\end{array}\left(-\frac{2}{q}\right)^{r} 2^{r} r!\cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ } \mathrm{P}_{r}\left(\frac{2 x}{q}\right) \cdot t(x) \mathrm{d} x\right)
$$

proving the claim.
Let

$$
\begin{aligned}
\psi_{r}: \mathbb{R}^{n} & \longrightarrow \mathbb{R} \\
x & \longmapsto(2 \pi d)^{p} \cdot \bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)(x)-(-1)^{r} \sum_{k=1}^{n} \frac{\partial^{p}}{\partial x_{k}^{p}} \bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)(x)
\end{aligned}
$$

We show that $\psi=\psi_{r}$ has the desired properties.
Clearly,

$$
\operatorname{supp}\left(\varphi_{r}\right)=\operatorname{supp}\left(h_{r}\right)=\left[-\frac{q}{2}, \frac{q}{2}\right]
$$

which implies

$$
\operatorname{supp}\left(\varphi_{r} * \varphi_{r}\right), \operatorname{supp}\left(h_{r} * h_{r}\right) \subseteq \overline{\left[-\frac{q}{2}, \frac{q}{2}\right]+\left[-\frac{q}{2}, \frac{q}{2}\right]^{\|}=\overline{[-q, q]}}{ }^{\|}=[-q, q]
$$

and thus

$$
\operatorname{supp}\left(\psi_{r}\right) \subseteq[-q, q]^{n}=\widetilde{\mathrm{B}}_{q}^{\| \|_{\infty}(0)}
$$

i. e., $\psi_{r}$ fulfills property (a).

Clearly we have $\psi_{r} \in \mathrm{~L}^{1}\left(\mathbb{R}^{n}\right)$, hence the Fourier transform $\mathcal{F}_{n}\left(\psi_{r}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}$ of $\psi_{r}$ exists, i. e., $\psi_{r}$ fulfills property (b).

We show that $\psi_{r}$ satisfies property (c). Let $\mathcal{F}_{1}\left(\varphi_{r}\right)$ denote the Fourier transform of $\varphi_{r}$. Since the total variation of the $r$-th weak derivative $h_{r}$ of $\varphi_{r}$ is finite, there is a $c \in \mathbb{R}^{>0}$ such that $\left|\mathcal{F}_{1}\left(\varphi_{r}\right)(v)\right| \leq c \cdot(1+|v|)^{-(r+1)}$ for all $v \in \mathbb{R}$. Note that for all $v \in \mathbb{R}^{n}$ we have

$$
\begin{aligned}
\mathcal{F}_{n}\left(\psi_{r}\right)(v) & =(2 \pi d)^{p} \cdot \mathcal{F}_{n}\left(\bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)\right)(v)-(-1)^{r} \sum_{k=1}^{n} \mathcal{F}_{n}\left(\frac{\partial^{p}}{\partial v_{k}} \bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)\right)(v) \\
& =(2 \pi d)^{p} \cdot \mathcal{F}_{n}\left(\bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)\right)(v)-(-1)^{r} \sum_{k=1}^{n}\left(2 \pi \mathrm{i} v_{k}\right)^{p} \bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r} * \varphi_{r}\right)(v) \\
& =(2 \pi d)^{p} \cdot \bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r} * \varphi_{r}\right)(v)-(-1)^{r} \sum_{k=1}^{n}\left(2 \pi \mathrm{i} v_{k}\right)^{p} \bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r} * \varphi_{r}\right)(v) \\
& =(2 \pi d)^{p} \cdot\left(\left(\bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r}\right)\right)(v)\right)^{2}-(-1)^{r}\left(\sum_{k=1}^{n}\left(2 \pi \mathrm{i} v_{k}\right)^{p}\right)\left(\left(\bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r}\right)\right)(v)\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\left((2 \pi d)^{p}-(-1)^{r} \sum_{k=1}^{n}\left(2 \pi \mathrm{i} v_{k}\right)^{p}\right) \cdot\left(\left(\bigotimes_{j=1}^{n} \mathcal{F}_{1}\left(\varphi_{r}\right)\right)(v)\right)^{2} \\
& =\left((2 \pi d)^{p}-(-1)^{r}\left(2 \pi \mathrm{i}\|v\|_{p}\right)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2} \\
& =\left((2 \pi d)^{p}-\left(2 \pi\|v\|_{p}\right)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2}
\end{aligned}
$$

so $\mathcal{F}_{n}\left(\psi_{r}\right)$ is clearly bounded, i. e., $\psi_{r}$ fulfills property (c).
Let $v \in \widetilde{\mathrm{~B}}_{d}^{\| \|_{p}}(0)$. Then, by the above,

$$
\begin{aligned}
\mathcal{F}_{n}\left(\psi_{r}\right)(v) & =\left((2 \pi d)^{p}-\left(2 \pi\|v\|_{p}\right)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2} \\
& \geq\left((2 \pi d)^{p}-(2 \pi d)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2}=0
\end{aligned}
$$

i. e., $\psi_{r}$ fulfills property (d).

If $v \in \mathbb{R}^{n} \backslash \widetilde{\mathrm{~B}}_{d}^{\| \| \|_{p}}(0)$, then

$$
\begin{aligned}
\mathcal{F}_{n}\left(\psi_{r}\right)(v) & =\left((2 \pi d)^{p}-\left(2 \pi\|v\|_{p}\right)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2} \\
& \leq\left((2 \pi d)^{p}-(2 \pi d)^{p}\right) \cdot \prod_{j=1}^{n}\left(\mathcal{F}_{1}\left(\varphi_{r}\right)\left(v_{j}\right)\right)^{2}=0
\end{aligned}
$$

i. e., $\psi_{r}$ fulfills property (e).

It remains to show that $\psi_{r}$ fulfills property (f). Note that, with B denoting the beta function (cf. Section 1.3),

$$
\begin{aligned}
& \varphi_{r} * \varphi_{r}(0)=\int_{\mathbb{R}} \varphi_{r}(t) \varphi_{r}(-t) \mathrm{d} t=\int_{]-\frac{q}{2}, \frac{q}{2}[ } \varphi_{r}(t) \varphi_{r}(-t) \mathrm{d} t \\
&=\int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(1-\left(\frac{2 t}{q}\right)^{2}\right)^{r}\left(1-\left(\frac{-2 t}{q}\right)^{2}\right)^{r} \mathrm{~d} t=\int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(1-\left(\frac{2 t}{q}\right)^{2}\right)^{2 r} \mathrm{~d} t \\
&=\int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(1-\left(\frac{2 t}{q}\right)^{2}\right)^{p} \mathrm{~d} t=\frac{q}{2} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(1-\left(\frac{2 t}{q}\right)^{2}\right)^{p} \cdot \frac{2}{q} \mathrm{~d} t \\
&=\frac{q}{2} \cdot \int_{]-1,1[ }\left(1-t^{2}\right)^{p} \mathrm{~d} t \\
&=\frac{q}{2} \cdot 2 \cdot \int_{] 0,1[ }\left(1-t^{2}\right)^{p} \mathrm{~d} t \\
& \text { substitution } \frac{q}{=} \cdot 2 \cdot \int_{] 0,1[ }(1-t)^{p} \cdot \frac{1}{2} t^{-1 / 2} \mathrm{~d} t \\
& t \mapsto \sqrt{t} \\
&=\frac{q}{2} \cdot \int_{] 0,1[ } t^{-1 / 2}(1-t)^{p} \mathrm{~d} t
\end{aligned}
$$

$$
\begin{gathered}
\quad=\frac{q}{2} \cdot \mathrm{~B}\left(\frac{1}{2}, p+1\right) \\
\stackrel{\text { Theorem }}{=} .3(\mathrm{e}) \\
\frac{q}{2} \cdot \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(p+1)}{\Gamma\left(\frac{1}{2}+p+q\right)}
\end{gathered}
$$

$\stackrel{\text { Theorem }}{=} 1.3(\mathrm{a}) \frac{q \sqrt{\pi} p!}{1 .}$
Theorem 1.3 (b) $\overline{2 \Gamma\left(p+\frac{3}{2}\right)}$.
Further note that

$$
\begin{aligned}
h_{r} * h_{r}(0) & =\int_{\mathbb{R}} h_{r}(t) h_{r}(-t) \mathrm{d} t \\
& =(-1)^{2 r} q^{-2 r} 4^{2 r}(r!)^{2} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ } \mathrm{P}_{r}\left(\frac{2 t}{q}\right) \cdot \mathrm{P}_{r}\left(-\frac{2 t}{q}\right) \mathrm{d} t \\
& =\left(\frac{4}{q}\right)^{p}(r!)^{2} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ } \mathrm{P}_{r}\left(\frac{2 t}{q}\right) \cdot \mathrm{P}_{r}\left(-\frac{2 t}{q}\right) \mathrm{d} t \\
& =(-1)^{r}\left(\frac{4}{q}\right)^{p}(r!)^{2} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(\mathrm{P}_{r}\left(\frac{2 t}{q}\right)\right)^{2} \mathrm{~d} t \\
& =(-1)^{r}\left(\frac{4}{q}\right)^{p}(r!)^{2} \cdot \frac{q}{2} \cdot \int_{]-\frac{q}{2}, \frac{q}{2}[ }\left(\mathrm{P}_{r}\left(\frac{2 t}{q}\right)\right)^{2} \cdot \frac{2}{q} \mathrm{~d} t \\
& =(-1)^{r}\left(\frac{4}{q}\right)^{p}(r!)^{2} \cdot \frac{q}{2} \cdot \int_{]-1,1[ }\left(\mathrm{P}_{r}(t)\right)^{2} \mathrm{~d} t \\
& =(-1)^{r}\left(\frac{4}{q}\right)^{p}(r!)^{2} \cdot \frac{q}{2} \cdot \frac{2}{2 r+1} \\
& =(-1)^{r} \cdot \frac{4^{p}(r!)^{2}}{(p+1) q^{p-1}} .
\end{aligned}
$$

Observe that by the Legendre duplication formula (Theorem 1.3 (d)) we have

$$
\Gamma(p+2)=\Gamma(2 \cdot(r+1))=\frac{2^{p+1}}{\sqrt{\pi}} \cdot \Gamma(r+1) \Gamma\left(r+\frac{3}{2}\right) .
$$

Since, by hypothesis, we have

$$
d q>c_{p} \cdot \sqrt[p]{n}
$$

we get

$$
\begin{aligned}
& 1<\frac{(d q)^{p}}{n \cdot c_{p}^{p}}=\frac{(d q)^{p} \cdot \pi^{p} \cdot \Gamma\left(\frac{p+3}{2}\right)}{n \cdot \Gamma(r+1) \cdot \Gamma\left(p+\frac{3}{2}\right)}=\frac{(d q)^{p} \cdot \pi^{p+1 / 2} \cdot 2^{p+1} \cdot \Gamma(r+1) \cdot \Gamma\left(r+\frac{3}{2}\right)}{n \cdot \sqrt{\pi} \cdot 2^{p+1} \cdot(r!)^{2} \cdot \Gamma\left(p+\frac{3}{2}\right)} \\
& \stackrel{\text { Legendre }}{=} \frac{(d q)^{p} \cdot \pi^{p+1 / 2} \cdot \Gamma(p+2)}{n \cdot 2^{p+1} \cdot(r!)^{2} \cdot \Gamma\left(p+\frac{3}{2}\right)}=\frac{(2 \pi d q)^{p} \cdot \sqrt{\pi} \cdot(p+1)!}{n \cdot 4^{p} \cdot(r!)^{2} \cdot 2 \Gamma\left(p+\frac{3}{2}\right)},
\end{aligned}
$$

hence

$$
(2 \pi d)^{p} \cdot \frac{q \sqrt{\pi} p!}{2 \Gamma\left(p+\frac{3}{2}\right)}-\frac{n \cdot 4^{p} \cdot(r!)^{2}}{(p+1) q^{p-1}}>0 .
$$

Therefore we obtain

$$
\begin{aligned}
\psi_{r}(0)= & (2 \pi d)^{p} \cdot \bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)(0)-(-1)^{r} \sum_{k=1}^{n} \frac{\partial^{p}}{\partial x_{k \mid x_{k}=0}^{p}} \bigotimes_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)(x) \\
= & (2 \pi d)^{p} \cdot \prod_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)(0)-(-1)^{r} \sum_{k=1}^{n} \frac{\partial^{p}}{\partial x_{k \mid x_{k}=0}^{p}} \prod_{j=1}^{n}\left(\varphi_{r} * \varphi_{r}\right)\left(x_{k}\right) \\
= & (2 \pi d)^{p} \cdot\left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n}-\left.(-1)^{r}\left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n-1} \cdot \sum_{k=1}^{n} \frac{\partial^{p}}{\partial x_{k}^{p}}\right|_{x_{k}=0}\left(\varphi_{r} * \varphi_{r}\right)\left(x_{k}\right) \\
= & \left((2 \pi d)^{p} \cdot\left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n}\right. \\
& \left.-(-1)^{r}\left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n-1} \cdot \sum_{k=1}^{n} \frac{\partial^{r}}{\partial x_{k}^{r} \mid x_{k}=0} \varphi_{r}\left(x_{k}\right) * \frac{\partial^{r}}{\partial x_{k}^{r}} \varphi_{k}\left(x_{k}\right)\right) \\
= & \left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n-1} \cdot\left((2 \pi d)^{p} \cdot\left(\varphi_{r} * \varphi_{r}\right)(0)-(-1)^{r} \cdot \sum_{k=1}^{n}\left(h_{r} * h_{r}\right)(0)\right) \\
= & \left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n-1} \cdot\left((2 \pi d)^{p} \cdot\left(\varphi_{r} * \varphi_{r}\right)(0)-(-1)^{r} \cdot n \cdot\left(h_{r} * h_{r}\right)(0)\right) \\
= & \underbrace{\left(\left(\varphi_{r} * \varphi_{r}\right)(0)\right)^{n-1}}_{>0, \text { see above }} \cdot \underbrace{\left((2 \pi d)^{p} \cdot \frac{q \sqrt{\pi} p!}{2 \Gamma\left(p+\frac{3}{2}\right)}-\frac{n \cdot 4^{p} \cdot(r!)^{2}}{(p+1) q^{p-1}}\right)}_{>0, \text { see above }} \\
> & 0,
\end{aligned}
$$

that is, $\psi$ fulfills property (f). Thus $\psi=\psi_{r}$ works, and the proof is done.
q.e.d.

Theorem 3.6: Let $n, p \in \mathbb{N} \backslash\{0\}$, $p$ even, and let $d, q \in \mathbb{R}^{>0}$ with

$$
d>\frac{2 p+3}{\mathrm{e} \pi q} \cdot \sqrt[p]{n}
$$

Then there is a function $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with the properties (a)-(f) from Lemma 3.5.
Proof: By Lemma 3.5 it is sufficient to show that

$$
c_{p}:=\left(\frac{\Gamma\left(\frac{p}{2}+1\right) \cdot \Gamma\left(p+\frac{3}{2}\right)}{\pi^{p} \cdot \Gamma\left(\frac{p+3}{2}\right)}\right)^{1 / p} \leq \frac{2 p+3}{\mathrm{e} \pi}
$$

By Stirling's approximation formula (Theorem 1.3 (c)) we have

$$
\begin{aligned}
\Gamma\left(\frac{2 p+3}{2}\right) & \leq \sqrt{\frac{4 \pi}{2 p+3}} \cdot\left(\frac{2 p+3}{2 \mathrm{e}}\right)^{(2 p+3) / 2} \cdot \mathrm{e}^{2 /(12(2 p+3))} \\
& \leq \sqrt{\frac{4 \pi}{2 p+3}} \cdot\left(\frac{2 p+3}{2 \mathrm{e}}\right)^{(2 p+3) / 2} \cdot \mathrm{e}^{1 / 18} \\
& =\left(\frac{2 p+3}{\mathrm{e}}\right)^{p} \cdot \frac{1}{2^{p}} \cdot\left(\frac{(2 p+3)}{2 \mathrm{e}}\right)^{3 / 2} \cdot\left(\frac{4 \pi}{2 p+3}\right)^{1 / 2} \cdot \mathrm{e}^{1 / 18} \\
& =\left(\frac{2 p+3}{\mathrm{e}}\right)^{p} \cdot \frac{(2 p+3) \cdot \sqrt{\pi} \cdot \mathrm{e}^{1 / 18}}{2^{p-1} \cdot(2 \mathrm{e})^{3 / 2}}
\end{aligned}
$$

and we claim that

$$
\frac{(2 p+3) \cdot \sqrt{\pi} \cdot \mathrm{e}^{1 / 18}}{2^{p-1} \cdot(2 \mathrm{e})^{3 / 2}} \leq 1
$$

To prove this, it is sufficient to consider the case $p=2$. Using the estimates

$$
\begin{aligned}
\sqrt{\pi} & \leq 2 \\
\mathrm{e}^{1 / 18} & \leq \frac{11}{10} \quad\left(\text { since }\left(\frac{11}{10}\right)^{18}=\frac{5559917313492231481}{1000000000000000000} \geq 5 \geq \mathrm{e}\right) \\
(2 \mathrm{e})^{3 / 2} & \geq 5^{3 / 2}=5 \cdot \sqrt{5} \geq 5 \cdot 2=10
\end{aligned}
$$

one obtains

$$
\frac{(2 \cdot 2+3) \cdot \sqrt{\pi} \cdot \mathrm{e}^{1 / 18}}{2^{1} \cdot(2 \mathrm{e})^{3 / 2}} \leq \frac{7 \cdot 2 \cdot \frac{11}{10}}{2 \cdot 10}=\frac{7 \cdot 11}{10 \cdot 10}=\frac{77}{100} \leq 1
$$

Therefore, for arbitrary $p$,

$$
\Gamma\left(\frac{2 p+3}{2}\right) \leq\left(\frac{2 p+3}{\mathrm{e}}\right)^{p}
$$

and thus

$$
\begin{aligned}
c_{p}=\left(\frac{\Gamma\left(\frac{p}{2}+1\right) \cdot \Gamma\left(p+\frac{3}{2}\right)}{\pi^{p} \cdot \Gamma\left(\frac{p+3}{2}\right)}\right)^{1 / p} & \leq\left(\frac{\Gamma\left(\frac{p}{2}+1\right) \cdot(2 p+3)^{p}}{(\mathrm{e} \pi)^{p} \cdot \Gamma\left(\frac{p+3}{2}\right)}\right)^{1 / p} \\
& =\frac{2 p+3}{\mathrm{e} \pi} \cdot \underbrace{\left(\frac{\Gamma\left(\frac{p+2}{2}\right)}{\Gamma\left(\frac{p+3}{2}\right)}\right)^{1 / p}}_{\leq 1} \\
& \leq \frac{2 p+3}{\mathrm{e} \pi}
\end{aligned}
$$

and the proof is done. q.e.d.

In this context, the distance on the $n$-torus $\mathbb{T}^{n} \subseteq \mathbb{C}^{n}$ is measured not by the metric induced by $\left(\mathbb{C}^{n},\| \|\right)$, but instead by the metric introduced in the following definition.

Definition: Let

$$
\begin{aligned}
\mathrm{w}_{1}: \mathbb{T}^{1} \times \mathbb{T}^{1} & \longrightarrow \mathbb{R}^{\geq 0} \\
(b, c) & \longmapsto \min \left\{\left.\left|\frac{1}{2 \pi}(\arg (b)-\arg (c))+\alpha\right| \right\rvert\, \alpha \in \mathbb{Z}\right\}
\end{aligned}
$$

and more generally for $n \in \mathbb{N}$,

$$
\begin{aligned}
\mathrm{w}_{n}: \mathbb{T}^{n} \times \mathbb{T}^{n} & \longrightarrow \mathbb{R}^{\geq 0} \\
(b, c) & \longmapsto \max \left\{\mathrm{w}_{1}\left(b_{j}, c_{j}\right) \mid j=1, \ldots, n\right\}
\end{aligned}
$$

$\mathrm{w}_{n}$ is called wrap-around metric on $\mathbb{T}^{n}$.

REMARK 3.7: (a) $\left(\mathbb{T}^{n}, \mathrm{w}_{n}\right)$ is a metric space.
(b) Let $\tau_{\mathrm{w}_{n}}$ be the topology on $\mathbb{T}^{n}$ induced by $\mathrm{w}_{n}$ and let $\tau_{\mathrm{s}}$ be the subspace topology on $\mathbb{T}^{n}$ induced by $\left(\mathbb{C}^{n},\| \|\right)$. Then the identity id: $\left(\mathbb{T}^{n}, \tau_{\mathrm{s}}\right) \rightarrow\left(\mathbb{T}^{n}, \tau_{\mathrm{w}_{n}}\right)$ is a homeomorphism. In particular, $\left(\mathbb{T}^{n}, \mathrm{w}_{n}\right)$ is compact.

Definition: Let $M \subseteq \mathbb{T}^{n}$. The toroidal separation of $M$ is defined as

$$
\operatorname{sep}_{\mathrm{t}}(M):=\inf \left\{\mathrm{w}_{n}(b, c) \mid b, c \in M, b \neq c\right\} \in \mathbb{R}^{\geq 0} \cup\{\infty\}
$$

where $\inf \emptyset=\infty$.
REmARK 3.8: (a) Let $M \subseteq \mathbb{T}^{n}$. Then the following are equivalent.
(i) $|M| \leq 1$.
(ii) $\operatorname{sep}_{\mathrm{t}}(M)=\infty$.

Indeed, if $|M| \leq 1$, then $\operatorname{sep}_{\mathrm{t}}(M)=\inf \emptyset=\infty$. On the other hand, if $|M| \geq 2$, then there are $b, c \in M$ with $b \neq c$ and thus $\operatorname{sep}_{\mathrm{t}}(M) \leq \mathrm{w}_{n}(b, c) \in \mathbb{R}$.
(b) Let $M \subseteq \mathbb{T}^{n}$. Then we have

$$
\operatorname{sep}_{\mathrm{t}}(M) \in[0,1 / 2] \cup\{\infty\}
$$

To see this, observe the following. Clearly we have $\operatorname{sep}_{\mathrm{t}}(M) \geq 0$ by definition. Let $\operatorname{sep}_{\mathrm{t}}(M) \neq \infty$. By part (a), there are $b, c \in M$ with $b \neq c$. Let $x:=1 /(2 \pi)$. $(\arg (b)-\arg (c))$. Since $\arg (b), \arg (c) \in\left[0,2 \pi\left[^{n}\right.\right.$, clearly $x \in\left[-1,1\left[{ }^{n}\right.\right.$. Let $\alpha \in \mathbb{Z}^{n}$ such that $\left|\alpha_{j}+x_{j}\right| \leq 1 / 2$ for all $j=1, \ldots, n$ (if $x_{j} \in\left[-1,-1 / 2\left[\right.\right.$, set $\alpha_{j}:=1$; if $x_{j} \in\left[-1 / 2,1 / 2\left[\right.\right.$, set $\alpha_{j}:=0$; if $x_{j} \in\left[1 / 2,1\left[\right.\right.$, set $\left.\alpha_{j}:=-1\right)$. Then $\operatorname{sep}_{\mathrm{t}}(M) \leq$ $\mathrm{w}_{n}(b, c) \leq\|x+\alpha\|_{\infty} \leq 1 / 2$.
(c) Let $M \subseteq \mathbb{T}^{n}$. Then we have

$$
\operatorname{sep}_{\mathrm{t}}(M)=\inf \left\{\begin{array}{l|l}
\left\|\frac{1}{2 \pi}(\arg (b)-\arg (c))+\alpha\right\|_{\infty} & \left.\begin{array}{c}
b, c \in M, b \neq c \\
\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathrm{~B}}_{1}^{\| \| \|_{\infty}(0)}
\end{array}\right\} . . . ~
\end{array}\right.
$$

This follows in the same fashion as in part (b).
(d) Let $M \subseteq \mathbb{T}^{n}$. Then the following are equivalent.
(i) $M$ is finite.
(ii) $\operatorname{sep}_{\mathrm{t}}(M)>0$.

To see this, observe the following. If $M$ is finite, clearly $\operatorname{sep}_{\mathrm{t}}(M)>0$. Let $M$ be not finite. Then there is an injective sequence $\left(b_{k}\right)_{k \in \mathbb{N}} \in M^{\mathbb{N}}$. Since $\left(\mathbb{T}^{n}, \mathrm{w}_{n}\right)$ is compact by Remark $3.7(\mathrm{~b}),\left(b_{k}\right)_{k}$ has a $\mathrm{w}_{n}$-Cauchy-subsequence, hence $\operatorname{sep}_{\mathrm{t}}(M) \leq$ $\inf \left\{\mathrm{w}_{n}\left(b_{k}, b_{\ell}\right) \mid k, \ell \in \mathbb{N}, k \neq \ell\right\}=0$.

The following theorem provides a multivariate version of the classical Ingham inequality.

Theorem 3.9 (Multivariate Ingham inequality): Let $n, p \in \mathbb{N} \backslash\{0\}$, $p$ even, and $d, q \in$ $\mathbb{R}^{>0}$ with

$$
d>\frac{2 p+3}{\mathrm{e} \pi q} \cdot \sqrt[p]{n}
$$

Then there is a $c \in \mathbb{R}^{>0}$ such that for all $M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{T}^{n}\right)$ with

$$
\operatorname{sep}_{\mathrm{t}}(M)>q
$$

and for all $f \in \mathbb{Z}^{\operatorname{Exp}_{M}^{n}}(\mathbb{C})$, we have

$$
\sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathbb{B}}_{d}^{\| \| \|_{p}}(0)}|f(\alpha)|^{2} \geq c \cdot\|\operatorname{coeff}(f)\|_{2}^{2} .
$$

Proof: If $|M| \leq 1$, the assertion holds trivially. Thus let $|M| \geq 2$. By Remark $3.8(\mathrm{~b})$, (a), and (d), we have $\left.\left.\operatorname{sep}_{\mathrm{t}}(M) \in\right] 0,1 / 2\right]$. Let $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with the properties (a)-(f) in Lemma 3.5/Corollary 3.6. Let $\left(f_{b}\right)_{b \in M} \in \mathbb{C}^{M}$ with $f=\sum_{b \in M} f_{b} \exp _{b}$. Then we have

$$
\begin{aligned}
& \max \left\{\mathcal{F}_{n}(\psi)(v) \mid v \in \mathbb{R}^{n}\right\} \cdot \sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathbb{B}}_{d}^{\| \|_{p}(0)}}|f(\alpha)|^{2} \\
& =\sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathbb{B}}_{d}^{\| \| I_{p}}(0)} \max \left\{\mathcal{F}_{n}(\psi)(v) \mid v \in \mathbb{R}^{n}\right\} \cdot|f(\alpha)|^{2} \\
& \geq \sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathrm{~B}}_{d}^{\| \|_{p}}(0)} \mathcal{F}_{n}(\psi)(\alpha) \cdot|f(\alpha)|^{2} \\
& \geq \sum_{\alpha \in \mathbb{Z}^{n}} \mathcal{F}_{n}(\psi)(\alpha) \cdot|f(\alpha)|^{2} \\
& =\sum_{\alpha \in \mathbb{Z}^{n}} \mathcal{F}_{n}(\psi)(\alpha) \sum_{b, c \in M} f_{b} \overline{f_{c}} \exp _{b}(\alpha) \exp _{\bar{c}}(\alpha) \\
& =\sum_{b, c \in M} f_{b} \overline{f_{c}} \sum_{\alpha \in \mathbb{Z}^{n}} \mathcal{F}_{n}(\psi)(\alpha) \exp _{b \bar{c}}(\alpha) \\
& \begin{array}{c}
\text { Poisson summation formula } \\
\text { Section 1.3 }
\end{array} \sum_{b, c \in M} f_{b} \overline{f_{c}} \sum_{\alpha \in \mathbb{Z}^{n}} \psi(\underbrace{\frac{1}{2 \pi}(\arg (b)-\arg (c))+\alpha}_{\notin \widetilde{\mathrm{B}}_{q}^{\| \| \infty}(0) \supseteq \operatorname{supp}(\psi) \text { if } b \neq c}) \\
& =\sum_{b \in M}\left(f_{b} \overline{\bar{b}} \sum_{\alpha \in \mathbb{Z}^{n}} \psi(\alpha)\right) \\
& =\left(\sum_{b \in M} f_{b} \overline{f_{b}}\right) \cdot\left(\sum_{\alpha \in \mathbb{Z}^{n}} \psi(\alpha)\right) \\
& =\|\operatorname{coeff}(f)\|_{2}^{2} \cdot \sum_{\alpha \in \mathbb{Z}^{n}} \psi(\alpha) \\
& \underset{\operatorname{supp}(\psi))_{\mathbb{Z}^{n}}=\{0\}}{q<\operatorname{sep}_{\mathrm{t}}(M) \leq 1 / 2} \psi(0) \cdot\|\operatorname{coeff}(f)\|_{2}^{2} .
\end{aligned}
$$

Thus the assertion follows with $c:=\psi(0) / \max \left\{\mathcal{F}_{n}(\psi)(v) \mid v \in \mathbb{R}^{n}\right\}>0$. q.e.d.

Recall the $\star$-filtration $\mathcal{M}$ induced by maximal degree from Chapter 2,

$$
\mathcal{M}_{d}=\left\{\alpha \in \mathbb{N}^{n} \mid \max \operatorname{deg}(\alpha) \leq d\right\}
$$

The following corollary provides a sufficient condition on $d \in \mathbb{N}$ for the surjectivity of the evaluation homomorphism $\operatorname{ev}_{\mathcal{M}_{d}}^{M}: \mathbb{C}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]_{\mathcal{M}_{d}} \rightarrow \mathbb{C}^{M}$ in terms of the toroidal separation of $M \subseteq \mathbb{T}^{n}$.

Corollary 3.10 (Polynomial interpolation on the complex torus): Let $n \in \mathbb{N} \backslash\{0\}$, $q \in \mathbb{R}^{>0}$ and $d \in \mathbb{N}$ with

$$
d>\frac{2 \ln (n)+3}{q}
$$

Then for all $M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{T}^{n}\right)$ with $\operatorname{sep}_{\mathrm{t}}(M)>q, \operatorname{ev}_{\mathcal{M}_{d}^{n}}^{M}: \mathbb{C}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]_{\mathcal{M}_{d}^{n}} \rightarrow \mathbb{C}^{M}$ is surjective.
Proof: Let $V:=\mathrm{V}_{\mathcal{M}_{d}^{n}}^{M} \in \mathbb{C}^{M \times \mathcal{M}_{d}^{n}}$ be the transformation matrix of $\operatorname{ev}_{\mathcal{M}_{d}^{n}}^{M}$. We show that $\operatorname{ker}\left(V^{\top}\right)=\{0\}$. Let $\left(g_{b}\right)_{b \in M} \in \mathbb{C}^{M} \backslash\{0\}, g:=\sum_{b \in M} g_{b} \exp _{b} \in \mathbb{Z x p}_{M}^{n}(\mathbb{C}), \beta:=$ $\lfloor d / 2\rfloor \cdot(1, \ldots, 1)^{\top} \in \mathbb{Z}^{n}, f_{b}:=g_{b} b^{\beta} \in \mathbb{C}$, and $f:=\sum_{b \in M} f_{b} \exp _{b} \in \mathbb{Z}^{\operatorname{Exp}}{ }_{M}^{n}(\mathbb{C})$, and let $p:=2\lceil\ln (n)\rceil$. Then we have

$$
\begin{aligned}
\frac{2 p+3}{\mathrm{e} \cdot \pi} \cdot \sqrt[p]{n} & \leq \frac{2 p+3}{\mathrm{e} \cdot \pi} \cdot \sqrt[p]{\mathrm{e}^{\mathrm{p} / 2}}=\frac{2 p+3}{\mathrm{e} \cdot \pi} \cdot \sqrt{\mathrm{e}}=\frac{2 p+3}{\pi \cdot \sqrt{\mathrm{e}}}=\frac{4\lceil\ln (n)\rceil+3}{\pi \cdot \sqrt{\mathrm{e}}} \leq \frac{4 \ln (n)+7}{\pi \cdot \sqrt{\mathrm{e}}} \\
& =\frac{4}{\pi \cdot \sqrt{\mathrm{e}}} \cdot \ln (n)+\frac{7}{\pi \cdot \sqrt{\mathrm{e}}} \leq \ln (n)+\frac{3}{2}<\frac{d}{2} \cdot q
\end{aligned}
$$

and therefore

$$
\frac{d}{2}>\frac{2 p+3}{\mathrm{e} \cdot \pi \cdot q} \cdot \sqrt[p]{n}
$$

Note that

$$
\mathbb{Z}^{n} \cap \widetilde{\mathrm{~B}}_{d / 2}^{\| \|_{\infty}}(0) \subseteq \mathcal{M}_{d}^{n}-\beta
$$

since, if $\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathrm{~B}}_{d / 2}^{\| \|_{\infty}}(0)$, then $\alpha_{j}+\beta_{j} \geq-\lfloor d / 2\rfloor+\lfloor d / 2\rfloor=0$, i. e., $\alpha+\beta \in \mathbb{N}^{n}$ and $\|\alpha+\beta\|_{\infty}=\left\|\alpha+\lfloor d / 2\rfloor \cdot(1, \ldots, 1)^{\top}\right\|_{\infty} \leq\|\alpha\|_{\infty}+\lfloor d / 2\rfloor \cdot\left\|(1, \ldots, 1)^{\top}\right\|_{\infty} \leq d / 2+\lfloor d / 2\rfloor \leq$ $d / 2+d / 2=d$, i. e., $\alpha+\beta \in \mathcal{M}_{d}^{n}$, so $\alpha \in \mathcal{M}_{d}^{n}-\beta$.

Thus, by Theorem 3.9,

$$
\begin{aligned}
\left\|V^{\top} \cdot\left(g_{b}\right)_{b \in M}\right\|_{2}^{2}=\sum_{\alpha \in \mathcal{M}_{d}^{n}}|g(\alpha)|^{2}=\sum_{\alpha \in \mathcal{M}_{d}^{n}}|f(\alpha-\beta)|^{2} & \geq \sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathbb{B}}_{d / 2}^{\| \| \|_{\infty}}(0)}|f(\alpha)|^{2} \\
& \geq \sum_{\alpha \in \mathbb{Z}^{n} \cap \widetilde{\mathbb{B}}_{d / 2}^{\| \|_{p}}(0)}|f(\alpha)|^{2}>0,
\end{aligned}
$$

hence $V^{\top} \cdot\left(g_{b}\right)_{b \in M} \neq 0$ and consequently $\operatorname{ker}\left(V^{\top}\right)=\{0\}$. q.e.d.

In the following we combine Corollary 3.10 with the theory from Chapter 2 in an analogous way to Theorem 3.1 in Section 3.1. Since we are working with the maximal degree $\star$-filtration now, we can only draw conclusions about the zero loci, and since the torus $\mathbb{T}^{n}$ is not contained in a proper zero locus, we are not able to discard equations.

Since we have $\mathbb{T}^{n} \subseteq(\mathbb{C} \backslash\{0\})^{n}$, there is no need to distinguish between $\operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C})$ and its counterpart $\mathbb{Z}^{\operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C}) \text { and for the remainder of the section we will not do so. }}$

Corollary 3.11: Let $n \in \mathbb{N} \backslash\{0\}$ and $f \in \operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C})$. If $d \in \mathbb{N}$ is such that

$$
d>\frac{2 \ln (n)+3}{q}+1
$$

then

$$
\mathrm{Z}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{M}_{d}}(f)\right)=\mathrm{Z}\left(\operatorname{ker} \mathrm{H}_{\mathcal{M}_{d}}(f)\right)=\operatorname{supp}(f)
$$

Proof: This follows immediately from Corollary 3.10 and Corollary 2.19/2.35. q.e.d.
Corollary 3.12: Let $M \in \prod_{n \in \mathbb{N} \backslash\{0\}} \mathcal{P}_{\mathrm{f}}\left(\mathbb{T}^{n}\right)$ be such that there is a $q \in \mathbb{R}$ with

$$
0<q<\operatorname{sep}_{\mathrm{t}}\left(M_{n}\right) \text { for all } n \in \mathbb{N}
$$

and for $n \in \mathbb{N} \backslash\{0\}$ let

$$
d_{n}:=\min \left\{d \in \mathbb{N} \mid \operatorname{ev}_{\mathcal{M}_{d}}^{M_{n}}: \mathbb{C}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]_{\mathcal{M}_{d}} \rightarrow \mathbb{C}^{M_{n}} \text { is surjective }\right\} .
$$

Then we have $d_{n} \in \mathrm{O}(\ln (n))$.
Proof: By Corollary 3.10, $\operatorname{ev}_{\mathcal{M}_{e_{n}}}^{M_{n}}$ is surjective for $e_{n}:=\left\lceil\frac{2 \ln (n)+3}{q}\right\rceil$. Thus $d_{n} \leq e_{n}$ for all $n \in \mathbb{N} \backslash\{0\}$, and hence $d_{n} \in \mathrm{O}\left(e_{n}\right)=\mathrm{O}(\ln (n))$.
q.e.d.

REMARK 3.13: It seems to be an open problem if under the conditions in Corollary 3.12 one has $\mathrm{O}\left(d_{n}\right) \varsubsetneqq \mathrm{O}(\ln (n))$.

Corollary 3.14: Let $f \in \prod_{n \in \mathbb{N} \backslash\{0\}} \operatorname{Exp}_{\mathbb{T}^{n}}^{n}(\mathbb{C})$ be such that there is a $q \in \mathbb{R}$ with

$$
0<q<\operatorname{sep}_{\mathrm{t}}\left(\operatorname{supp}\left(f_{n}\right)\right) \text { for all } n \in \mathbb{N}
$$

and for $n \in \mathbb{N} \backslash\{0\}$ let

$$
d_{n}:=\min \left\{d \in \mathbb{N} \mid \mathrm{Z}\left(\operatorname{ker} \mathrm{~T}_{\mathcal{M}_{d}}\left(f_{n}\right)\right)=\operatorname{supp}\left(f_{n}\right)\right\}
$$

Then we have $d_{n} \in \mathrm{O}(\ln (n))$.
Proof: This follows immediately from Corollary 3.11 and Corollary 3.12. q.e.d.

# 4. Classical and recent approaches to the reconstruction of exponential sums 

Prony's article dates back to 1795 , and since then there has been a steady flow of research on the reconstruction of exponential sums and related problems in many different areas of mathematics and other fields, such as signal analysis, measure theory, number theory, algebraic geometry, numerical analysis, functional analysis, optimization theory, physics, and quantum chemistry. Some of these approaches employ vastly different methods in order to solve their specific problems. This chapter is concerned with a few out of the many alternative approaches that have been developed to attack the reconstruction of exponential sums and related problems. We also try to present a bit of the history behind the methods in this thesis. However, we will not push ourselves towards a doomed attempt at providing deep insight into all or any of those approaches, nor at a detailed comparison with our work, and confine ourselves to discuss basic principles of a few of them and give some pointers to additional related literature. We proceed in roughly chronological order.

### 4.1. Prony's original version

In 1795, Prony ${ }^{1}$ published his essai expérimental et analytique [66] on the physical behavior of some fluids and gases under different temperatures. We already discussed the principles behind the univariate case in Remark 2.5. In his article, Prony assumes that certain physical dependencies could be modeled well by univariate exponential sums, which led him to develop a univariate method to reconstruct these exponential sums which we took as inspiration and generalized in this thesis, cf. Prony [66, Première partie]. ${ }^{2}$

In contrast to much of the modern focus, Prony was not particularly concerned with exponential sums of large rank, as evidenced by his statement [66, p. 29]
«Il n'arrivera presque jamais qu'on ait huit ou neuf résultats à faire entrer dans la formule, et on pourra, sans sortir des limites dans lesquelles on a des

[^10]méthodes pour la solution des équations numériques, traiter tous les cas que la physique présente ordinairement. $>^{3}$
It may be noteworthy that Prony treats the cases of an even and an odd number of samples separately, in order to be slightly more efficient in the case of odd rank $r$; only $2 r-1$ measurements are needed then. In his experiments, Prony interpolates functions modeled by exponential sums of rank three using five (real world) measurements in this way. More on the remarkably history of Prony and his achievements, also besides those that are relevant here, can be found in the book and article by Bradley [13, 14] on "Prony the bridge-builder", a denomination that seems appropriate literally as well as metaphorically.

### 4.2. Sylvester and the Waring problem

Around 1850, Sylvester ${ }^{4}[75,76]$ was working on the Waring problem for binary forms. ${ }^{5}$ This incarnation of the problem asks, given a homogeneous polynomial $p \in K[\mathrm{x}, \mathrm{y}]$ of (total) degree $d$, for homogeneous polynomials $\ell_{i} \in K[\mathrm{x}, \mathrm{y}]$ of (total) degree one, and $\lambda_{i} \in K, i=1, \ldots, r$, such that

$$
p=\sum_{i=1}^{r} \lambda_{i} \ell_{i}^{d}
$$

with $r \in \mathbb{N}$ being minimal for such a decomposition to exist. Note that the $\ell_{i}$ can only be unique up to a non-zero factor, i. e., they correspond to points in the projective space $\mathbb{P}_{\mathbb{C}}^{1}$. In particular, Sylvester proved that a general binary form $p \in \mathbb{C}[\mathrm{x}, \mathrm{y}]$ of odd degree $d$ admits a unique (up to non-zero factors) minimal decomposition $p=\sum_{i=1}^{r} \ell_{i}^{d}$ with $r=(d+1) / 2$. Consider a homogeneous polynomial

$$
p=\sum_{i=0}^{d} p_{i} \mathrm{x}^{i} \mathrm{y}^{d-1} \in \mathbb{C}[\mathrm{x}, \mathrm{y}]
$$

in the indeterminates x and y with $d=\operatorname{tot} \operatorname{deg}(p)$. For $i=0, \ldots, d$ let $c_{i}:=p_{i} /\binom{d}{i}$ and for $r=0, \ldots, d$ let

$$
\mathrm{C}_{r}(p):=\left(c_{i+j}\right)_{\substack{i=0, \ldots, d-r \\
j=0, \ldots, r}}=\left(\begin{array}{ccccc}
c_{0} & c_{1} & \cdots & c_{r-1} & c_{r} \\
c_{1} & c_{2} & \cdots & c_{r} & c_{r+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
c_{d-r-1} & c_{d-r} & \cdots & c_{d-2} & c_{d-1} \\
c_{d-r} & c_{d-r+1} & \cdots & c_{d-1} & c_{d}
\end{array}\right) \in \mathbb{C}^{(d-r+1) \times(r+1)}
$$

[^11]be the $r$-th catalecticant of $p$. Sylvester has the following theorem, the statement here coming from Brachat-Comon-Mourrain-Tsigaridas [12].

Theorem 4.1 (Sylvester): Let $p=\sum_{i=0}^{d} p_{i} \mathrm{x}^{i} \mathrm{y}^{d-1} \in \mathbb{C}[\mathrm{x}, \mathrm{y}]$ and $r \in \mathbb{N}$. Then the following are equivalent:
(i) There are $\lambda_{i} \in \mathbb{C} \backslash\{0\}$ and $\ell_{i} \in K[\mathrm{x}, \mathrm{y}]$ with $\operatorname{tot} \operatorname{deg}\left(\ell_{i}\right)=1$ such that

$$
p=\sum_{i=1}^{r} \lambda_{i}\left(a_{i} \mathrm{x}+b_{i} \mathrm{y}\right)^{d}
$$

(ii) There is an $f \in \operatorname{ker} \mathrm{C}_{r}(p) \backslash\{0\}$ such that the homogeneous polynomial

$$
\sum_{i=0}^{r} f_{i} \mathrm{x}^{i} \mathrm{y}^{r-i}
$$

has $r$ distinct roots in $\mathbb{P}_{\mathbb{C}}^{1}$.
If these conditions are fulfilled, then $p=\sum_{i=1}^{r} \lambda_{i}\left(a_{i} \mathrm{x}+b_{i} \mathrm{y}\right)^{d}$ with $\lambda_{i}, a_{i}, b_{i} \in \mathbb{C}$ given by the following:
(a) $\left(b_{i},-a_{i}\right), i=1, \ldots, r$, are the roots of $\sum_{i=1}^{r} f_{i} \mathrm{x}^{i} \mathrm{y}^{r-i}$ with $\left\|\left(b_{i}, a_{i}\right)\right\|_{2}=1$.
(b) $\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ is the unique $\lambda \in \mathbb{C}^{r}$ with

$$
\left(\begin{array}{ccc}
b_{1}^{d} & \cdots & b_{r}^{d} \\
a_{1} b_{1}^{d-1} & \cdots & a_{r} b_{r}^{d-1} \\
a_{1}^{2} b_{1}^{d-2} & \cdots & a_{r}^{2} b_{r}^{d-2} \\
\vdots & \vdots & \vdots \\
a_{1}^{d-2} b_{1}^{2} & \cdots & a_{r}^{d-2} b_{r}^{2} \\
a_{1}^{d-1} b_{1} & \cdots & a_{r}^{d-1} b_{r} \\
a_{1}^{d} & \cdots & a_{r}^{d}
\end{array}\right) \lambda=\left(\begin{array}{c}
p_{d} \\
p_{d-1} \\
p_{d-2} \\
\vdots \\
p_{2} \\
p_{1} \\
p_{0}
\end{array}\right)
$$

There is a connection (well-known by now, but it seems that Sylvester may not have been aware of this link to Prony's earlier work) between this problem and Sylvester's solution and the reconstruction problem for exponential sums and Prony's method that we explain next. Consider a homogeneous polynomial

$$
p=\sum_{i=0}^{d} p_{i} \mathrm{x}^{i} \mathrm{y}^{d-1} \in \mathbb{C}[\mathrm{x}, \mathrm{y}]
$$

in the indeterminates x and y with $d=\operatorname{tot} \operatorname{deg}(p)$, and let

$$
p=\sum_{k=1}^{r} \lambda_{k}\left(a_{k} \mathrm{x}+b_{k} \mathrm{y}\right)^{d}=\sum_{k=1}^{r} \lambda_{k} b_{k}^{d} \cdot\left(\frac{a_{k}}{b_{k}} \mathrm{x}+\mathrm{y}\right)^{d}
$$

be a Waring decomposition of $p$ with $b_{k} \neq 0$ for all $k=1, \ldots, r$. Let

$$
f_{p}:=\sum_{k=1}^{r} \lambda_{k} b_{k}^{d} \exp _{a_{k} / b_{k}} \in \operatorname{Exp}^{1}(\mathbb{C}) .
$$

Clearly,

$$
\mathrm{C}_{d-r}(p)=\mathrm{H}_{r}\left(f_{p}\right) \in \mathbb{C}^{(r+1) \times(r+1)},
$$

and the interpretation of the kernel $\operatorname{ker} \mathrm{C}_{d-r}\left(f_{p}\right)=\langle q\rangle_{\mathbb{C}}$ as $q=\sum_{i=0}^{r} q_{i} \mathrm{x}^{i} \mathrm{y}^{r-i} \in \mathbb{C}[\mathrm{x}, \mathrm{y}]$ is the homogenization of the polynomial $\sum_{i=0}^{r} q_{i} \mathrm{x}^{i}$ occurring in Prony's method and $\left\{\left(a_{k} / b_{k}, 1\right) \mid k=1, \ldots, r\right\}=\mathrm{Z}(q) \cap(\mathbb{C} \times\{1\})=\operatorname{supp}\left(f_{p}\right) \times\{1\}$. Sylvester's method can thus be seen as a projective variant of Prony's method.

A distinction that may be drawn between this problem and the reconstruction problem that Prony considered is that reconstruction of a signal calls for a method using a "small", but sufficiently large number of samples out of an infinite set in order to reconstruct an exponential sum $f$ uniquely, whereas computation of a Waring decomposition has to come up with any minimal decomposition from an a priori given finite set (the coefficients of the polynomial $p$ ).
Sylvester's approach has recently been extended to the case of more than two indeterminates, see Section 4.6 below.

### 4.3. Padé approximation

The main idea of Pade ${ }^{6}$ approximation goes back at least to Frobenius ${ }^{7}$ [36] in 1879. An account of its history can be found in Brezinski [15, 16]. It is by now well-known known that Prony's method is related to this theory. We will recall this relationship in the following along the lines of Weiss-McDonough [79]. The relevant standard material concerning complex functions can be found in any textbook on complex analysis, e.g. the textbook by Remmert [65].
If $s \in \mathbb{C} \llbracket \mathrm{z} \rrbracket$ is a power series and $d, e \in \mathbb{N}$, any rational function $R=p / q \in \mathbb{C}(\mathrm{z})$ with $p \in \mathbb{C}[\mathrm{z}]_{d}, q \in \mathbb{C}[\mathrm{z}]_{e}$, and $q_{0}=q(0) \neq 0$ such that the first $d+e$ coefficients of the Taylor series of $R$ in 0 coincide with the respective coefficients of $s$, i. e., such that

$$
R^{(\alpha)}(0)=\alpha!s_{\alpha} \text { for all } \alpha=0, \ldots, d+e-1,
$$

is called a Padé approximant (of order $(d, e)$ ) of $s$.
In order to build the bridge to the univariate case of Prony's method, recall the $\mathbb{C}$ linear map

$$
\begin{aligned}
\mathcal{Z}: \operatorname{Exp}^{1}(\mathbb{C}) & \longrightarrow \mathbb{C} \llbracket \mathrm{z} \rrbracket, \\
f & \longmapsto \sum_{\alpha=0}^{\infty} f(\alpha) \mathrm{z}^{\alpha},
\end{aligned}
$$

which is called $z$-transformation on $\operatorname{Exp}^{1}(\mathbb{C})$.

[^12]Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{1}(\mathbb{C})$ with $M=\operatorname{supp}(f) \in \mathcal{P}_{\mathrm{f}}(\mathbb{C} \backslash\{0\}), f_{b} \in \mathbb{C} \backslash\{0\}$, and $r:=\operatorname{rank}(f)=|M|$. Interpreting power series $s \in \mathbb{C} \llbracket \mathrm{z} \rrbracket$ as complex functions $s: D_{s} \rightarrow \mathbb{C}$, $z \mapsto \sum_{\alpha=0}^{\infty} s_{\alpha} z^{\alpha}$, on the set $D_{s}:=\left\{z \in \mathbb{C} \mid \sum_{\alpha=0}^{\infty} s_{\alpha} z^{\alpha}\right.$ is convergent $\}$, note that for any $b \in \mathbb{C} \backslash\{0\}$ and $z \in \mathbb{C}$ the series

$$
\mathcal{Z}\left(\exp _{b}\right)(z)=\sum_{\alpha=0}^{\infty} b^{\alpha} z^{\alpha}=\sum_{\alpha=0}^{\infty}(b z)^{\alpha}
$$

is convergent if and only if $z \in \mathrm{~B}_{1 /|b|}^{\|}(0)=\left\{z \in \mathbb{C}| | z|<1 /|b|\}\right.$, so $D_{\mathcal{Z}\left(\exp _{b}\right)}=\mathrm{B}_{1 /|b|}^{\|}(0)$, and that for $z \in D_{\mathcal{Z}\left(\exp _{b}\right)}$ one has

$$
\mathcal{Z}\left(\exp _{b}\right)(z)=\frac{1}{1-b z}=\frac{-1 / b}{z-1 / b}
$$

Thus, by linearity of $\mathcal{Z}$, for all $z \in D:=\bigcap_{b \in M} \mathrm{~B}_{1 /|b|}^{\|}(0)=\mathrm{B}_{\min \{1 /|b| \mid b \in M\}}^{\|}(0) \subseteq D_{\mathcal{Z}(f)}$ one has

$$
\begin{aligned}
\mathcal{Z}(f)(z) & =\sum_{b \in M} f_{b} \mathcal{Z}\left(\exp _{b}\right)(z)=-\sum_{b \in M} \frac{f_{b} / b}{z-1 / b}=\frac{-\sum_{b \in M} f_{b} / b \cdot \prod_{c \in M \backslash\{b\}}(z-1 / c)}{\prod_{b \in M}(z-1 / b)} \\
& =\frac{p(z)}{q(z)}
\end{aligned}
$$

where $q \in \mathbb{C}[\mathrm{z}]_{r}$ is the monic polynomial of degree $r$ with $\mathrm{Z}(q)=1 / M$ and $p \in \mathbb{C}[\mathrm{z}]_{r-1}$. In particular, $R:=\mathcal{Z}(f) \upharpoonright D=\mathcal{Z}(f) \upharpoonright D: D \rightarrow \mathbb{C}$ is a rational function. Therefore, $R$ is holomorphic on the complex domain $D$ and since $0 \in D$, one has $\mathcal{Z}(f)(z)=R(z)=$ $\sum_{\alpha=0}^{\infty} 1 / \alpha!\cdot R^{(\alpha)}(0) z^{\alpha}$ for all $z \in D$, and thus $f(\alpha)=\mathcal{Z}(f)_{\alpha}=1 / \alpha!\cdot R^{(\alpha)}(0)$ for all $\alpha \in \mathbb{N}$. In particular, $R=p / q$ is a Padé approximant of $\mathcal{Z}(f)$ (of order $(r-1, r)$ ). Hence, for all $z \in D$ one has

$$
p(z)=q(z) \cdot \mathcal{Z}(f)(z)=q(z) \cdot \sum_{\alpha=0}^{\infty} f(\alpha) z^{\alpha}
$$

and the polynomial $p \in \mathbb{C}[z]_{r-1}$ may be obtained computationally by a comparison of coefficients, i. e.,

$$
p_{\alpha}=\sum_{\beta=0}^{\alpha} q_{\beta} f(\alpha-\beta)
$$

For a polynomial $q \in \mathbb{C}[\mathrm{z}]$, let $p^{*}:=\mathrm{z}^{\operatorname{deg}(p)} \cdot p(1 / \mathrm{z})=\sum_{\alpha=0}^{\operatorname{deg}(p)} p_{\operatorname{deg}(p)-\alpha^{\alpha}} \in \mathbb{C}[\mathrm{z}]$. Then one has $\mathrm{Z}\left(p^{*}\right) \backslash\{0\}=(1 / \mathrm{Z}(p)) \backslash\{0\}$ and therefore, computing $h \in \mathbb{C}[\mathrm{z}]_{r}$ with $\mathrm{Z}(h)=M$ by applying Prony's method to the exponential sum $f$ one easily obtains the denominator $q=h^{*}$ in the above Padé approximant $R=p / q$ of $\mathcal{Z}(f)$ by "reversing" the coefficient vector of $h$.

The nominator $p \in \mathbb{C}[z]_{r-1}$ may then be computed from a system of linear equations arising from the above coefficient comparison.

Conversely, let $R=p / q$ be a Padé approximant of $\mathcal{Z}(f)$ with $p \in \mathbb{C}[z]_{r-1}$ and $q \in \mathbb{C}[z]_{r}$ with $\operatorname{gcd}(p, q)=1$. Then by the uniqueness of Padé approximants, $R \upharpoonright U=\mathcal{Z}(f) \upharpoonright U$ for some neighborhood $U$ of 0 and one has

$$
p(z)=q(z) \cdot \mathcal{Z}(f)(z)=q(z) \cdot \sum_{\alpha=0}^{\infty} f(\alpha) z^{\alpha}
$$

for all $z \in U$, allowing a comparison of coefficients which yields that for $\alpha=r, \ldots, 2 r$ one has

$$
0^{\operatorname{deg}(p)} \leqq r-1 p_{\alpha} \stackrel{\operatorname{deg}(\underline{q})}{=} \leq r \sum_{\beta=0}^{r} q_{\beta} f(\alpha-\beta),
$$

which is nothing but the statement

$$
q \in \operatorname{ker}\left(\mathrm{H}_{r}\left(h_{f}\right)\right)
$$

used to compute the polynomial $q$ via Prony's method for the exponential sum

$$
h_{f}:=\sum_{b \in M} f_{b} \exp _{1 / b} \in \operatorname{Exp}^{1}(\mathbb{C}) .
$$

Again, once $q$ is obtained it is a simple matter to form the polynomial $q^{*}$ which fulfills $\mathrm{Z}\left(q^{*}\right)=M=\operatorname{supp}(f)$. This establishes a tight connection between the univariate Prony problem over $\mathbb{C}$ and univariate Padé approximation.

One particular advantage of this perspective on the reconstruction problem for exponential sums is that for Padé approximants some convergence theorems are known, which provide an explanation for the behavior of the singular values of $\mathrm{H}_{d}(f)+\varepsilon_{d}$ if $d$ is increased beyond $\operatorname{rank}(f)$ in the case that $\varepsilon_{d}$ represents noise on the samples of $f$. For practical applications this is clearly a highly relevant problem.
It is thus natural to ask for multivariate versions of Padé's theory and their relation to multivariate Prony's method. This is a major theme of current research, and among the relevant works in this are Cuyt [28, 29], Brezinski [15], Guillaume-Huard [39], and Cuyt-Brevik Petersen-Verdonk-Waadeland-Jones [30].

### 4.4. The measure theoretic moment problem

A new step in this study motivated by the emerging measure theory of the 19th century was the study of so-called moment problems. For a measure $\mu: \mathcal{A} \rightarrow \mathbb{R} \geq 0 \cup\{\infty\}$ on a $\sigma$ algebra $\mathcal{A}$ on some set $X$, the $k$-th moment of $\mu$ is defined as

$$
\mathrm{m}_{k}(\mu):=\int \mathrm{f}_{\mathrm{x}^{k}} \mathrm{~d} \mu=\int x^{k} \mathrm{~d} \mu(x)
$$

and

$$
\begin{aligned}
\mathrm{m}: \mathcal{M}(X, \mathcal{A}) & \longrightarrow \mathbb{R}^{\mathbb{N}}, \\
\mu & \longmapsto\left(\mathrm{m}_{k}(\mu)\right)_{k \in \mathbb{N}},
\end{aligned}
$$

is called the moment operator. It is a natural question to ask for a description of $\mathrm{im}(\mathrm{m})$, that is, for a characterization of those sequences that arise as sequence of moments of some measure. Special instances ask for such characterizations for specific measure spaces $(X, \mathcal{A}, \mu)$, such as the Borel measure space $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \lambda \mid \mathcal{B}(\mathbb{R}))$, where $\lambda$ denotes the Lebesgue measure. This has led to several variants such as the Stieltjes moment problem [72], ${ }^{8}$ the Hausdorff moment problem [43, 44, 45], ${ }^{9}$, the trigonometric (or Toeplitz) moment problem ${ }^{10}$ and the Hamburger moment problem [40, 41, 42] ${ }^{11}$, questions of uniqueness of such a measure, and also how to obtain such measures constructively from given truncated sequences of moments.
To see the connection to Prony's method, note that, for an exponential sum $f=$ $\sum_{b \in \operatorname{supp}(f)} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(\mathbb{C})$,

$$
\begin{aligned}
\mu_{f}: \mathcal{P}\left(\mathbb{C}^{n}\right) & \longrightarrow \mathbb{C}, \\
A & \longmapsto \sum_{b \in \operatorname{supp}(f)} f_{b} \delta_{b}(A),
\end{aligned}
$$

where

$$
\begin{aligned}
\delta_{b}: \mathcal{P}\left(\mathbb{C}^{n}\right) & \longrightarrow \mathbb{R}^{\geq 0}, \\
A & \longmapsto \begin{cases}1 & \text { if } b \in A, \\
0 & \text { otherwise },\end{cases}
\end{aligned}
$$

denotes the Dirac measure in $b$, is a complex measure. Furthermore, for $\alpha \in \mathbb{N}^{n}$, one has

$$
f(\alpha)=\sum_{b \in \operatorname{supp}(f)} f_{b} b^{\alpha}=\int_{\mathbb{C}^{n}} \mathrm{f}_{\mathrm{x}^{\alpha}} \mathrm{d} \mu_{f}
$$

is the $\alpha$-th moment of $\mu_{f}$. For this reason, matrices occurring in these methods are often referred to as matrices of moments in the literature. There are many variants of reconstruction methods for multivariate exponential sums and polynomials that are in some way based on this idea, such as in Ben-Or-Tiwari [9], Curto-Fialkow [23, 24, 25, 26, 27], Giesbrecht-Labahn-Lee [37], Laurent [56], Laurent-Mourrain [57], Andersson-Carlsson-de Hoop [2], Collowald-Hubert [21], Peter-Plonka-Schaback [62], Mourrain [60], and Sauer $[67,69,68]$, and and also the theory developed here can be seen as being in this line.

### 4.5. Projection methods

A family of alternative approaches to the reconstruction of multivariate exponential sums may be subsumed under the label projection methods. The basic strategy is as follows.

[^13]Let $f=\sum_{b \in M} f_{b} \exp _{b} \in \operatorname{Exp}^{n}(A)$ be an exponential sum. Note that for an arbitrary $\alpha \in \mathbb{N}^{n}$, the function

$$
\begin{aligned}
f_{\alpha}: \mathbb{N} & \longrightarrow A, \\
& k \longmapsto f(k \cdot \alpha),
\end{aligned}
$$

is an exponential sum in $\operatorname{Exp}^{1}(A)$ with

$$
\operatorname{supp}\left(f_{\alpha}\right)=\left\{b^{\alpha} \mid b \in M\right\} \subseteq A,
$$

since for $k \in \mathbb{N}, f_{\alpha}(k)=\sum_{b \in M} f_{b} b^{k \alpha}=\sum_{b \in M} f_{b}\left(b^{\alpha}\right)^{k}$. (Of course, $\operatorname{rank}\left(f_{\alpha}\right)$ may be smaller than $\operatorname{rank}(f)$, i.e., $b^{\alpha}=c^{\alpha}$ for some distinct $b, c \in M$.) Thus $f_{\alpha}$ may be reconstructed classically with Prony's method. This is done for several distinct $\alpha_{1}, \ldots, \alpha_{t} \in \mathbb{N}^{n}$, resulting in a reconstruction of each $f_{\alpha_{\ell}} \in \operatorname{Exp}^{1}(A), \ell=1, \ldots, t$, and in a second step this information gets assembled into a reconstruction of $f$.
The denomination "projection methods" stems from the following. For $A=K=\mathbb{C}$ and $b \in \mathbb{T}^{n}$, let $\varphi:=\arg (b):=\left(\arg \left(b_{1}\right), \ldots, \arg \left(b_{n}\right)\right)^{\top} \in\left[0,2 \pi\left[^{n}\right.\right.$ and let $\langle \rangle: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ denote the euclidean scalar product on $\mathbb{R}^{n}$. In this context (e.g., for applications in signal processing) it makes sense to consider arbitrary exponents in $\mathbb{R}^{n}$ instead of $\mathbb{N}^{n}$, i. e., one usually considers

$$
\begin{aligned}
\exp _{b}: \mathbb{R}^{n} & \longrightarrow \mathbb{C}, \\
& \alpha \longmapsto b^{\alpha}=b_{1}^{\alpha_{1}} \cdots b_{n}^{\alpha_{n}} .
\end{aligned}
$$

Then one clearly has

$$
\exp _{b}(\alpha)=\mathrm{e}^{\mathrm{i} \varphi_{1} \alpha_{1}} \cdots \mathrm{e}^{\mathrm{i} \varphi_{n} \alpha_{n}}=\mathrm{e}^{\mathrm{i}\left(\varphi_{1} \alpha_{1}+\cdots+\varphi_{n} \alpha_{n}\right)}=\mathrm{e}^{\mathrm{i}\langle\varphi, \alpha\rangle}
$$

for all $\alpha \in \mathbb{R}^{n}$. Application of the projection strategy above for $\alpha \in \mathbb{R}^{n}$ with $\|\alpha\|_{2}=1$ then leads to $\exp _{b}(k \alpha)=\left(\mathrm{e}^{\mathrm{i}\{\varphi, \alpha\rangle}\right)^{k}=\left(\mathrm{e}^{\mathrm{i} \operatorname{proj}_{\mathbb{R} \alpha}(\varphi)}\right)^{k}$, i. e., the frequencies of the bases of $f_{\alpha}: \mathbb{R} \rightarrow \mathbb{C}, k \mapsto f(k \alpha)$, are the projections of the frequencies of the bases of $f=$ $\sum_{b} f_{b} \exp _{b}$ onto the subspace $\mathbb{R} \alpha$.
Among the references on projection methods are Jiang-Sidiropoulos-ten Berge [47], Giesbrecht-Labahn-Lee [37, Section 4.2], Potts-Tasche [64], Plonka-Wischerhoff [63], Diederichs-Iske [32], and Cuyt-Lee [31].

### 4.6. Tensor decomposition, renaissance of the Waring problem

The Waring problem for homogeneous forms presented in the binary case in Section 4.2 gained renewed interest around 1990. One additional motivation is that computers made it possible to produce large sets of experimental data, e. g., in physics or biology. These data often have the structure of a tensor, i.e., they are multiarrays of values $T=\left(T_{i_{1}, \ldots, i_{d}}\right)_{i_{1}, \ldots, i_{d}=0, \ldots, n} \in K^{n \times \cdots \times n}$. Often these tensors are symmetric in the sense that $T_{i_{1}, \ldots, i_{d}}=T_{\pi\left(i_{1}, \ldots, i_{d}\right)}$ for every permutation $\pi \in \mathrm{S}_{d}$. The problem of decomposing a symmetric tensor into a sum of symmetric tensors of rank 1 with least number of summands is equivalent to the decomposition of a homogeneous polynomial over $K$ of
degree $d$ in $n$ indeterminates into a sum of powers of linear forms with least number of summands, i. e., to the Waring problem discussed in Section 4.2 for $n=2$.

An extension of Sylvester's method to the case of an (in principle) arbitrary tensor is expounded in the 1999 monograph by Iarrobino and Kanev [46] and has been developed further, e.g. in Brachat-Comon-Mourrain-Tsigaridas [12]. However, being a generalization of Sylvester's classical method, this approach for decomposing symmetric tensors has the same major problem that a given tensor often does not provide all the coefficients of the catalecticant.

In the way that Sylvester's method is related to Prony's method, this extension also provides an approach to reconstruct multivariate exponential sums. In a preprint from 2016 [60], Mourrain gives such a variant of the theory developed for the Waring problem. As this is very closely related to the approach developed in this thesis, Mourrain's method and its relation to our method is presented in the following.

Mourrain considers polynomial-exponential functions, that is, the elements of the $K$ vector space

$$
\mathcal{P} o l y \mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right):=\left\{\sum_{i=1}^{r} \omega_{i} \exp _{\xi_{i}} \in K^{\mathbb{N}^{n}} \mid r \in \mathbb{N}, \omega_{i} \in K[\mathrm{y}], \xi_{i} \in K^{n}\right\} \leq K^{\mathbb{N}^{n}}
$$

This is more general than our setting in the sense that we only consider polynomial-exponential functions with constant coefficients. Note however that we allow the bases $\xi_{i}$ to be in the $K$-algebra $A^{n}$ instead of only $K^{n}$. The intersection of both settings is the space of polynomial-exponential functions with constant coefficients, which is our $\operatorname{Exp}^{n}(K)$. Another difference is that we also consider the case that the bases $\xi_{i}$ to be elements of a given subset $B$ of $A^{n}$.

For a polynomial-exponential function $f=\sum_{i=1}^{r} \omega_{i} \exp _{\xi_{i}} \in \mathcal{P} o l y \mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)$ the problem is to reconstruct the points $\xi_{i} \in K^{n}$ and $\omega_{i} \in K\left[\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right]$ from $f \upharpoonright F$ with some finite set $F \subseteq \mathbb{N}^{n}$. A subtle difference here to our approach is that Mourrain determines a suitable set $F$ for the given $f$ while performing his method, whereas we try to give an $F$ such that Prony's method works for all exponential sums $f$ with some additional properties (i. e., sufficient separation distance of the bases in the toroidal and spherical cases).

For simplicity, let $K$ be a field of characteristic zero. Mourrain identifies $f$ and the power series

$$
f=\sum_{\alpha \in \mathbb{N}^{n}} f(\alpha) \frac{1}{\alpha!} \mathrm{y}^{\alpha} \in T:=K \llbracket \mathrm{y}_{1}, \ldots, \mathrm{y}_{n} \rrbracket
$$

where $\alpha!:=\prod_{j=1}^{n}\left(\alpha_{j}!\right)$ for $\alpha \in \mathbb{N}^{n}$.
Since the dual space $S^{*}=\operatorname{Hom}_{K}(S, K)$ of $S:=K\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right]$ is ( $K$-vector space isomorphic to) $T$, one can view $\mathcal{P} \operatorname{loly\mathcal {E}xp}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)$ as a subspace of $S^{*}$, identifying $f$ and

$$
\begin{aligned}
f: S & \longrightarrow K, \\
p & \sum_{\alpha \in \operatorname{supp}(p)} f(\alpha) p_{\alpha}
\end{aligned}
$$

In particular, one then has $f\left(\mathrm{x}^{\alpha}\right)=f(\alpha)$ for all $\alpha \in \mathbb{N}^{n}$, and the ${\operatorname{exponential} \exp _{\xi} \in, ~}_{\in}$ $\mathcal{P}$ oly $\mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)$ corresponds to the evaluation homomorphism $\mathrm{ev}^{\xi} \in S^{*}$. This point of view has the particular advantage that it allows to endow the $K$-module $S^{*}$ with a useful $S$-module structure via

$$
\begin{aligned}
\star: S \times S^{*} & \longrightarrow S^{*}, \\
(p, f) & \longmapsto p \star f: S
\end{aligned} \begin{aligned}
& \longrightarrow K \\
& q \longmapsto f(p q) .
\end{aligned}
$$

Viewed as power series, one has

$$
p \star q=p\left(\partial_{1}, \ldots, \partial_{n}\right)(f)
$$

where $p\left(\partial_{1}, \ldots, \partial_{n}\right)$ is the differential operator

$$
\begin{aligned}
& \sum_{\alpha \in \operatorname{supp}(p)} p_{\alpha} \partial_{1}^{\alpha_{1}} \circ \cdots \circ \partial_{n}^{\alpha_{n}}: T \longrightarrow T \\
& q \longmapsto \sum_{\beta \in \mathbb{N}^{n}} q_{\beta} \sum_{\alpha \in \operatorname{supp}(p)} p_{\alpha} \underbrace{\mathrm{y}^{\beta-\alpha}}_{:=0} .
\end{aligned}
$$

For each $f \in T$ one has the Hankel operator

$$
\begin{aligned}
\mathrm{H}_{f}: & S \longrightarrow S^{*} \\
& p \longmapsto p \star f .
\end{aligned}
$$

Mourrain has the following generalization of a theorem of Kronecker ${ }^{12}$ from 1881 [51], which concerns the univariate case $n=1$. Part (a) characterizes those power series $f$ that correspond to polynomial-exponential sequences as those with $\operatorname{rank}\left(\mathrm{H}_{f}\right)$ finite. Therefore, $\mathcal{P}$ oly $\mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)$ is a very natural generalization of $\operatorname{Exp}^{n}(K)$. Part (b) gives a connection between $\operatorname{rank}\left(\mathrm{H}_{f}\right)$ and the Macaulay inverse system $\left\langle\partial^{\alpha} \omega_{i} \mid \alpha \in \mathbb{N}^{n}\right\rangle_{K}$ which generalizes the fact that $\operatorname{rank}\left(\mathrm{H}_{f}\right)=\operatorname{rank}(f)$ if the coefficients of $f$ are constants.

Theorem 4.2 (Mourrain [60, Theorem 3.1]): Let $f \in K \llbracket \mathrm{y}_{1}, \ldots, \mathrm{y}_{n} \rrbracket$. Then the following holds.
(a) The following are equivalent:
(i) $\operatorname{rank}\left(\mathrm{H}_{f}\right) \in \mathbb{N}$.
(ii) $f \in \mathcal{P} o l y \mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)$.
(b) Let

$$
f=\sum_{i=1}^{r} \omega_{i} \exp _{\xi_{i}} \in \mathcal{P} o l y \mathcal{E x p}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right)
$$

with $\omega_{i} \in K[y]$ and pairwise distinct $\xi_{i} \in K^{n}$, and let

$$
\mu\left(\omega_{i}\right):=\operatorname{dim}_{K}\left(\left\langle\partial^{\alpha} \omega_{i} \mid \alpha \in \mathbb{N}^{n}\right\rangle_{K}\right)
$$

Then

$$
\operatorname{rank}\left(\mathrm{H}_{f}\right)=\sum_{i=1}^{r} \mu\left(\omega_{i}\right) .
$$

[^14]For computational purposes, for $K$-subvector spaces $V, W \leq S$ the following restricted Hankel operator will be used,

$$
\begin{aligned}
\mathrm{H}_{f}^{V, W}: V & \longrightarrow W^{*}, \\
p & \longmapsto \mathrm{H}_{f}(p) \upharpoonright W .
\end{aligned}
$$

If $f \in \operatorname{Exp}^{n}(K)$ and $V=W=S_{D}$ for some $D \subseteq \mathbb{N}^{n}$, then the transformation matrix of $\mathrm{H}_{f}^{V, W}$ w.r.t. the bases $\mathrm{x}^{D}$ and its dual is our matrix $\mathrm{H}_{D}(f)$.
Mourrain also provides a method to compute the zero locus of $\operatorname{ker}\left(\mathrm{H}_{f}^{V, W}\right)$ for finite dimensional $V, W$ that is based on arguments similar to Gram-Schmidt orthogonalization w. r. t. the inner product given by $\left\rangle_{f}: S \times S \rightarrow K,(p, q) \mapsto f(p q)=(p \star f)(q)\right.$, to compute appropriate $K$-bases of $K\left[\xi_{i} \mid i=1, \ldots, r\right]$ in conjunction with the eigenvector method of Auzinger, Möller, and Stetter [6, 71, 59] applied to a matrix pencil with generically chosen coefficients and the flat extension principle of Curto and Fialkow. More on algorithms to compute bases of $K\left[\xi_{i} \mid i=1, \ldots, r\right]$ can be found in Mourrain [61].

### 4.7. Further approaches

There is a vast body of literature concerning the reconstruction of exponential sums or related problems in general or Prony's method in particular which we cannot discuss in detail.
In particular, there are approaches using optimization theory, cf. e. g., Candès-Fernan-dez-Granda [17, 18] and Bendory-Dekel-Feuer [10, 11]. A recent article on the relationship between optimization based approaches and Prony's method is provided by Josz, Lasserre, and Mourrain [49].

Coming from the field of signal analysis, there are approaches under the label annihilating filter methods, cf. e.g. Stoica-Moses [73, 74], Vetterli-Marziliano-Blu [78], Dumitrescu [33], and Shukla-Dragotti [70].

Furthermore, moment problems over certain matrix rings have been considered, e. g. in Choque Rivero-Dyukarev-Fritzsche-Kirstein [20] and Choque Rivero [19].
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| $\operatorname{im}_{R}(H)$ | $=\left\{H x \mid x \in R^{n}\right\}, H \in A^{m \times n} \leq R^{m \times n}$ | 19 |
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| $\mathbb{Z} \exp _{b}$ | $n$-variate exponential on $\mathbb{Z}^{n}$ with base $b \in \mathrm{U}\left(A^{n}\right)$ | 39 |
| ${ }_{\mathbb{Z}} \operatorname{Exp}_{B}^{n}(A)$ | $K$-vector space of $n$-variate exponential sums on $\mathbb{Z}^{n}$ supported on $B \subseteq \mathrm{U}\left(A^{n}\right)$ | 39 |
| ${ }_{Z} \operatorname{Exp}^{n}(A)$ | $={ }_{\mathbb{Z}} \operatorname{Exp}_{\mathrm{U}\left(A^{n}\right)}^{n}(A)$ | 39 |
| $\mathrm{T}_{D}(f)$ |  | 39 |
| $\mathrm{T}_{\delta}(f)$ | $=\mathrm{T}_{\mathcal{F}_{\delta}}(f), \mathcal{F} t$-*-filtration, $\delta \in \mathbb{N}^{t}, f \in \mathbb{Z} \operatorname{Exp}^{n}(A)$ | 39 |
| $\mathrm{P}_{\delta}^{n}$ | $n$-variate Prony in $\mathcal{F}_{\delta}, \mathcal{F} t$-ᄎ-filtration on $\mathbb{N}^{n}, \delta \in \mathbb{N}^{t}$ | 52 |
| $\mathrm{P}^{n}$ | $n$-variate Prony | 52 |
| $\mathbb{S}^{n-1}$ | real ( $n-1$ )-sphere | 55 |
| $\mathrm{SH}_{d}^{n}$ | $\mathbb{R}$-vector space of $n$-variate real spherical harmonics of degree at most $d$ | 55 |
| $\operatorname{sep}_{\mathrm{s}}(M)$ | spherical separation of $M \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{S}^{n-1}\right)$ | 56 |
| $\mathrm{w}_{n}$ | wrap-around metric on $\mathbb{T}^{n}$ | 63 |
| $\operatorname{sep}_{\mathrm{t}}(M)$ | toroidal separation of $M \subseteq \mathbb{T}^{n}$ | 64 |
| $\mathrm{C}_{r}(p)$ | $r$-th catalecticant of binary form $p$ | 70 |
| $\mathcal{Z}$ | z-transformation | 72 |
| $\mathrm{m}_{k}(\mu)$ | $k$-th moment of measure $\mu$ | 74 |
| $\mu_{f}$ | complex measure associated to $f \in \operatorname{Exp}^{n}(\mathbb{C})$ | 75 |
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[^0]:    ${ }^{1}$ At least for a field $A=K$, in the literature $A[B]$ is also standard notation for the coordinate algebra.
    We prefer $S_{B}$ here for reasons of consistency.

[^1]:    ${ }^{2}$ There is some ambiguity in the statements on the cited pages. In addition, there seems to be a mistranslation in the English version of the proof [[3, p. 20, l. -1], [4, p. 22, l. 11]], where $\vartheta$ is claimed to be independent of $x$. We state here an unambiguous and (hopefully) correct version.

[^2]:    ${ }^{1}$ If $A$ has only finitely many elements, then, as $A$ is an integral domain, $A$ is a finite field containing the (necessarily finite) field $K$, so $K=\mathbb{F}_{p^{k}}$ and $A=\mathbb{F}_{p^{\ell}}$ for a prime number $p \geq 2$ and $k, \ell \in \mathbb{N}, k \mid \ell$.

[^3]:    ${ }^{2}$ Proof: For $k \in \mathbb{N}$ let $f_{k}: \mathbb{N} \rightarrow \mathbb{C}, \alpha \mapsto\left(1 / \exp _{2}(k)\right) \cdot \exp _{2}(\alpha)-\exp _{1}(\alpha)$. Then we have $f_{k} \in \operatorname{Exp}^{1}(\mathbb{C})$, $f_{k}(k)=0$ and $f_{k}(\alpha)=2^{\alpha-k}-1 \geq 1>0$ for $\alpha>k$. Therefore, for $F \subseteq \mathbb{N}$ finite, the product $f:=\prod_{k \in F} f_{k}$ satisfies $f \in \operatorname{Exp}^{1}(\mathbb{C})$ (by Remark $\left.2.3(\mathrm{~b})\right)$ and $f \in Z_{F} \backslash\{0\}$.
    ${ }^{3}$ Actually, Prony proved that $F=\{0, \ldots, 2 d-1\}$ is sufficient, but in our context $F=\{0, \ldots, 2 d\}$ is more appropriate.

[^4]:    ${ }^{4}$ For illustration, take $f=0 \in \operatorname{Exp}^{1}(\mathbb{C})$ and $d:=1$. Then $\mathrm{H}_{d}(f) \in \mathbb{C}^{2 \times 2}$ is the zero matrix. To reconstruct $f$ under the knowledge that $\operatorname{rank}(f) \leq d=1$, one may for example take the $\mathbb{C}$-basis $\{\mathrm{x}, 1-\mathrm{x}\}$ of $\operatorname{ker}\left(\mathrm{H}_{d}(f)\right) \hookrightarrow \mathbb{C}[\mathrm{x}]$ and then compute $q:=\operatorname{gcd}(\mathrm{x}, 1-\mathrm{x})=1$ and $\mathrm{Z}(q)=\mathrm{Z}(1)=\emptyset$. None of the basis elements $\mathrm{x}, 1-\mathrm{x}$ alone cuts out the bases of $f$ as zero locus. On the other hand, computing, e.g., only $\mathrm{x} \in \operatorname{ker}\left(\mathrm{H}_{d}(f)\right)$ and then computing $\mathrm{Z}(\mathrm{x})=\{0\}$, one may see afterwards that $\exp _{0}(0)=1 \neq 0=f(0)$ and deduce that $f=0$. Note that $f(0)$ is given as an entry of $\mathrm{H}_{d}(f)$.

[^5]:    ${ }^{5}$ Let $a \in Q^{M}$. Then $a=1 / \lambda \cdot b$ for some $\lambda \in A \backslash\{0\}$ and $b \in A^{M}$. Let $c \in A^{D}$ such that $V \cdot c=b$. Then $V \cdot(1 / \lambda \cdot c)=1 / \lambda \cdot(V \cdot c)=1 / \lambda \cdot b=a$.

[^6]:    ${ }^{6}$ The partial order $\leq_{\mathrm{p}}$ on $\mathbb{N}^{t}$ is defined by $\delta \leq_{\mathrm{p}} \varepsilon$ if and only if $\delta_{\ell} \leq \varepsilon_{\ell}$ for all $\ell=1, \ldots, t$.
    ${ }^{7}$ For our purposes we actually only need the property that $\mathcal{F}_{\delta}+\mathcal{F}_{\mathrm{u}_{\ell}^{t}} \subseteq \mathcal{F}_{\delta+\mathrm{u}_{\ell}^{t}}$ for all $\delta \in \mathbb{N}^{t}, \ell=1, \ldots, t$.

[^7]:    ${ }^{8}$ In any partially ordered set $(X, \leq), L \subseteq X$ is a lower set if for all $x \in X, y \in L, x \leq y$ implies $x \in L$.

[^8]:    ${ }^{9}$ This is the only place in the proof where the hypothesis that $K$ is a field and not merely an integral domain is crucial.

[^9]:    ${ }^{10}$ Since $A$ is an integral domain, for $\beta_{j}>\gamma_{j}, b_{j}^{\beta_{j}}=b_{j}^{\gamma_{j}}$ implies $b_{j}=0$ or $b_{j}^{\beta_{j}-\gamma_{j}}=1$. Thus, for example for $A=\mathbb{C}$, choosing $b_{j} \neq 0$ to not be a root of unity for all $j=1, \ldots, n$ always works.

[^10]:    ${ }^{1}$ Gaspard Clair François Marie Riche, baron de Prony, 1755-1839. Among the many honors he has received are: Secretary of mathematical sciences at the French Academy of Sciences; Member of the Royal Swedish Academy of Sciences, the Royal Society of London, the Royal Society of Edinburgh, and an inscription of his name on the Eiffel tower.
    ${ }^{2}$ An English translation of this part of Prony's article can be found in Auton-Van Blaricum [5, Section 2.0], which also contains a large body of references to literature before 1980.

[^11]:    " It will almost never happen that there are eight or nine results to be included in the formula, and without exceeding the limits in which methods for the solution of numerical equations exist, we may treat all the cases ordinarily presented by physics." Note that having eight "results" (Prony is referring to measurements in a physical experiment) leads to a polynomial equation of degree four. Formulas expressing the roots of such polynomials by radicals of the coefficients were known since the 16th century.
    ${ }^{4}$ James Joseph Sylvester, 1814-1897.
    ${ }^{5}$ Informal history of Sylvester's method in Iarrobino-Kanev [46, Introduction].

[^12]:    ${ }^{6}$ Henri Eugène Padé, 1863-1953.
    ${ }^{7}$ Ferdinand Georg Frobenius, 1849-1917.

[^13]:    ${ }^{8}$ Thomas Joannes Stieltjes, 1856-1894; measures supported on $\mathbb{R}^{\geq 0}$.
    ${ }^{9}$ Felix Hausdorff, 1868-1942; measures supported on a bounded interval.
    ${ }^{10}$ Otto Toeplitz, 1881-1940; measures supported on $\mathbb{T}^{1}$.
    ${ }^{11}$ Hans Ludwig Hamburger, 1889-1956; measures supported on $\mathbb{R}$.

[^14]:    ${ }^{12}$ Leopold Kronecker, 1823-1891.

