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Chapter 1

Introduction

1.1 Motivation and aim of the study

Research on the relation between spoken and written language has a long tradi-
tion in linguistics. Behaghel (1899/1927) already discussed differences between
speech and writing with respect to German. Bloomfield (1935, 21) addressed
this distinction from a more general perspective, arguing that spoken language
is prior to writing: “Writing is not language, but merely a way of recording
language by means of visible marks.” This view has been continued in vari-
ous approaches in theoretical linguistics, which usually take spoken language
as the only language practice for applying theoretical considerations. Harris
(2009, 54) notes that writing and its corresponding structures are seen as ar-
tificial constructs from this perspective. More recently, however, spoken and
written language are assumed to be more or less independent from each other,
i.e., their structural differences result from partially different systems (Miller
& Weinert, 1998, 5).

While the theoretical relation between spoken and written language is not
central to this work, structural differences of these two language practices are

considered here. There is a variety of studies focussing on structural aspects of
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speech and writing, increasingly from the 1970s on.' In general, it is claimed
that writing is more complex and elaborate than speech. In this respect, the
studies of Tannen (1981), Chafe (1982), Biber (1988) and Miller & Weinert
(1998) give a lot of insight. Chapter 2 will consider general differences between
speech and writing. In all studies comparing spoken and written texts, though,
it is important not to draw general conclusions from the respective findings
since situational characteristics, e.g., the communicative purpose, always needs
to be considered as well. On that score, Biber (2009, 75) states that “[...| there
are few (if any) absolute linguistic differences between speech and writing.”
This results from various settings where language practices take place. In
chapter 2, it will be shown that these situational characteristics entail linguistic
consequences.

One central aim of this work is to develop a tool which enables a systematic
analysis of these structural variations in spoken and written discourse. By
means of a systematic approach, it will be possible to contrast speech and
writing quantitatively and qualitatively. Qualitative analyses are particularly
rare in this field of research as the weighting of linguistic features can be seen
as fairly problematic. Biber (1988, 52) also emphasizes that both quantitative
and qualitative analyses are necessary in order to achieve a comprehensive
description of a specific text type. In order to evaluate linguistic features
qualitatively, Maas (2010) established a highly useful theoretical framework,
to which the elaborations applied in this work refer (see chapter 4).

Another crucial aim of this work is to apply the tool of analysis in a prac-
tical context in order to gain insight into the difficulties that written language
structures might entail with respect to its acquisition. This is motivated by
the results of a number of studies which show that social origin impacts on
school success. Thus, children with a low socio-economic background, which -

at least in Germany - especially applies to bilingual children with a migration

!Biber (1988, 47-53) gives a good overview of studies investigating different structures
in spoken and written language.
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background, perform poorly in the German school system (Weishaupt et al.
(2010, 9), Maas (2008, 186)). Apart from Germany, this has also been found in
other contexts. On the one hand, Verhoeven (1987) has shown that immigrant
children (here children with Turkish migration background) lag behind their
Dutch peers with respect to their literacy competence. On the other hand, it
is generally assumed that the family background highly impacts on the child’s
cognitive and linguistic prerequisites (Finegan & Biber, 1994). Such develop-
mental disadvantages which are a result of one’s background are difficult to
make up for, when children go to school.

Due to these conditions, it is necessary to determine exactly where children
with less favorable social origins encounter difficulties in school. In this respect,
it is assumed that a considerable amount of problems in school is inextricably
linked with the structures of written language, regarding both the production
and reception. These problems can be seen as fairly far-reaching as they imply
that instructions or texts might be difficult to understand (Verhoeven, 1987,
264). Consequently, the developmental disadvantages are highly likely to be
reflected and reproduced by failure in school. In order to be able to counter-
act this process, structures that are problematic for these pupils need to be
identified. Problematic issues in written language can only be determined by
means of a systematic comparison of spoken and written data since such a com-
parison reveals where the pupils succeed in differentiating spoken and written
language structures. On the basis of these findings, it also becomes apparent
which linguistic features need to be fostered during literacy instruction.

Thus, on the one hand a tool for the systematic analysis of spoken and
written language will be developed in this work. On the other hand, the
application of this tool in the context described above will be the aim of this
study. For this purpose, a rather small data basis is chosen as the data will be
analyzed in a very detailed manner.

Generally, literacy and its implications are very central to this work so that

respective aspects will be outlined in the following section. As the pupils in this
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study are partly bilingual, crucial aspects of bilingualism will be clarified as
well (see section 1.3), before theoretical aspects of spoken and written language

will be discussed in chapter 2.

1.2 The status of literacy

Basic primary education associated with literacy is one of the basic human
rights. This might result from the fact that there is a high correlation be-
tween illiteracy and poverty (Verhoeven, 1994, 4). By taking on illiteracy, it
is assumed that this might have a positive effect on the rate of poverty and
unemployment, which also holds for industrialized countries (Olson, 1994, 2).
But also in developing countries, which generally have a much higher rate of il-
literacy than industrialized countries, programs conveying literacy are assumed
to ameliorate the economic condition of illiterates.

Many of these projects, however, failed to achieve their aim, i.e., decreasing
the number of illiterates since the majority of participants in such a literacy
campaign regressed to illiteracy after the program was completed (Triebel,
2001, 20). This is obviously associated with the undifferentiated aim of these
campaigns to convey literacy (Maas, 2008, 396) as they often do not consider
the social needs of particular groups in developing countries. Heath (1983), for
example, revealed that there are utterly different types of literacy use and that
these types are culture-specific. She compared black and white communities
in the American South and found that literacy can involve very different kinds
of events. For example, while literacy was rather a group activity in the black
communities, reading and writing are seen as solitary activities in the white
communities.

Furthermore, Maas (2008, 393) points out that the situation in Morocco
does not correspond to what western societies link to functional literacy. In
Morocco for example, it is sufficient when one person in each social unit, i.e.,

mostly the extended family, is able to read and write. Otherwise the parents
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are afraid that school education might awaken aspirations that might discour-
age their descendants from assuring the family’s livelihood. Thus, the status
of literacy should always be seen in the specific cultural context. This does
not only hold for developing (or threshold) countries, but also for industrial-
ized countries where the cultural background of immigrants associated with a
specific status of literacy needs to be considered as well.

In general, literacy is assumed to contribute to different types of progress in
societies, which Olson (1994, ch. 1) discusses comprehensively. First, literacy
is regarded as part of the social progress, in particular democratization and
industrial development. Second, it is an important instrument of cultural and
scientific development. Moreover, Olson (1994, 7) emphasizes that literacy
impacts on the cognitive development of each individual since it “|...] imparts
a degree of abstraction to thought which is absent from oral discourse and
from oral cultures.” That is, literacy as part of cognitive development allows
an analytical access to language structures (e.g., metalinguistc competencies,
see section 1.3). Although Olson (1994, 13) regards certain aspects that con-
tradict the positive social, cultural and developmental implications of literacy,
he underlines that literacy undeniably has positive effects in all of the areas
mentioned above.

As mentioned previously, literacy is claimed to influence the individual
cognitive development. In this respect, however, the literacy use needs to
be beyond the scope of simple technical literacy skills. Then, it is assumed
that literacy also contributes to one’s personal development (Maas, 2008, 426).
Hence, it becomes apparent that literacy does not only have implications for
societies, but also - and possibly in a more direct way - for individuals.

In Germany?, where the present study is located, literacy has to be seen as
a fundamental prerequisite in order to participate in society. This is not least
related to one’s professional career and holds for all other modern societies

(Brockmeier & Olson, 2009, 4). Consequently, schools in Germany (as well as

2For a more detailed illustration of the status of literacy in Germany, see Maas (2001).
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in other countries) have to convey corresponding literacy skills so that each
pupil - regardless of his/her social and linguistic bakcground - has a shot at
acquiring literacy to the same extent. In section 2.4, it will be seen that
schools in Germany currently do not satisfy this basic requirement, which was

identified as one motivation for this work.

1.3 Bilingualism in migration contexts

In this section, the focus is on bilingualism in a migration context since bilin-
gualism is a field of research too wide in order to give a comprehensive outline
in this work.®> In this respect, I mainly refer to Maas (2008, ch. I1.4) because
he discusses crucial aspects that reflect the determining factors of immigrants’
bilingualism.

Generally, two types of developmental processes can be distinguished with
respect to bilingualism: on the one hand, bilingualism can be the naturally
simultaneous primary development in two languages; on the other hand, bilin-
gualism can be part of the secondary development, where the primary cognitive
development is (partially) already complete, i.e., the secondary development
is based on the first language. The former reflects bilingual first language ac-
quisition, whereas the latter is referred to as successive bilingualism or second
language acquisition. These types of developments can be seen as two points,
where a variety of different processes lies inbetween (Maas, 2008, 439).

These types of bilingual development are tightly connected with age. It
has been discussed intensively whether there is a critical period for learning a
second language or not. Now, it is generally assumed that the ability to learn
a second language does not decrease with advancing age; rather, the prevailing
abilities in language acquisition change in the course of time (Bialystok, 2001,

87). A prime example of the age factor is the acquisition of phonetic articu-

3Hamers & Blanc (2000) and Bialystok (2001) are very comprehensive books as they
illustrate the decisive factors (e.g., cognitive, psychological, social, etc.) of bilingualism in
detail.
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lation: Young children generally succeed in acquiring the phonetic system of
a second language perfectly. In contrast, adults often speak with an accent
in the second language. On the basis of this finding, it is often deduced that
older learners cannot achieve high or native-like competencies in a second lan-
guage. In recent times, however, it is assumed that this difference results from
different approaches to learning. While children tend to imitate their person
of reference, adults try to achieve functional efficiency, i.e., particularly the
ability to communicate in a second language. On that score, phonetic vari-
ation does not impact on verbal communication - unless it is very extreme -
and thus, less effort is dedicated to this part of the language system.

With respect to migration, it is often assumed that an individual cannot
achieve high competencies in two (or even more) languages, although bilingual-
ism or multilingualism is rather normal outside of Europe or North America.
One consequence of this assumption is that bilingualism results in semilin-
gualism. Maas (2008, 441-442) ascribes this conclusion to the idea that two
languages have to share one mind so that bilingualism is seen as multiple
monolingualism. But the human brain is able to utilize the different resources
of the two languages by managing them in a complex system and not separat-
ing them from each other. Thus, it is widely accepted nowadays that human
cognition enables the acquisition of language competence in more than one
language (Bialystok, 2001, 59).

The relation between the two languages does not need to be balanced,
though. That is, language proficiency tends to vary regarding the two lan-
guages of a bilingual (Bialystok, 2001, 60). Furthermore, the development in
the two languages is not synchronized. When the individual possesses certain
structures in language A, these structures can serve as a resource in order
to develop complex structures in language B. Maas (2008, 448) also points
to the fact that the circumstances of the personal development contributes
to utilization of bilingual abilities: The distinction between the languages is

based on the distinction between the two contexts in which the languages are
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used. The awareness of two coexistent language systems enables the individual
to develop advanced metalinguistic knowledge, which is a decisive capability
in the acquisition of a second language. “To the extent that a learner has
metalinguistic knowledge, second-language acquisition is facilitated because a
language template is available.” (Bialystok, 2001, 127) Bilinguals tend to have
the advantage over monolinguals with respect to metalinguistic competencies.
Thus, bilingualism can contribute to developing specific competencies.

Regarding the particular situation of immigrant children, it is important
to underline that the extent to which the children gain proficiency in two
languages does not depend on endogenous factors, but rather on the extent
and the quality of language exposure. Learning conditions as well as the family
background impact on the process of language acquisition (Maas, 2008, 452).
Reich & Roth (2002, 13) refer to the study of Klatter-Folmer (1996), where the
author determines a significant correlation between the socio-cultural family
background and school success, on the one hand, and language profile, on the
other hand. Moreover, immigrant children mainly master the communicative
practices, but they have difficulties in changing the register (see sections 2.1
and 4.1). In migration contexts, the two languages are usually differently
developed according to the corresponding function of each language (Maas,
2008, 451).

As a consequence, it depends on how bilingualism is treated since only by
means of a skilled approach will it be possible to activate the potentials that
are embedded in it. This means that the potentials require a particular support
in order to be developed. In fact, the school has a great impact on developing
corresponding capabilities. Thus, the resources of the school determine to a
great extent whether bilingualism is an advantage or a disadvantage (Maas,
2008, 460).
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1.4 Overview of the study

This study is organized in the following way. In the next chapter, theoretical
aspects of spoken and written language are addressed, including the acquisition
of literacy. Chapter 3 describes the data used for the investigation as well as the
methodology for the basic analysis of the spoken data. Chapter 4 provides the
theoretical framework for the systematic comparison of the spoken and written
data, with hypotheses being developed on the basis of this framework at the
end of the chapter. In chapter 5, the spoken and written data will be analyzed,
with the hypotheses being verified. Chapter 6 deals with a second data set
of written texts, which will be contrasted to the study’s fundamental data in
order to evaluate the pupils’ performance from a more general perspective.
Finally, chapter 7 presents the conclusions and a brief outlook at necessary

research resulting from this study.
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Chapter 2
Spoken and written language

In past decades, many linguists have conducted research on the differences be-
tween spoken and written language. One major issue in this field of research
concerns the development of models that capture various factors in the com-
parison of these language practices, which will be addressed in section 2.1.
Another essential issue concerns the linguistic features in which spoken and
written language differ from one another (see sections 2.2 and 4.2). Section
2.3 deals with an essential characteristic of spoken language in detail, namely
prosody. Finally, the ontogenetic perspective emphasizing the fact that written
language needs to be acquired in a rather cumbersome way will be amplified
in section 2.4.

When differences between spoken and written language are discussed, the
terms ‘spoken’ and ‘written’ greatly simplify the multi-faceted aspects of lan-
guage varieties as not only the mode, i.e., spoken vs. written, results in struc-
tural differences. For example, a prepared speech and a novel share more lin-
guistic features than a prepared speech and a face-to-face conversation (Biber,
1988, 128), although both are undeniably spoken language. But in order to
avoid misunderstandings, the terms ‘spoken language’ and ‘written language’
will henceforth imply typical genres for each mode, e.g., a conversation between

friends for spoken and a scientific article for written language.

11
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2.1 Theoretical considerations

This section will consider theoretical approaches which attempt to incorpo-
rate various factors in which spoken and written language differ. As Maas
(2009, 146) puts it, language is by no means monolithic; it is a dynamic sys-
tem. Therefore, it is quite challenging to develop a comprehensive model that
encompasses all decisive factors.

One of the most influential models in linguistics in general was developed by
Biihler (1934), who emphasizes the different dimensions of language practices
by the famous Organon model. Although the Organon model will not be
discussed in detail here, certain aspects of this model are essential in order to
illustrate the different entrenchment of spoken and written language. In this
model, a deictic and a symbolic field is distinguished with respect to speech
acts, which is the model’s most crucial aspect for the purpose of this work.!
This distinction particularly reflects the dynamics of language that has been
addressed above. It will be outlined now what the deictic and the symbolic
field represent.

The deictic field is characterized by empractic (German: empraktisch)
speech acts, which presuppose implicit knowledge. The linguistic signs in
the deictic field are completely dependent on the situational context. That
is, these signs can only receive an interpretation in their specific contexts. In
contrast, speech acts in the symbolic field enable the arrangement of linguistic
symbols in their synsemantic context (Biihler, 1934, 80-81). In this way, the
linguistic symbols are dependent on their adjacent and surrounding signs (the
synsemantic context), but they are independent of the situation. Empractic
and synsemantic speech acts reflect one decisive difference between spoken and

written language.?

! Primarily, linguists refer to the Organon model in order to illustrate the general char-
acteristics of human communication. Maas (2010, 30), however, stresses the fact that the
model encompasses far more than the different aspects that are involved in a communicative
act, which will be outlined in this chapter.

2The contextual embeddednes of spoken language will also be addressed in section 2.2.
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On the basis of the distinction between the deictic and symbolic field, Maas
(2008) develops the categories orate and literate.* These concepts play an
important role in his model that consists of three dimensions which, according
to him, need to be considered when analyzing language. In what follows, the
respective model will be outlined with the elaborations based on Maas (2010,
part I). The model’s theoretical principles can be ascribed to Biihler’s deictic
and symbolic field of language.

Initially, both non-verbal interaction and language are communicative. But
the decisive difference between non-verbal interaction and language practice
is that the latter is articulated through linguistic signs. The form of these
linguistic signs is socially predefined and is reproduced in language practice.
In normal communication, language structures which are entailed in the sym-
bolic field are used in addition to the communicative practice. This means
that language structures involve the potential to convey meaningful informa-
tion, whereas communicative practices rather reflect linguistic means for the
organization of discourse. The language structures thus have to be seen as a
resource, which is based on the symbolic character of language. It enables a
decentered language practice and the articulation of abstract concepts, which
cannot be expressed by means of purely communicative structures. Written
language entails resources that enable a development of these language struc-
tures. Maas (2010, 30) claims that the symbolic structure of language practices
is even developed by the resources that are embedded in written language or
in the symbolic field.

Biihler (1934) insinuates that spoken and written language differ in terms of
structure. The model in Maas (2010) focusses on these structural differences
and is consequently characterized by them. Other models do not consider
structural aspects, although they are very crucial when comparing spoken and

written language. For example, the model of Koch & Oesterreicher (1985),

3These concepts are elucidated in chapter 4. Here, it will suffice to note that orate and
literate reflect structural aspects of ‘prototypical’ spoken and written language.
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which is quite well established in German and Romance linguistics, also con-
cerns the relation between spoken and written language. They refer to Soll
(1974, 24) who distinguishes two aspects determining the character of spo-
ken and written language. On the one hand, the two language practices have
recourse to differing media, which is easily comprehensible: spoken language
is characterized by the phonic code, while written language makes use of the
graphic code. On the other hand, spoken and written language entail different
kinds of conceptions according to Koch & Oesterreicher (1985, 17), namely
the spoken and the written conception. By these distinctions, one receives a
scheme with four different types of language practices, as illustrated in Table
2.1. Tt contains an example of each text type of the corresponding language
variety. For example, a conversation is implemented in the phonic code and
represents a spoken conception. In contrast, a chat indeed shows the charac-
teristics of a spoken conception, but is graphically implemented. Vice versa, a
speech is characterized by a written conception, whereas the medium is phonic.
Finally, a scientific article can be seen as prototypical written language as its
medium is graphic and the conception is written.

This scheme illustrates two aspects, namely medium and conceplion, in
which spoken and written language differ from each other. However, it can
only be seen as a rough approximation since the classification into medium

and conceptlion does not very explicitly take into account the structural con-

Conception
spoken written
. phonic  conversation speech
Medium
graphic chat scientific article

Table 2.1: Examples of typical text types of spoken and written language
according to Koch & Oesterreicher (1985).
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sequences that the two language practices entail. This becomes all the more
apparent when referring to the concepts of Sprache der Nihe (spoken) vs.
Sprache der Distanz (written), which Koch & Oesterreicher (1985, 21) assume
to be the crucial difference. This distinction is rather unfavorable as written
language does not need to be ‘distanced’. For example, a shopping list or a
chat does not display characteristics of language distance (Maas, 2003, 635).

Therefore, Maas (2010, 34) invokes the medium and two further criteria
beside the medium in order to describe language practices. First, the syntactic
structure of the utterance is decisive when describing language characteristics.
Thus, whether or not the speaker/writer produces a complete sentence deter-
mines a crucial issue in the analysis of language practices. For this purpose,
Maas (2008, 329) coins the terms orate vs. literate. Second, he argues that
each utterance entails a function by differentiating between the communicative
and the representing function. Purely communicative utterances do not con-
vey information, but rather establish contact, give feedback, etc. In contrast,
representing utterances always convey information.

According to this tripartite division (medium, structure, function), one re-
ceives the scheme displayed in Figure 2.1 (adopted from Maas (2010, 34)),
which underlines that the three dimensions of language analysis are indepen-
dent. Generally, the model reflects the framework for characteristics that have
to be considered during language analysis. In principle, it is possible to locate

each utterance in the three-dimensional field arising from this model.

spoken written

[+clause]

—--"[-?:Iause]

Figure 2.1: Dimensions in analyzing language practices.
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From a more general perspective, it is important to point out that each
language analysis deals with a specific kind of text, which is characterized
by a combination of linguistic features. Some features are associated with
specific groups of speakers (social dialect), others are regional characteristics
(dialect). Here, the focus is on text varieties that occur in certain situations of
use - these varieties are called registers (see the examples in Table 2.1 above).
A register describes language use in a specific situation with the variation
between registers being based on diverse factors, e.g., situational characteristics
of the communication (see section 2.2). Biber (1988) conducted a very detailed
analysis of several text types, the findings of which are quite insightful for this

work. Therefore, the study will be briefly illustrated in the following section.

Register analysis by Biber

One of the most important findings in Biber (1988) is that the linguistic fea-
tures of a register are pervasive and always functionally motivated in their
situation of use. He analyzed a large English corpus of spoken and written
varieties by counting various linguistic forms, e.g., how often place adverbials,
nominalizations, causative adverbial subordinators, etc. occur in a specific text
type. The text types were very diverse and ranged for example from face-to-
face conversations to speeches and official documents. By means of a statistical
analysis, he ascertained a value for each linguistic feature that reflects to what
extent the specific linguistic form is typical of the register in question. A posi-
tive value indicates that the linguistic feature frequently occurs in a text type,
whereas a linguistic feature with a negative value is rather rarely found in this
text type.

On the basis of this analysis, he identified those linguistic features that
frequently co-occur in a specific text type and combined them in a factor.
In other words, a factor consists of several linguistic features that frequently
co-occur in texts (Biber, 1988, 102-103). Moreover, he assigned labels to each

factor to represent their communicative purposes. For example, ‘informational



2.2. Communication conditions 17

vs. involved production’ is the strongest factor; it is characterized by private
verbs (such as think, know, etc.), demonstrative pronouns and causative sub-
ordinations which co-occur frequently. Other factors are ‘on-line elaboration
of information’ or ‘narrative vs. non-narrative concerns’.

By means of further statistical analyses, Biber (1988) ascertained typical
genres for each factor. In doing so, he identified for each factor which genre
corresponds with the set of linguistic features. For example, with respect to the
factor ‘informational vs. involved production’, he found that both telephone
and face-to-face conversations are typical genres for involved language produc-
tion. In contrast, official documents and press reviews score low regarding this
factor, which indicates that these two text types are highly informational.

In this analysis, it becomes apparent that text types of both spoken and
written language are identified as typical of one factor. For example, academic
prose and telephone conversations score rather low in the factor ‘narrative vs.
non-narrative concerns’, i.e., both genres are not characterized by narrative
structures. Accordingly, certain differences do not result from the simple dis-
tinction between spoken and written language as such, but rather from the
types of genres being analyzed (Tannen, 1981).

This investigation is very important - not only in order to investigate dif-
ferences of spoken and written language in terms of structural aspects as is the
purpose of this work, but for research that considers text varieties in general.
The following section will indicate which situational characteristics impact on

the language output.

2.2 Communication conditions and general
lingustic implications

While the previous section considered the theoretical basis for the distinction
between spoken and written language, this section deals with typical commu-

nication conditions and their general implications in terms of structure. Here,
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only the most important characteristics will be discussed. As many researchers
have dealt with this question, it is not possible to refer to all of them and to
each particular issue that is discussed in literature. Structural aspects that are
fundamental to the approach of this work will be comprehensively discussed in
chapter 4. For a detailed illustration of situational characteristics, see Biber
& Conrad (2009, 36-47).

In section 2.1, it was outlined that register variation partly results from
the different characteristics in communicative situations. Before expanding on
some of these characteristics, a general distinction between various situations
of communication can be made. In this respect, Maas (2010, 38) roughly dif-
ferentiates between three levels of registers: the intimate, the informal and
the formal. The central dimension of this classification is the extent to which
the language practice takes place in public. According to Maas, the intimate
register is restricted to language use in the family and between close friends.
The informal register is indeed public, but differs from the formal register in
that it still concerns language use by which personal relations are established,
e.g., colleagues. In contrast, language practice in the formal register deals
with a generalized person, by which the structures have to be decentered. The
situation of language use is closely associated with corresponding language
structures: in the intimate and the informal register, written language hardly
occurs and is restricted to certain genres, viz., letters, chat. The formal regis-
ter, however, is characterized by a literate culture; it is the domain in which
language practices are based on written language. For example, communica-
tion with public authorities mainly implies the exchange of written documents.

While this general division establishes the basic framework for the following
distinctions, more definite communication conditions that entail structurally
obvious differences will be discussed now. One of the most obvious aspects
concerns production conditions. Spoken language is produced on-line, i.e., the
speaker generates the utterance while speaking, which requires quite a lot of

cognitive effort. In contrast, a writer can dedicate all his cognitive effort to
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constructing one sentence - or even to looking for a particular word, regardless
of how long it takes. Furthermore, he has the possibility to revise his text
over and over again. Utterances produced by the speaker, though, cannot be
edited; a correction or an explanation can be added, but what has been said
is irreversible (Auer, 2009, 3). This fundamental difference has been called
‘on-line production constraint’ and refers to the speaker’s constraint with re-
spect to producing complex structures. Generally, the speaker does not have
enough cognitive resources to produce complex phrases or clauses. Instead, he
conveys the information in separated chunks. The writer, though, can care-
fully construct phrases and clauses that integrate maximal information (Chafe,
1982, 39). Apart from that, on-line production implies many truncations or
blended constructions, when the speaker combines two different units during
language production. Such occurrences are not (generally) found in written
language, which is characterized by structures that integrate several pieces of
information, e.g., nominalizations.® Essentially, this difference impacts on the
syntactic form of utterances, which will be addressed more explicitly in section
4.2.2.

Moreover, spoken language is always produced in the here and now, which
has so far been referred to as empractic vs. synsemantic speech acts (see section
2.1). Thus, spoken language makes use of context-dependent structures, which
cannot be utilized in written language as there, the detachment from its context
is necessary in order to be comprehensible.® Linguistically, this results in the
use of deictic expressions in spoken discourse. In comparison, writers need to
use the resources of language structures in the symbolic field to a large extent
(see section 2.1) as they cannot refer to the context (Maas, 2003, 636). In

other words, strategies in spoken discourse make maximum use of the context,

“As mentioned above, all aspects refer to typical genres for each register. In favor
of a clear illustration, cases where an author makes use of spontaneous spoken language
structures or the like are not considered here.

5Literate structures enable such a detachment from the communicative context, see
chapter 4.
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while written language strives generally for structures that are most explicit
(Tannen, 1981, 3).
Olson (1977, 276-277) also points to this crucial characteristic:

[...] the degree to which this linguistic knowledge is convention-
alized and formalized need not be very great in oral contexts since
the listener has access to a wide range of information with which
to recover the speaker’s intention. [...] To serve the requirements
of written language, however, all of the information relevant to the

communication of intention must be present in the text.

Finegan & Biber (1994, 321) consider the contextuality of spoken language
from the perspective of the speaker’s effort in order to achieve an expression

which is not ambiguous.

[...] to the extent that interlocutors share a communicative con-
text and background information, less elaboration and explicitness
will be necessary, and more economy and compression will be tol-

erable.

Many studies emerging from this field of linguistics point to the aspect of
contextual embedding, thereby illustrating the relevance of this feature for the
distinction between speech and writing. Formal consequences of contextualized
and decontextualized structures will be resumed in section 4.2.1.

Another decisive aspect is that conversations are always interactive, which
implies that the speaker communicates with a particular person, who is usually
familiar to him and near him. As opposed to this, written language often aims
at a group of people, who does not necessarily share the same background
information with the writer. Accordingly, the writer needs to integrate all
information, which he cannot presuppose for the reader. Furthermore, in an
interactive conversation the hearer can give direct feedback to the speaker if he
needs to elaborate more. This also implies that intimately acquainted friends

do not need to spell out everything in a conversation as they tend to know
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which knowledge they share. This means that the linguistic form depends on
the speaker’s assumptions to the information states, i.e., if it is new or given
information (see Lambrecht (1994)). Here, it is important to mention that
different information states are marked by means of syntactic, prosodic and
lexico-grammatical cues (see section 4.2.1).

Chafe (1982, 45) also points to the interactive character of conversations,
which is generally lacking in written compositions. With reference to this,
he describes speakers as being involved with their audience, while writers are
rather detached from their readers. This is also partly implied by contex-
tual embedding, whereas involvement and detachment in the case presented
by Chafe rather refer to the relationship between the discourse participants.
Linguistically, this is reflected by an increased use of nominalizations and pas-
sives in written texts; both contribute to decentered language structures. In-
volvement in conversations, however, is manifested through references to the
speaker (1st person pronouns) and his mental processes (private verbs: think,
find, know, hope, emphatic particles and vagueness, often expressed by hedges).

In sum, spoken and written language differ particularly in terms of pro-
duction conditions, contextual embedding, the types of participants and their
relationship, which all have implications for language structures. One further
fundamental difference between spoken and written language has not yet been
discussed, namely prosody. Prosody, which is of course restricted to spoken

language, fulfills several functions, as will be shown in the following section.

2.3 Prosodic aspects

The most fundamental and obvious difference between spoken and written
language is that spoken language is characterized by prosody as an inher-

ent feature, which written language completely lacks.® Here, it is argued that

6There are, of course, specific substitional means by which emphasis, urgency, etc. can
be expressed in writing (e.g., printed in bold, exclamation mark); however, prosodic features
have more far-reaching implications in speech, as will be seen in the following illustrations.



22 Chapter 2. Spoken and written language

prosodic features not only express pragmatic function, but they also define spo-
ken language units, namely intonation units (IUs) (Cruttenden, 1986; Chafe,
1987; Maas, 2006, 75). These prosodic units are discussed in the following
section and section 3.2.2. In section 2.3.2, German intonation as one part of

the German prosodic system will be elucidated.

2.3.1 Intonation units in spoken language

In many studies concerned with spoken language, the intonation unit (IU) is
assumed to be the natural unit of spoken discourse (Cruttenden, 1986; Chafe,
1987; Ford & Thompson, 1996; Tao, 1996). Although researchers refer to
this prosodic unit by various names (intonation-group, intonation phrase, tone
group, etc.), they all take prosodic characteristics as the basis for [...| dividing
the flow of speech into useful units for analysis” (Tao, 1996, 9). For identifying
the boundaries of IUs, several prosodic criteria have been discussed. For exam-
ple, Cruttenden (1986, 36-42) outlines that a pause is a decisive cue, but one
that does not solely indicate an IU boundary. In addition to that, he names
three further boundary markers, namely anacrusis, lengthened final syllables
and a change in pitch level. These criteria for ITU boundaries are amplified in
section 3.2.2. Moreover, it is assumed that these characteristics are univer-
sal as they are physiologically, linguistically, cognitively, and interactionally
motivated (Tao, 1996, 43).

Taking prosodic units as the basic unit of spoken language contrasts par-
ticularly with approaches that analyze units of spoken language on the basis
of syntactic criteria. Tao (1996, ch. 2 and 9) argues that prosodic units have
to be seen as the fundamental units in speech analysis. At first, he rejects the
assumption that IU boundaries are placed in the wrong place when they do not
correspond with syntactic units (p. 7 and 174). In fact, this is supported by
other researchers, who show that speakers consider restrictions when setting
prosodic markers (e.g., Nespor & Vogel (1984, 130)). Then, Tao (1996, 7) even

suggests that the division of speech into IUs by native speakers “|...] must be
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treated as direct evidence for the structure of the language, which [...] theories
of grammar must be able to accommodate.” In other words, he argues that the
correspondence of grammatical elements and IUs should be seen as part of a
language’s grammar. Hence, the description of grammatical structures in 1Us
contributes to the understanding of language production since the prosodic
unit joins crucial factors in the analysis of spoken discourse: syntax, speech
production and interactional constraints (Tao, 1996, 176).

Although many studies analyze spoken discourse by describing syntactic
structures in IUs (Chafe, 1987; Matsumoto, 2003; Ford & Thompson, 1996),
to my knowledge systematic research on the basis of prosodic units is missing
in many individual languages. While the aim of this work is not to gener-
ally determine which syntactic structures correspond with IUs in German, the
analysis of spoken discourse is based on prosodic units. Therefore, IUs will be
identified and subsequently described with respect to grammatical structures
(see sections 3.2.2 and 5.1.1). In this respect, it is also important to briefly

outline prosodic aspects of German, as will be done in the following section.

2.3.2 German intonation

Intonation constitutes one part of a language’s prosodic system, which also
includes accentuation, rhythm, pitch, speech velocity, phrasing and pauses
(Gilles, 2005, 3). “Intonation involves the occurrence of recurring pitch pat-
terns, each of which is used with a set of relatively consistent meanings |...|”
(Cruttenden, 1986, 9). This characteristic differentiates German as an intona-
tional language from tone languages, such as Mandarin, where pitch patterns
or tones are also part of the lexicon as they distinguish the meaning of words.
As mentioned before, intonation in German thus impacts on the pragmatics of
utterances and divides utterances into prosodic units.

Moreover, German is considered as a stress-timed language” that expresses

"The rhythm of stress-timed languages is characterized by a periodical sequence of ac-
cents, where stressed and unstressed syllables/words alternate. In contrast, the rhythm
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focus by means of different pitch accents (Grice & Baumann, 2002, 267). The
description of intonation in a language is generally considered to be problem-
atic since intonation entails high variability and structural complexity. Two
approaches are particularly opposing with respect to the description of intona-
tion. While one model considers intonation contours, the other approach deter-
mines prominent syllables, from which the intonation contour is interpolated,
i.e., the intonation contour is received by connecting the prominent tones.
Thus, the first intonation model regards the intonation contour as a holistic
figure, whereas the latter first focuses on particular pitch accents, before the
entire contour is reconstructed (Gilles, 2005, 7). In the past two decades, an
autosegmental-metric model, which is based on the latter approach, has been
developed for the description of German intonation (Grice et al., 1996). It is
called GToBI (German Tone and Break Indices) and will only be briefly out-
lined here as the phonetic details of this description system are far too specific
for the scope of this work.

Basically, there is a distinction between high tones (H) and low tones (L),
whereas these are not associated with specific fundamental frequency values,
but rather have to be seen in relation to the speaker’s vocal range. H and L
and combinations thereof build six elementary pitch accents which are pos-
tulated in GToBI (Grice & Baumann, 2002, 278). Together with boundary
tones - H, L and their combinations - intonation contours can be described.
Grice & Baumann (2002, 283) identify seven nuclear intonation patterns in
German, some of which can be further subdivided into more fine-tuned nu-
ances. Consequently, the major intonation patterns are falling, rising-falling,
rising, level, falling-rising, early peak and stylized downgrading. In GToBI, a
falling intonation contour is labelled as H*L-%, i.e., H* represents a high pitch
accent followed by a low tone (L-) as boundary tone (%). Such an intonation

contour occurs with typical declarative sentences. While GToBI labels will

in syllable-timed languages is characterized by the periodical sequence of syllables, where
the temporal duration between two stressed syllables is equal, regardless of the amount of
intermediate unstressed syllables (e.g., French).
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not be used in this study, it is important to consider that this system enables
a very precise description of German intonation. Moreover, this approach re-
veals that German has seven (or even more) different intonation patterns that
are closely linked with specific semantic contexts.

So far, two functions of intonation, namely dividing speech into (prosodic)
units and expressing pragmatic meaning, have been discussed. Apart from
that, intonation also contributes to the organization of conversations or more
specifically to turn-constructions. However, intonation does not solely deter-
mine the end of a turn; rather, a combination of several parameters, e.g., gaze,
syntax and prosody signals this (Auer, 1996, 58). In conversation analysis,
attention has been paid particularly to the interaction between intonation and
syntax in order to explain a very essential phenomenon, namely well-organized
turn takings in conversations (Sacks et al., 1974, 699). Various investigations
refer to the paper of Sacks et al. (1974) confirming the interplay of intonation
and syntax in turn organization. For example, Ford & Thompson (1996, 155)
show that IU boundaries mostly coincide with syntactic completion in En-
glish, whereas this does not hold in the reverse case. According to them, this
underlines the prominent role of intonation in the management of turns. For
German, Selting (1995, 1996) has contributed fundamentally to research on the
significance of intonation in conversations. On the one hand, she has shown
that speakers tend to mark the end of a turn both by falling and rising into-
nation contours, whereas the continuation of a turn is marked by either level
or slightly rising intonation contours (Selting, 1996, 375). On the other hand,
Selting (1995, ch. 3) has revealed that differing intonation patterns in syntac-
tically equal questions induce different question types. Questions with rising
intonation are ‘open questions’ where more extensive answers are expected by
the speaker. In contrast, questions with falling intonation are rather restric-
tive, with the speaker expecting short answers and the interlocutor’s agreement
or comment.

While this section emphasizes the significance of prosodic aspects in conver-
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sations, the following section deals with a particular aspect of written language,

namely how children acquire it.

2.4 Literacy acquisition

The term literacy acquisition contains several aspects: First, literacy acquisi-
tion requires learning to read and write a particular script. In the case of Ger-
man, on which all elaborations are based in this respect, this involves learning
to recognize and to produce the letters of the alphabet. Second, children also
need to acquire orthographic rules when learning to read and write. These two
aspects are neglected in this work as they are only marginally relevant for the
following investigation (for technical reading and writing skills, see Scheerer-
Neumann (1996) and respective references; for orthography acquisition, see
Bredel et al. (2004); Rober (2009)). Third, literacy acquisition includes the
use of structures which are characteristic of written language; this aspect will
be central here (section 2.4.1).

Feilke (2003, 178) defines literacy acquisition as learning three different
skills: the forms of written language (structural part), the corresponding stan-
dard (conventions in writing, including orthography) and writing itself (tech-
nical part). With respect to the structural part of literacy acquisition, Maas
(2008, 423) points to the fact that one also needs to control the variation in
different registers (see section 2.1) in order to achieve elaborate competencies
in writing. On that score, literate skills enable an individual to differentiate
between registers. In the following, it will be outlined what literate skills (as

part of literacy development) include.

2.4.1 Literate competencies

For the purpose of this work, it is important to outline how the acquisition
of literate structures might proceed. While a number of researchers have de-

veloped differing models of writing development, it is commonly assumed that
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the acquisition of literate capabilities (in the sense of knowledge about writ-
ten language structures) begins before children enter school. In school, they
primarily receive literacy instruction in order to learn reading and writing in
a more technical sense (Feilke (2002, 5), Stoep et al. (2002, 260)).

On the basis of investigations in Germany and Morocco, Maas & Mehlem
(2003) show that growing up in a literate society (as is the case in Germany)
even predicts a general understanding of the concept ‘written language’. In
a society like Morocco, where writing does not play such an essential role,
writing is not inherently associated with a symbolic value. The idea of writing
as something symbolic is assumed to be a basic requirement in the acquisition
of literacy. Their investigation has shown that Moroccan children in Germany
utilize structural writing patterns, which they have acquired in Germany, when
writing in their L1, which was Berber in all cases in their study. In contrast,
children in Morocco rather tend to view writing as not entailing a symbolic
function, which is shown by ‘text products’ that are simple pictures of writing
which do not convey any meaning. Thus, Moroccan children in Germany are
in an advantageous situation compared to some of their peers in Morocco as
they have already realized what written language entails.

By being exposed to written language in early childhood, children develop
an understanding of what written language implies, with the consequences be-
ing diverse. Children growing up in an environment where written text prod-
ucts are part of everyday life learn that these texts usually have to be handled
with care. For example, they may not play with the book, the newspaper
and the letter lying on the table. Hence, they learn early on that something
valuable or important is associated with these written products. Furthermore,
children whose parents read books to them are faced at an early age with cor-
responding language structures that contrast strongly with the language they
use in order to communicate with their parents or siblings. These skills are
generally described as protoliterate knowledge (Feilke (2003, 179), Maas (2008,
353)). Verhoeven & Aarts (1998, 131) find that ‘home stimulation’ appears
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to be closely linked with the literacy level the pupils in their investigation ac-
quire. If this experience is missing, children start primary school with only
little understanding of the meaning and purpose of written language. Refer-
ring this aspect to the discussion of register differentiation, Finegan & Biber
(1994) presume that the exposure to a variety of registers fosters correspond-
ing competencies. Less contact with formal written language registers implies
a restricted access to structures which are characteristic for these texts. This
particularly holds for people with lower educational status, which also suggests
that children with such a background are principally at a disadvantage.

The consequences are fairly far-reaching. In Germany, children growing
up in a literate environment benefit from their background throughout their
school career as children with a less favorable background generally do not
succeed in closing the developmental disadvantage. This has been shown in
several investigations that revealed that schools in Germany do not seem to
offer the resources necessary in order to foster disadvantaged children (Maas,
2008, 481).

The school indeed contributes significantly to the reproduction
of cultural inequality because the school is not able to prevent
[...] the transgenerational reproduction of social class memberships

lifestyles and cultural practices. (Leseman, 1994, 180)

It is obvious that the structures of written language cannot be acquired without
corresponding help that naturally has to be provided by the school. That
children with a less favorable social origin frequently attend a lower secondary
school in disproportionate numbers in Germany might indicate that they are
not sufficiently fostered with respect to written language structures (Weishaupt
et al., 2010, 13). The Programme for International Student Assessment (PISA)
confirms that school success in Germany is associated with the socio-economic
family background to a comparatively great extent. The correlation of school

success and family background is significantly higher than in several other



2.4. Literacy acquisition 29

countries, e.g., Finland (OECD, 2006, 32-35). In section 2.4.2, this will be
addressed as well.

Besides the commonly accepted assumption about the importance of con-
tact with written language in early childhood, researchers also agree upon the
fact that the development to becoming a proficient writer is rather cumber-
some. However, it is not agreed upon which facets are most relevant in this
cognitive process. An often-quoted approach in the illustration of writing de-
velopment is the model developed by Bereiter (1980)%. He assumes six partial

capabilities which the mature writer masters (Bereiter, 1980, 82):
. fluency in producing written language
. fluency in generating ideas
. mastery of writing conventions

1
2
3
4. social cognition (enabling the writer to take account of the reader)
5. literary appreciation and discrimination

6

. reflective thinking

Advanced writing requires the fluent coordination of these partial processes.
But before one becomes an advanced writer, he passes through certain devel-
opmental stages, of which Bereiter (1980, 83) assumes five. He emphasizes
that not all steps need to be passed through and that the steps are not rigidly
ordered.

The simplest writing competence combines fluency in writing (technically)
and the generation of ideas, which Bereiter (1980, 83) defines as associative
writing, with the writer going by his flow of thought without taking into ac-
count the reader’s needs. When associative writing is automated, cognitive
capacities become available, which enables the writer to consider writing con-

ventions. Thus, one masters performative writing. Once the writer realizes

8Since this model has not been refined or substituted by another approach, it is assumed
here to reflect central facts in writing development. Yet, the model assumes a rather linear
development in writing ability and does not consider external factors, e.g., home stimulation.
These factors, however, can have determining influence on children’s writing development (as
has also been mentioned above) so that the linearity of Bereiter’s model might be affected.
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that certain language devices can evoke something in the reader, social cog-
nition comes into play, which Bereiter (1980, 86) defines as communicative
writing. In unified writing, the writer not only takes the reader’s needs into
account, but his own as well. This means that he is able to evaluate his own
text with respect to aesthetic aspects, which results in an important ‘feedback
loop’. Moreover, one develops a personal style at this stage. Finally, epistemic
writing “|...] makes possible a kind of extended and involved thought that is
almost impossible without writing.” (Bereiter, 1980, 88) As a consequence,
writing is not merely a product of thought, but can be seen as an essential
part of thought.

As with all important scientific contributions, the model in Bereiter (1980)
of course attracts criticism. One point of criticism concerns the relative vague-
ness of linguistic implications as it disregards which linguistic structures can
be associated with each stage. Yet, it is arguable whether this was intended to
be discussed. Moreover, Feilke (2002) says that it is not clear what triggers the
transition from one stage to the next, as well as the fact that the development
within a particular stage is rather imprecise. Despite the criticism, the model
still contains insightful aspects about the development of writing strategies.
Apart from this, the model has not been rejected or replaced by another more
powerful approach.

More recently, literate competencies are generally described as a series of
problem solving strategies. These strategies result in the development of a
capability to solve problems which is fostered by the medium written language
(Feilke, 1996, 1180). This approach, however, also draws on Bereiter (1980) as
the communicative competence, on which the model is based, is reorganized,
restructured and broadened. At the end of this development, writing compe-
tence results in epistemic writing (see above). Bereiter & Scardamalia (1989,
89) have formed the concept ‘from conversation to composition’, which also
refers to the conception that writing development is based on communicative

competence.
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Maas (2008, 416) also emphasizes the fact that the development of literate
competencies is based on oral communicative skills. In a more general ap-
proach, he differentiates between three developmental stages: the protoliterate
period (period I), learning the basic structures of written language (period IT)
and the elaboration of writing competencies as being an experienced writer
(period IIT). Obviously, the transition from period I to II requires explicit in-
struction as is usually provided by the school (Maas, 2008, 353). The decisive
difference between periods II and TII can be seen in the use of decentered
language structures (see section 2.1). While writing in period II is still situ-
ationally embedded, period III is characterized by decentered language, e.g.,
explicit text organizing devices (Maas, 2008, 420). An early contact with writ-
ten language makes the access to these language patterns easier.

From a less cognitive and more structural perspective, Feilke (1996, 1183)
describes the development with respect to syntactic writing skills. In general,
a writer integrates more semantic information into one clause with increasing
age. Moreover, he determines a tendency in texts from coordination to subor-
dination to the integration of information at a phrasal level (see section 4.2.2).
At the level of textual organization, there is a development from linking sin-
gle propositions to linkages at textual level, that increases the coherence in a
text. The large-scale analysis of texts from German writers of 13 to 23 years
of age by Augst & Faigel (1986, 95) shows that the most decisive changes take
place at the age of 14. While the amount of coordination steadily decreases
with subordinations increasing concurrently, the conjunctions also vary con-
siderably and to a greater extent than before the age of 14. Moreover, deeper
integration of information at the phrasal level also occurs more frequently with
increasing age, whereas the age of 14 is once more critical in this respect (Augst
& Faigel, 1986, 77). Also the studies of Berman (2004) and Stromqvist et al.
(2004) come to the result that well-organized hierarchies, increased lexical di-
versity as well as increased inter-sentential connectivity can only be found in

texts from adolescents or adults. Further, Berman (2004, 276) emphasizes that
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[...] the ability to make consistent and appropriate distinctions
in linguistic register and level of language usage is a late develop-
ment, which depends on extensive exposure to and experience with

literacy-related activities [...].

While the approaches discussed above consider the development of writing
skills with respect to children who learn to read and write in their L1, it is
important to look at the process of literacy acquisition when a child learns to

read and write in his L2. This will be addressed in the following section.

2.4.2 Literacy acquisition by bilingual children

The acquisition of literacy in a bilingual (or multilingual) context can take
place in very diverse constellations (see e.g., Durgunoglu & Verhoeven (1998)).
On the one hand, linguistic policies in the respective country form the frame-
work for register differentiation (see section 2.2). In Germany, the formal reg-
ister is monolingual, i.e., the literate culture of the formal register is restricted
to German. This is tightly connected with literacy instruction in schools (see
following paragraph) so that functional literacy is solely conveyed in German
in the German school system. On the other hand, literacy acquisition in a
multilingual context is also dependent on the migration constellation that pre-
dominates in the specific country. If the prevalent immigrant population is
part of the education elite in their home country, the conditions in the im-
migrant society greatly differ from those in countries where mainly working
class people immigrate. The latter is applicable to Germany for the most part,
which means that the majority of immigrants in Germany has a rather low
educational background. Their children are in need of educational programs
that consider their family background (see above).

Depending on the linguistic policies mentioned above, literacy instruction
in bilingual contexts can proceed in different ways: either literacy instruction

is monolingual, be it in L1 or L2, or it considers both languages. It then
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depends on whether the instruction is transitional (i.e., begins in one language
and after a while continues in the other), simultaneous or successive, i.e., L1
or L2 in the beginning and the other language later (Verhoeven, 1987, 11).
Here, monolingual instruction in L2 will be considered because it is usually
the situation immigrant children have to deal with in Germany.’

This implies that the initial situation of children with German as L2 is
rather difficult as they are supposed to acquire literacy in a language they
might not speak fluently (Wurnig, 2002, 127). That is, these children do not
have the same basic requirements as their monolingual peers because written
language structures have to be derived from communicative structures, as was
also mentioned previously. Moreover, native-like oral competence in the 1.2
is presumably not sufficient, as exposure to written German (or the L2 in
general) has been determined as one crucial prerequisite for emergent literacy
(see above, De Carlo (2009, 83)). Yet, it is rather unlikely that immigrant
children have been exposed to written German in abundance in their early
childhood.

With respect to minority children, various studies have shown that liter-
ate competencies in L1 promote access to literate structures in an L2 (Knapp,
1997; Verhoeven & Aarts, 1998). It is widely accepted that both technical skills
in writing (and reading) and literate competencies can be transferred from one
language to another (Reich & Roth, 2002, 34). However, this assertion is in
part too general. Maas (2008, 487) indicates that literate competencies may
not be equated with linguistic structures as these in turn are language spe-
cific. Rather, the capability to utilize elaborate language structures can be
transferred, but the specific language structures that represent such elaborate
structures are language dependent. Also, standard structures of written lan-

guage have to be learned for each language. Bialystok & Herman (1999, 37)

9The pupils of this study indeed had literacy instruction in their L1 Turkish for two
years, but it can be assumed that such a brief period of literacy instruction does not result
in elaborate literate competencies in L1 as these have been described in section 2.4.1. This
will also be addressed in section 5.2.5.
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suggest that exposure to written language in early childhood especially fosters
the access to corresponding structures in that particular language.

Bilingual children acquiring literacy in their L2 do not usually have recourse
to literate structures in the .2 as they have not been exposed to correspond-
ing written language. Moreover, they cannot transfer literate structures from
their L1 either because they mostly have not acquired literacy in their L1.
The studies of Knapp (1997) and Verhoeven & Aarts (1998) mentioned above
compare literacy levels of migrant children who start primary school in the
diaspora with lateral entrants, i.e., those who have acquired literacy in their
home country but have been going to school in the diaspora for a number of
years. Both studies show that lateral entrants generally perform better than
their peers who have attended school in the diaspora from the first grade on.
They apparently have recourse to the skills they have acquired in their L1 and
succeed in utilizing them in their L2. In contrast, minority children receiving
literacy instruction solely in their L2 do not have this possiblity. They cannot
have recourse to a connecting factor regarding their cognitive and linguistic
state of development; rather, the new language practices they are faced with
in school are detached from their earlier communicative experiences.

Regarding the transfer of literate competencies from one language to an-
other, it may not be concluded that literate skills are only available in L2 if
they have been acquired in L.1. This was suggested by the (early) Interde-
pendence Hypothesis in Cummins & Swain (1986), the significance of which
is recently assumed to be limited (Reich & Roth, 2002, 33). Instead of ruling
out the acquisition of literate competencies in L2 if comparable skills do not
exist in L1, it is rather assumed that such capabilities in L1 are advantageous
for their development in L2.

Consequently, immigrant children in particular seem to need support in
order to gain access to the structures of written language in their L2. This
needs to be emphasized since grammatical and lexical aspects are still prevalent

in promotional programs for these children, although these aspects are not
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solely problematic for immigrant children (Cantone & Haberzettl, 2009, 44).
In sum, literacy acquisition is generally fostered if children are able to de-
velop protoliterate skills in their childhood, which are acquired by exposure to
written language. Moreover, the development towards being a skilled writer
benefits from a steady contact with written language. Generally, it is not
agreed upon how writing skills are developed. Yet, it is assumed that writ-
ing involves several cognitive processes, whereas advanced writing implies all
cognitively demanding processes (e.g., reflective thinking). With respect to
literacy acquisition in an L2, the same prerequisites hold as with learning to
read and write in L1. Furthermore, it is accepted that general literate compe-
tencies are transferable between languages, whereas this may not be confused

with the actual language structures, that in turn are language specific.
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Chapter 3
Data and methodology

The present data for the analysis encompasses spoken and written language
of pupils, namely interviews with the pupils and three of their German class
tests. At the point of elicitation, the pupils all went in the seventh grade of
a comprehensive school located in the Ruhr area in Germany. The area is
generally characterized by a high amount of migrants in the population and
so is the respective part of the city where the school is located. The data was
collected within the project Literacy Acquisition in Schools in the Context of
Migration and Multilingualism (LAS).!

The analysis will include interviews and class tests of four pupils two of
whom speak German as L1; the other two speak German as L2, with Turkish
being their L1. The amount of four subjects will not allow to enunciate a gen-
eral theory about the crucial points in literacy acquisition on the basis of the

upcoming results. However, due to the very detailed analysis of the respective

'The project is an interdisciplinary co-operation between the University of Osnabriick
(IMIS), the Bilgi University Istanbul (Centre of Migration Studies), and the University of
Potsdam (SVM, Centre of Language, Variation and Migration). It has been funded by the
VW Foundation in the funding cycle “Study Groups on Migration and Integration” from
2007 to 2011. The project has investigated the process of literacy acquisition in schools
considering sociological and linguistic aspects. Within the project, German (respectively
Turkish) lessons had been observed in a first and a seventh grade by means of video doc-
umentation and field observations, the results of which were supported by several lingustic
tests with the pupils.
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texts, it will be possible to ascertain how spoken and written language struc-
tures produced by the pupils differ. Moreover, it will be investigated, where
exactly the detachment from structures used in sponteaneous speech prove to
be problematic when writing a text. Thus, the low amount of subjects is in
favor of the in-depth analysis that will allow to exactly determine, where dif-
ficulties emerge when writing a text, which is one of the central aims in this

work.

3.1 Data elicitation

The analysis of spoken language refers to interviews with the pupils which
were elicited in the project on literacy acquisition (LAS) mentioned previously.
The interviews were conducted in one to one situations, i.e., one researcher
interviewed one pupil, during the class time so that the pupils were not forced
to spend extra time for this interview.? In order to be able to talk without
interruptions, the researcher and the pupil went to another room in the school,
which was mostly an unused classroom during the time the interview was
carried on. Naturally, the conversation was recorded after the pupil had given
his consent to it. In fact, it is highly likely that the local conditions in the
classroom had an impact on the quality of the record. Consequently, it cannot
be ruled out that the acoustic analysis for identifying IUs is partly impaired
by this (see section 3.2.2).

Within the LAS project, the interviews mainly aimed for supplementary
sociological data about each pupil. Accordingly, the questions of the inter-
viewer are not supposed to evoke specific linguistic structures, but rather have
to be seen as a mere sociological tool. As the interviews were conducted by a
qualitative approach, a rather general guideline for questions was used since

the course of the interview naturally depended on the answers given by each

2The sections of these interviews which are the data basis for the analysis of the pupils’
spoken language can be found in Appendix A. There, each section is divided into intonation
units, which are numbered serially.
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pupil. In order to roughly illustrate what kind of information was intended
to receive by the interview, the guideline included among others the following

questions:

e Does the pupil like to go to school?

What kind of graduation does the pupil aspire?

What might be a possible job he/she wants to carry out later?

Does he/she like reading? Does he/she write anything else at home apart

from homework (e.g., e-mails, journal)?

How does he/she evaluate German lessons (in comparison to other lessons)?

etc.

The sample of questions illustrates that the interview was mainly supposed
to find out education-related aspirations of the respective pupil® as well as
attitudes regarding literacy. Although the interview does not aim at specific
linguistic patterns, this does not at all impair the output of the interviews
being a rich source for linguistic analyses. Moreover, the interviews have to
be regarded as a rather formal register of the pupils’ spoken language. On the
one hand, this arises from the interlocutor who is not very close to the pupils
and a sort of person to be respected. On the other hand, an interview is a very
specific type of conversation.

In fact, several characteristics distinguish interviews from a conversation
the pupils would carry on with their friends. For example, the role of each
interlocutor is obviously assigned so that it is most of the time obvious who
takes the turn. Correspondingly, interruptions are rather rare in an inter-
view, whereas they are very usual for an informal conversation. Furthermore,
the particular topic of each utterance is predefined by the question of the re-
searcher, which hardly results in a sudden change of the topic initiated by the

pupil. This would also be different in other types of conversations. Generally,

3Within the literacy acquisition project, interviews with the pupils’ parents were also
conducted so that for this purpose, it was also important to find out more about the pupil’s
aspirations and to align the possibly different statements of the pupil and his/her parents.
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certain typical characteristics of conversations will probably not occur in these
interviews (e.g., introduction of a new topic by means of a phrase dislocation).

With respect to the research question, the interviews are a suitable tool in
order to analyze structures of spoken language that might be the basis for the
production of written language. It is assumed that the pupils try to speak more
elaborated and thus presumably make use of more literate structures than in
an usual informal conversation. Thus, the language used in the interviews can
be regarded as one of the more formal spoken registers of the pupils, although
the language is produced spontaneously. Compared to narrations for example,
spontaneous spoken discourse is characterized by fewer subordinations and a
lower lexical variety (Miller & Weinert, 1998, 18).

Here, it should be pointed out that the researchers endeavoured to not
only ask question after question, but rather tried to conduct the interview as
a conversation in order to make the pupil feel comfortable and particularly
in order to make him/her talk. This, however, did not always succeed to a
preferable extent. Since the pupils had been knowing the researchers for one
school year as they had been visiting their German lessons regularly once a
week and additionally met them in other contexts (family interview at home,
school yard, etc.), it was assumed that the pupils would not feel intimidated
by the interview situation. As for the four pupils chosen for the analysis
in this work, there is no obvious evidence that they feel uncomfortable or
are inhibited during the course of the conversation. Otherwise, this would
assumingly influence the pupil’s willingness to talk. Moreover, the pupils have
been videotaped once a week in their German lesson and have additionally been
recorded several times in connection with the literacy project LAS. Thus, they
are quite familiar with such a situation so that the recorder hardly initimidates
them.

The difference in the pupils’ demeanor also impacts on the selection of
pupils that was made for this analysis. When the pupil did not feel entirely

comfortable and seemed rather tensed, it cannot be ruled out that this sort
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of tension might influence the language output. Accordingly, only those in-
terviews were considered where the researcher can rather safely assume that
the situation of elicitation does not inhibit the language output. Of course,
this estimation is rather subjective, but the variations in the length of a turn
(measured by the number of intonation units (IUs) in a row) support this kind
of evaluation so that the selection of pupils is not solely based on purely sub-
jective decisions. However, most of the answers given by the pupils are rather
brief so that most of them hardly elaborate on the respective question. This,
though, does not entirely hold for the selected pupils of this study.*

For the comparison of spoken and written language, three German class
tests of each pupil are contrasted with the interviews.® These written products
emerge from regular German lessons, where five to six class tests are written
each school year. The elicitation took place in an usual class test situation. It is
assumed that each pupil tries hard to write a good and coherent text since the
grades resulting from these tests define the grade in the reports, presupposing
that each pupil has a certain ambition. That implies that grades presumably
put a certain pressure on the pupils to write as “good” as possible. Thus, the
written texts analyzed in this work are assumed to represent one of the most
formal written registers produced by the pupils as other texts written by them
mainly arise from more informal contexts, such as e-mails or chat.

And exactly this is the main interest of this work, namely revealing those
areas where difficulties in writing formal texts occur as the use of literate
structures turns out to be too demanding. More specifically, it is supposed to
be analyzed in which linguistic domains the detachment from orate structures
is successful in the written texts and where it is not.

The written data chosen for the orate-literate analysis in this work encom-

“Further criteria for the selection of the subjects will be delineated in chapter 3.2.2.

5The class tests are in Appendix B.

6This assumption can be confirmed by the LAS project, where, with respect to orthog-
raphy, many pupils achieved distinctly worse results in the tests conducted by the project,
which had no impact on the pupils’ grades, than in their class tests, where the test was
directly relevant to their grade.
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passes three class tests, viz., one written at the end of the sixth grade (6.5),
the other written in the middle of the seventh grade (7.3), and the last one
written at the end of the seventh grade (7.6). In class test 6.5, the pupils had
to elaborate a fairy tale regarding three different assignments. First, they had
to write a short summary of this fairy tale. The second assignment aimed
at an explanation of why the underlying text is a fairy tale by enumerating
corresponding characteristics. Finally, the pupils had to create an end for the
fairy tale. In class test 7.3, they had to give an account of an event that had
taken place at their school, namely a reading competition of six graders, and
prepare a newspaper account describing this event. Class test 7.6 referred to a
young-adult fiction, which they had been reading during the regular German
lessons. First, the pupils wrote a short summary of one chapter. Second, they
had to analyze the development of the protagonists in the respective chapter.

One can see that the written data contains diverse text genres. A summary
distinguishes itself distinctly from a text section that completes a fairy tale,
which at the same time is highly different compared to a newspaper account.
On the one hand, the data basis of the class tests does not provide enough
text material of one single text genre. On the other hand, this work does not
aim at the analysis of a specific genre. Rather, the focus is on identifying
linguistic domains where the pupils are able to successfully detach from orate
structures in written texts and where they do not - regardless of the text
genre. Correspondingly, it seems obvious that the data basis for the analysis

encompasses various text genres.

3.2 Methodology

3.2.1 Selection of subjects

The first step of the interview analysis included the selection of pupils for this
study. Since 12 pupils had been interviewed in connection with the literacy

project LAS, four pupils had to be chosen for this study in order to be able to
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conduct the in-depth prosodic analysis and the explicit comparison of spoken
and written language. As mentioned above, it is important to discard those
pupils from the study who conveyed the impression during the interview of
being intimidated and shy, for this demeanor influences the language output
of the pupil to a presumably great extent.

Accordingly, one criterion for the selection of the pupils was that only those
sections of the interview were included in this investigation that reflected a
rather long turn consisting of at least eight IUs in a row. Drawing the line
at eight IUs emerged from the data as ten IUs in a row would have excluded
too many pupils, while five IUs in a row do not ensure a certain length of a
turn. Thus, it is more or less ruled out that the prosodic analysis considers
mere one-word or two-word utterances (e.g., brief answers to a question of the
interlocutor) and short exchanges between the speakers. Instead, the analy-
sis can focus on strings of utterances that most likely include units that are
grammatically differently structured, i.e. simple discourse elements, truncated
clauses, complete (and perhaps even complex) clauses. Schuetze-Coburn et al.
(1991, 218) also suggest to calculate the turn length by means of the number
of TUs per turn so that short turns containing only two or three TUs will not
be considered here. The requirement of analyzing only sections with eight [Us
in a row turns out to be a suitable criterion since some of the pupils did not
answer very explicitly in the interview, with the answers often only consisting
of three to five IUs.

On the one hand, this might indicate that the pupils’ language output was
impaired by the conversation’s circumstances, when around one third of the
pupils answered as briefly as possible. On the other hand, it is also surprising
that these pupils did not answer to the questions more lengthily, be it due to
the interview situation intimidating them or because they really encountered
problems to produce coherent utterances in a more formal situation. However,
as for the four pupils selected for this study, they produced several strings of

utterances consisting of eight or more IUs in a row. At least in comparison to
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most of the other pupils, their language output is not completely reduced in
the interview situation.

A further criterion for the selection of pupils was their language back-
ground; two of the four pupils were supposed to speak German as L1 (GL1),
whereas the other two pupils were supposed to speak a different language as
native language and acquired German as L2 (GL2). Moreover, in each group
(GL1 and GL2), one pupil that receives rather average marks in the German
class tests was supposed to be chosen as well as one pupil that receives rather
bad marks in the German class tests. Here, it is important to point out that
the teacher’s evaluation reflected by the grade does not play a role when an-
alyzing the class tests and ranging them by means of the orate-literate scale.
Rather, the grades of the class tests (and thus the teacher’s evaluation) were
a criterion in order to study different levels of pupils as they are seen by the
school or particularly by this specific teacher, who, however, represents what
is required by the school in German class tests in a seventh grade. After the
interviews and the class tests had been roughly analyzed on the basis of these
criteria, four pupils (coincidentally one boy and one girl in each group) were
selected: PMO, CRA, DPO and HKA (see Table 3.1).

Since different kinds of social data had been elicited for each pupil by the
LAS project, it is possible here to briefly outline background information about
each case pupil. PMO comes from a medium educated family of the middle-
class and apparently aims for a higher school degree, obviously supported by

his parents. He speaks German as L1. After primary school, he received

class test level GL1 GL2

+ PMO (&) DPO (&)
- CRA (9) HKA (9)

Table 3.1: Selected subjects: average (+) or rather bad pupils (-) with German
as L1 or L2 (GL1, GL2).
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a recommendation for ‘Realschule’ (middle school) or comprehensive school.”
CRA, the other pupil with German as L1, comes from a low educated family,
with the mother being a single parent. Although CRA concedes that she wants
to leave school with the highest school examination (in Germany: Abitur), two
teachers who were asked to roughly estimate the pupils’ school career do not
think she is capable of making the senior grades without problems. CRA
was recommended to go either to ‘Hauptschule’ (lower secondary school) or
comprehensive school after primary school.

Contrarily, DPO, his father and his two teachers being interviewed are all
convinced that DPO will graduate from secondary school with the highest
school leaving examination (Abitur), although he only had a recommendation
for comprehensive school after primary school. His family background can be
described as low/medium educated. According to his father, DPO began to
learn German from the kindergarten on, whereas the language situation in
DPQ’s family is not entirely clear-cut. While both parents speak Kurdish as
L1, the family languages are claimed to be Turkish and German. In fact, the
LAS project ascertained for DPO a rather minor competence in Kurdish and
native language competence in Turkish. Finally, HKA comes from a low ed-
ucated family, where the parents speak Turkish with their children, while the
four children partly speak German among themselves. HKA herself says that

"In Germany, pupils are segregated after four years of primary school. Generally, the
primary school makes a recommendation which secondary school type they regard as ap-
propriate for the respective pupil. Eventually, the parents may decide to which school their
child goes - even if it does not correspond to the school’s recommendation. There are four
types of secondary schools: ‘Hauptschule’ (lower secondary school), ‘Realschule’ (middle
school), ‘Gymnasium’ (academic high school) and ‘Gesamtschule’ (comprehensive school).
The comprehensive school has a special status in the German school system as all types
of school-leaving qualifications can be made at this school (from lower secondary school-
leaving qualification to high school diploma). Accordingly, pupils with recommendations for
‘Gymnasium’ as well as pupils with lower secondary school recommendation go together to
a comprehensive school. Practically, only very few ‘good’ pupils go to comprehensive school
as the parents usually prefer to send their child to a ‘Gymnasium’, where the learning con-
ditions are assumed to be better. This is reflected by the composition of the class of the
selected pupils: there is no child with a recommendation for ‘Gymnasium’ in this class.
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she learned to speak German properly only in the first and second grade of
primary school as she had been going to kindergarten for only one year. More-
over, she had Turkish lessons in the first two years of primary school. While
HKA herself casually claims to make the highest school leaving examination
without having specific job aspirations, her class teacher rather considers her
for an advanced O-level. She was recommended to go to ‘Realschule’ (middle
school) by her primary school teacher, but the respective middle school refused

to give her a place.®

3.2.2 Determining IUs

The interviews lasted between 40 and 65 minutes and had already been tran-
scribed in the literacy project so that for this work, it was first of all important
to locate those sections where the pupil produced eight or more IUs in a row.
In order to consider the same amount of IUs for each pupil, around 150 IUs per
pupil were analyzed. By this means, roughly 10 to 12 turns in each interview
were chosen with different topics being discussed in the corresponding sections.
Moreover, the amount of 150 IUs represents a number that most likely rules
out the possibility that only equally structured IUs were selected. Rather, a
certain variety of structures in the IUs can be expected.

After the respective sections had been chosen, IUs were determined by
means of the software EMU Speech Database System®. It is possible to identify
different prosodic characteristics that determine IU boundaries as it will be
delineated below. At each boundary, not all prosodic characteristics can be
found, but several cues are always indicative of setting an IU boundary: “[...],
the more features that coalesce at any point, the stronger ('more prototypical’)
the boundary will be, but an TU boundary may also be perceived when only

one or two features occur.” (Schuetze-Coburn et al., 1991, 227) In this section,

8This might corroborate that the respective comprehensive school might be seen as a
refuge for pupils who did not find a ‘better’ school, which correlates with the class teacher’s
estimation that the school does not exceed the level of a lower secondary school.

9For more information about this software tool, see http://emu.sourceforge.net /.
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Figure 3.1: Example of pitch reset for speaker PMO in utterance A2-5, same
for following figures.

each criterion for the division of IUs will be discussed and illustrated by an
example of the study’s data.

One of the most frequent and most distinctive features of an IU boundary is
represented by pitch reset (Chafe, 1980, 14), i.e., an U mostly begins with a
frequency that is situated around the fundamental frequency of the respective
speaker. Often, this coincides with an uprising of the fundamental frequency
at the beginning of an IU in contrast to the end of the previous unit so that
IUs tend to start with a higher frequency than they end. Figure 3.1 shows
a sample of PMO, where each TU begins (vertical lines) within the frequency
range 