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Introduction 
 

The problem of local moments confined to the transition metals (T) sites, i.e., localized 

behaviour in some aspects of itinerant electrons, is one of the most important issues in the 

physics of the magnetic alloys and intermetallic compounds. It was found experimentally that 

under certain conditions the magnetic moment of a transition metal remains localized when 

solute in another transition metal. The condition for the existence of the local moment at the T 

site is πΔ / U < 1, where Δ is the width of the d states (corresponds to the virtual bound states in 

the Friedel’s model) and U is the Coulomb correlation energy between d electrons.  

 The 3d band width Δ = Z1/2Jh depends on the number of near-neighbours Z with d orbitals 

and the hopping integral John, which is very sensitive to the distance between the atoms. On the 

other hand, the strength and the sign of the interaction between the neighbouring local moments 

are determined by the occupation fraction of d-orbitals and the orientation of these orbitals in the 

lattice. By alloying with other elements, the vicinity of the transition metal atom is changing. 

This leads to structural modifications with remarkable variations in the electronic structure and 

magnetic properties of the parent compound. 

The understanding and prediction of the properties of mater at atomic level represents 

one of the great achievements of the last years in science. In this content, the advantage of 

photoelectron spectroscopy, in the study of electronic structure and properties of matter is due to 

progress in both, experimental and in relevant theory. Photoemission techniques have been 

developed sufficiently to become a major tool for the experimental studies of solids. These 

techniques are also attractive for the study of changes in, or destruction of, crystalline order.  

The fine details of the relationship between the electronic structure and the magnetic 

properties of matter represent a state of the art challenge in the solid state physics. The link is 

evident even from a didactic approach: electrons are the ’carriers’ of spin magnetic moments and 

their movement around nucleus gives rise to orbital momentum i.e. orbital contribution to the 

magnetic moments. From a more sophisticated point of view, the information on the electronic 

structure turns up to be essential for the understanding of magnetic behavior. 

The XPS spectra give information on the electrons binding energies, the valence band 

and the density of states at the Fermi level, the hybridization between orbitals, the ions valence 

states and the charge transfer between the elements. The energy position and the width of the 

valence band, the comparison between the valence band and the calculated band structure, the 
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splitting of the 3s core level, the presence of the satellite structures to the valence band and 2p 

core levels give information on the localization degree of the 3d electrons, the occupation of the 

3d band, the spin and valence fluctuations effects, which are the basic elements in explaining the 

magnetic properties of metallic systems based on 3d elements. 

In the present study the ternary system Al-Mn-Ni was chosen because the following reasons: 

• Manganese is particularly interesting because according to Hund’s rule the magnetic 

moment of the free atom can have the maximum value of 5 μB. The antiferromagnetic 

alloys formed by Mn with nickel, palladium, and platinum have high Néel temperatures, 

which makes them very promising materials for practical applications, such as pinning 

layers of GMR and TMR devices. 

• Nickel metal is a ferromagnet having a magnetic moment of 0.6 μB/Ni. By alloying with 

Al, the Ni 3d-Al 3sp hybridization leads to a partial (AlNi3) or complete (AlNi) filling of 

Ni 3d band depending on Al concentration and distances between Al and Ni atoms. 

• By varying the concentration of the elements the first vicinity of transition metal atoms 

and the distance between them is different, which leads to important changes in the 

crystallographic and electronic structure with remarkable effects on the magnetic 

properties of Mn-Ni-Al alloys and compounds. 

The aim of this thesis is to study the changes in the crystallographic, electronic and 

magnetic structure of the Al-Mn-Ni ternary metallic system by modifying the concentration of 

the constituent elements. 

The thesis is organized in 6 Chapters, followed by the summary. Chapter 1 contains a 

brief theoretical introduction into the magnetism of metallic systems, as well the principles of X-

ray photoelectron spectroscopy, which is the main technique used to investigate the electronic 

structure of the intermetallic alloys and compounds. The sample preparation details and all the 

experimental techniques employed in the characterization of the systems are described in 

Chapter 2. The next 4 Chapters contain the experimental results for Mn1-xAlxNi3, Mn1-xAlxNi, 

Ni1-xMnxAl, and Ni0.7-xAlxMn0.3 systems. The structural, electronic and magnetic properties of 

the alloys and compounds are investigated by X-ray diffraction, X-ray photoelectron 

spectroscopy, band structure calculations, magnetization and magnetic susceptibility 

measurements. 
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Chapter 1 
Theoretical considerations 

1.1 General issues of magnetism 

All materials have an inherent magnetic character arising from the movements of their 

electrons. Since dynamic electric fields induce a magnetic field, the orbit of electrons, which 

creates atomic current loops, results in magnetic fields. An external magnetic field will cause 

these atomic magnetic fields to align so that they oppose the external field. This is the only 

magnetic effect that arises from electron pairs. If a material exhibits only this effect in an applied 

field it is known as a diamagnetic material. 

Magnetic properties other than diamagnetism, which is present in all substances, arise 

from the interactions of unpaired electrons. These properties are traditionally found in transition 

metals, lanthanides, and their compounds due to the unpaired d and f electrons on the metal. 

There are three general types of magnetic behaviors: paramagnetism, in which the unpaired 

electrons are randomly arranged, ferromagnetism, in which the unpaired electrons are all aligned, 

and antiferromagnetism, in which the unpaired electrons line up opposite of one another. 

Ferromagnetic materials have an overall magnetic moment, whereas antiferromagnetic materials 

have a magnetic moment of zero. A compound is defined as being ferrimagnetic if the electron 

spins are orientated antiparrallel to one another but, due to an inequality in the number of spins in 

each orientation, there exists an overall magnetic moment. There are also enforced ferromagnetic 

substances (called spin-glass-like) in which antiferromagnetic materials have pockets of aligned 

spins. 

1.1.1 The origin of atomic moments  

 At the atomic scale, magnetism comes from the orbital and spin electronic motions. The 

nucleus can also carry a small magnetic moment, but it is insignificantly small compared to that 

of electrons, and it does not affect the gross magnetic properties.   

 Quantum mechanics gives a fixed energy level to each electron which can be defined by 

a unique set of quantum numbers:  

1. The total or principal quantum number n with integral values 1, 2, 3,… determines the size of 

the orbit and defines its energy.  Electrons in orbits with n=1, 2, 3,… are referred to as 

occupying K, L, M,… shells, respectively.  
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2. The orbital angular momentum quantum number l describes the angular momentum of the 

orbital motion. For a given value of l, the angular momentum of an electron due to its orbital 

motion equals )1( +llh . The number l can take one of the integral values 0, 1, 2,…, n-1. The 

electrons with l = 0, 1, 2, 3,… are referred to as s, p, d, f, … electrons, respectively.  

3. The magnetic momentum quantum number ml describes the component of the orbital angular 

momentum l along a particular direction. For a given l: ml= l, l-1,…, 0,…,-l+1,-l 

4. The spin quantum number ms describe the component of the electron spin along a particular 

direction, usually the direction of the applied field. The electron spin s is the intrinsic angular 

momentum corresponding with the rotation (or spinning) of each electron about an internal 

axis. The allowed values of ms are ±1/2. 

According to the Pauli Exclusion Principle, each electron occupies a different energy 

level (or quantum state), thus the states of two electrons are characterized by different sets of 

quantum numbers n, l, ml, and ms.  

The motion of the electron around the nucleus may be considered as a current flowing in 

a wire having no resistance, which coincides with the electron orbit. The corresponding magnetic 

effects can be than derived by considering the equivalent magnetic shell. An electron with an 

orbital angular momentum ħl has an associated magnetic moment: 

ll
m
e

Bl

rr
h

r μμ −=−=
2

       (1.1) 

where μB is the Bohr magneton:       
m

e
B 2

h
=μ                           (1.2) 

The absolute value of the magnetic moment is given by: 

)1( += llBl μμr               (1.3) 

The situation is different for the spin angular momentum. In this case, the associated magnetic 

moment is: 

sgs
m
e

g Bees
rr

h
r μμ −=−=

2
          (1.4) 

where ge (=2.002290716) is the spectroscopic splitting factor.  

The magnetic moment of a free atom (or ion) is the sum of the moments of all electrons. 

When describing the atomic origin of magnetism, one has to consider the orbital and spin 

motions of all electrons as well as the interactions between them. The maximum number of 

electrons occupying a given shell is: 
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∑
−

=

=+
1

0

22)12(2
n

l
nl               (1.5) 

The total orbital angular momentum and total spin angular momentum of a given atom are 

defined as: 

∑=
i

ilL
rr

         (1.6) 

and respectively:                           ∑=
i

isS rr
                         (1.7) 

where the summation extends over all electrons. The summation over a complete shell is zero, so 

only the incomplete shells contribute effectively to the total angular momentum. The resulted S
r

 

and L
r

 are coupled through the spin-orbit interaction to form the resultant total angular 

momentum J
r

: 

SLJ
rrr

+=          (1.8) 

For all but the heaviest atoms the ground state of a free atom with an unfilled shell is determined 

by three empirical rules known as Hund’s rules: 

1. The ground state will have the largest spin S that is consistent with the Pauli Exclusion 

Principle. 

2. The ground state will have the largest total orbital angular momentum L that is consistent 

with both the first rule and the exclusion principle. 

3. This rule determines the value of the overall total angular momentum number J, which 

can lie between SL −  and SL + . The ( ) ( )1212 +×+ SL  possible states have different 

energies that are determined by interactions of the form SL
rr

⋅λ  which is known as Russel-

Saunders coupling. The factor λ is positive for shells that are less than half filled, and 

negative for shells that are more than half filled. Thus J is given by the number N of 

electrons: 

SLJ −=  for N ≤ 2l+1 and SLJ += for N ≥ 2l+1 

When J has a non-zero value, the atom or ion has a magnetic moment: 

Jg B

rr μμ −=           (1.9) 

with the absolute value: 

)1( += JJg Bμμ               (1.10) 

where g is the Landé spectroscopic factor and is approximately: 
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)1(2
)1()1()1(1

+
+−+++

+≈
JJ

LLSSJJg     (1.11) 

 In most cases, the energy separation between the ground-state level and the other levels 

are large compared to kT. For describing the magnetic properties of the ions at 0K, it is therefore 

sufficient to consider only the ground state characterized by the angular momentum quantum 

number J.   

Two series of elements play a fundamental role in magnetism: the 3d transition elements 

and the 4f rare earths. These two series are important because the unfilled shells are not the outer 

shells and in solids the 3d (respectively 4f) shell can remain unfilled, leading to magnetism. In 

the case of the 4d and 5d series of elements, the magnetism is generally very weak. This is 

because the 4d and 5d shells are rather delocalized, allowing the participation of these electrons 

to the conduction band.  

1.1.2 Classes of magnetic materials 

Diamagnetism 

 Diamagnetism is a fundamental property of all matter, although it is usually very weak. It 

can be regarded as originating from the shielding currents induced by an applied field in the 

filled electron shells of ions. These currents are equivalent to an induced moment present on each 

of the atoms. The diamagnetism is a consequence of Lenz’s law stating that if the magnetic flux 

enclosed by a current loop is changed by the application of a magnetic field, a current is induced 

in such a direction that the corresponding magnetic field opposes the applied field. The magnetic 

susceptibility of diamagnetic materials is negative and has no temperature dependence. 

Paramagnetism 

In the case of paramagnetic materials, some of the atoms carry intrinsic magnetic 

moments due to unpaired electrons in partially field orbitals, but the individual magnetic 

moments do not interact with each another. The magnetization is zero in the absence of an 

external magnetic field, like for diamagnetic materials. The presence of an external magnetic 

field leads to a partial alignment of the atomic magnetic moments in the direction of the field, 

resulting in a net positive magnetization and positive susceptibility. The efficiency of the field is 

opposed by the thermal effects which favour disorder of magnetic moments and tend to decrease 

the susceptibility. This results in a temperature dependent susceptibility, known as Curie’s law: 

T
C

=χ       (1.12) 
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At normal temperatures and in moderate fields, the paramagnetic susceptibility is small, but 

larger than the diamagnetic contribution. Curie’s law states that if the reciprocal values of the 

magnetic susceptibility, measured at various temperatures, are plotted versus the corresponding 

temperatures, one finds a straight line passing through the origin. The Curie constant can be 

estimated from the slope of this line and hence a value for the effective moment.  

Ferromagnetism 

Ferromagnetic materials have a non vanishing magnetic moment, or spontaneous 

magnetization, even in the absence of a magnetic field. Unlike paramagnetic materials, the 

atomic moments in these materials exhibit very strong interactions. These interactions are 

produced by electronic exchange forces and result in a parallel alignment of atomic moments. 

The exchange force is a quantum mechanical phenomenon due to the relative orientation of the 

spins of two electrons. The elements Fe, Ni, and Co and many of their alloys are typical 

ferromagnetic materials. Two distinct characteristics of ferromagnetic materials are their 

spontaneous magnetization and the existence of magnetic ordering temperature, called Curie 

temperature. The spontaneous magnetization is the net magnetization that exists inside a 

uniformly magnetized microscopic volume in the absence of a field. The magnitude of this 

magnetization, at 0K, is dependent on the spin magnetic moments of electrons. The magnetic 

ordering competes with thermal disorder effects and each material is characterized by a critical 

temperature (Curie temperature), which is a measure of the strength of magnetic interactions and 

is an intrinsic property of the material.  

M

χ-1

TC θ

M~(1+αT3/2)

M~(1-T/TC)1/3

T0

M

χ-1

TC θ

M~(1+αT3/2)

M~(1-T/TC)1/3

T0  

Fig. 1.1. The temperature dependence of the spontaneous magnetization M (T<TC) and 

magnetic susceptibility )( CTT >χ  for a ferromagnetic system 

At temperatures above the Curie temperature the thermal effects dominate and the 

material has a paramagnetic behaviour; below this temperature the magnetic interactions 

dominate and the material is magnetically ordered. Above the Curie temperature the magnetic 

susceptibility obeys the Curie-Weiss law:  
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pT
C
θ

χ
−

=          (1.13) 

where θp>0 is called the asymptotic or paramagnetic Curie temperature and differs from the 

Curie temperature due to the thermal fluctuations. 

In addition to the Curie temperature and saturation magnetization, ferromagnets can 

retain a memory of an applied field once it is removed. This behaviour is called hysteresis and a 

plot of the variation of magnetization with magnetic field is called a hysteresis loop. 

Antiferromagnetism 

In the case of antiferromagnets, although there is no net total moment in the absence of 

the field, the magnetic interactions favour an antiparallel orientation of neighbouring moments. 

In a simple antiferromagnet, magnetic atoms can be divided into two sublattices with their 

magnetizations equal but antiparallel. The net magnetization is then zero at any temperature.  

The clue to antiferromagnetism is the behaviour of susceptibility above a critical temperature, 

called the Néel temperature (TN). Above TN, the susceptibility obeys the Curie-Weiss law for 

paramagnets but with a negative intercept indicating negative exchange interactions. 

TN T

χ

0

χ-1

θ TN T

χ

0

χ-1

θ  

Fig. 1.2. The temperature dependence of the magnetic susceptibility for an antiferromagnet 

Slight deviations from ideal antiferromagnetism can exist if the anti-parallelism is not exact. If 

neighbouring spins are slightly tilted (<1°) or canted, a very small net magnetization can be 

produced. This is called canted antiferromagnetism and hematite is a well known example. 

Canted antiferromagnets exhibit many of the typical magnetic characteristics of ferromagnets 

and ferrimagnets (e.g., hysteresis, Curie temperature). 

Ferrimagnetism 

A ferrimagnet is an antiferromagnet in which the different sublattice magnetizations are 

not equal, which results in a net magnetic moment. This requires non equivalent magnetic 

sublattices and/or atoms. Ferrimagnetism is therefore similar to ferromagnetism. It exhibits all 

the hallmarks of ferromagnetic behaviour spontaneous magnetization, Curie temperatures, and 
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hysteresis. However, ferromagnets and ferrimagnets have very different magnetic ordering. The 

temperature dependence of the magnetization in ferrimagnetic compounds is determined by the 

magnitude and sign of the coupling constants that describe the magnetic coupling between the 

different sublattices and between two moments residing on the same magnetic sublattice. Above 

the Curie temperature the reciprocal susceptibility is given by the Néel hyperbolic law: 

θ
σ

χχ −
−+=

TC
T

0

11      (1.14) 

where C is the mean value of the Curie constant and χ0, σ and θ are constants that depend on the 

nature of the sublattices present in the system. 

χ-1

TCθ T0

M

MA

MB

M

MA

MB

M

MA

MB
T T T

χ-1

TCθ T0

χ-1

TCθ T0

M

MA

MB

M

MA

MB

M

MA

MB
T T T

 

Fig. 1.3. The temperature dependence of the spontaneous magnetization M (T<TC) 

(several cases are presented) and magnetic susceptibility χ (T>TC) for a ferrimagnetic 

system consisting of two sublattices A and B 

1.2 Magnetic properties of metallic systems 

There are several models in magnetism, but none that fully describes the magnetic 

behaviour for magnetically ordered materials. Although the molecular field theory gives an 

intuitive description for the most important physic properties of ferromagnetic materials 

(temperature dependence of spontaneous magnetization, specific heat and magnetic susceptibility 

behaviour at high temperatures), it fails to describe the low temperatures and critical regions. At 

very low temperatures the experimental results are best described by the spin waves theory. 

1.2.1 Localized moments in solids 

 The magnetic interaction between localized moments, the magnetic coupling, determines 

the behaviour of a compound when placed in a magnetic field and may favor magnetic ordering. 

The magnetic coupling is usually described in terms of a model spin Hamiltonian, most often the 

Heisenberg Hamiltonian: 

∑−=
ji

jiij SSJH
,

rr
             (1.15) 
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where i, j can be restricted to run over all nearest neighbour or next nearest neighbour pairs of 

magnetic moments on account of the fact that the magnetic interaction is weak and decreases 

exponentially with distance. Positive values of the Heisenberg coupling constant J correspond to 

ferromagnetic coupling, negative ones to antiferromagnetic coupling. In 3d based 

materials KJij
32 1010 ÷≈ . A spin operator of this form was first deduced from the Heitler-

London results by Dirac [1] and first extensively applied in the theory of magnetism by Van 

Vleck [2]. The universal use of the name Heisenberg Hamiltonian acknowledges his original 

discussion of the quantum mechanical concept of electron exchange and the introduction of the 

term exchange integral in his theoretical work on the helium atom [3]. A conceptually similar 

but not at all identical term appears in the work of Heitler and London to express the difference 

in energy between the singlet and triplet states in the hydrogen molecule. 

 When the magnetic orbitals of two neighbouring atoms are sufficiently extended to 

produce a direct overlap, there is an effective interaction between the spins of these atoms, called 

direct exchange. The origin of the exchange interaction is in the different energies for the 

parallel and antiparallel spin states as a result of the Pauli principle. This direct exchange, which 

occurs in 3d intermetallic compounds, is the largest interatomic interaction and it is, in particular, 

responsible for the high ordering temperatures found in the ferromagnets used for most 

technological applications. The Slater-Néel curve illustrates the variation of this interaction as a 

function of interatomic distance and magnetic shell radius. 

 

Fig. 1.4. Slater-Néel curve (d=distance between two atoms, r=magnetic shell radius) 

When magnetic orbitals of two neighbouring atoms are too localized to overlap, as in the 

case for the 4f series, the exchange process can occur through conduction electrons if the system 

is metallic. This leads to the RKKY indirect exchange interaction. If there are no conduction 

electrons, as in ceramics where magnetic atoms are separated by non-magnetic atoms like 

oxygen, the external electrons of the latter participate in covalent binding and mediate the 
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exchange interaction. This is the superexchange interaction. The term superexchange was 

introduced by Kramers [4] in 1934 in an early attempt to explain the magnetic interaction in anti-

ferromagnetic ionic solids. The distance between the transition metal ions is generally far too 

large for direct magnetic interactions, as occur in metals, to be of any significance. Since the 

metal ions always have negative ions as nearest neighbours he proposed that these anions played 

an intermediary role in the interaction mechanism. A more elaborate and successful evaluation 

was carried out in 1959 by Anderson [5]. 

The Molecular Field Model 

Pierre Weiss postulated the presence of a molecular field in his phenomenological theory 

of ferromagnetism in 1907 [6], long before its quantum-mechanical origin was known. The 

model proposed by Weiss is based on the powerful assumption that the fluctuations of molecular 

field with time and the dependence on the instantaneous values of the magnetic moments can be 

neglected. The origin of the Weiss molecular field was attributed by Heisenberg [7] to the 

quantum-mechanical exchange interaction between neighbouring atoms, usually written: 

∑
<

−=
ji

jiijexch SSJH
rr

2                (1.16) 

where the summation extends over all spin pairs in the crystal lattice. The exchange constant Jij 

depends, amongst other things, on the distance between the two atoms i and j considered. In most 

cases, it is sufficient to consider only the exchange interaction between spins on nearest-

neighbour atoms. By considering Z magnetic nearest-neighbour atoms surrounding a given 

magnetic atom, the exchange Hamiltonian becomes:  

SSZJH nnexch

rr
⋅−= 2                (1.17) 

where S
r

 is the average spin of the nearest-neighbour atoms. This relation can be rewritten:  

( ) JJgZJH nnexch

rr
⋅−−= 212          (1.18) 

The atomic moment is related to the angular momentum by (Eq. 1.9), resulting in:  

( )
m

B

nn
exch H

g
gZJ

H
rr

rr

μμ
μ

μμ
022

212
−=

⋅−−
=       (1.19) 

where:  

( )
22

212

B

nn
m g

gZJ
H

μ
μrr −

=      (1.20) 
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can be regarded as an effective field, the so-called molecular field, produced by the average 

moment μr  of the Z nearest-neighbour atoms. If all the magnetic moments are identical, the 

magnetization of the system can be written μr
r

NM =  and in consequence mH
r

 is proportional 

to the magnetization:  

MNH Wm

rr
=           (1.21) 

The constant NW is called the molecular-field constant or the Weiss-field constant.  

In the Weiss molecular filed theory the Curie temperature is given by: 

B

BW
C k

JJgNN
T

3
)1( 22

0 μμ +
=           (1.22) 

and the magnetic susceptibility above CT  is given by: 

)(3
)1( 22

0

CB

B

TTk
JJgN
−
+

=
μμ

χ      (1.23) 

Heisenberg assumed that the exchange integral between neighbouring atoms is positive 

and of appropriate order of magnitude. Subsequent attempts to calculate J  for ferromagnetic 

transition metals from realistic atomic orbitals have failed to explain the sign and magnitude 

of J . In fact, the molecular field theory gives a grossly inadequate picture of the critical region, 

fails to predict spin waves at low temperatures, and even at high temperatures reproduces 

without error only the leading correction to Curie’s law. Nevertheless the theory has been widely 

used and quoted and when confronted with a new situation (e.g., a particular complicated 

arrangement of spins on a crystal structure with several types of coupling) it probably offers the 

simplest rough way of sorting out the types of structures expected to arise. Also the molecular 

field theory is sometimes taken as starting point for more sophisticated calculations.   

The Heisenberg model is actually justified when well-defined local atomic moments 

exist, like in the case of magnetic insulators and in the majority of rare-earth metals. In the 

former, the mechanism of exchange interaction is the superexchange which is usually 

antiferromagnetic, while in the latter indirect exchange interaction via the conduction electrons 

dominates. 

1.2.2 Itinerant-electron magnetism 

 Opposite to the localized model is the itinerant (or band) model which considers that each 

magnetic carrier (electron or hole) is itinerant through the solid. In this case, the unpaired 

electrons responsible for the magnetic moment are no longer localized and accommodated in 
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energy levels belonging exclusively to a given atom, but move in the potential of other electrons 

and ions, and the corresponding atomic levels form energy bands. The extent of the broadening 

of the energy bands depends on the interatomic separation between the atoms. The ordered 

magnetic states, stabilized by electron-electron interactions, are characterized by the difference 

of the number of electrons (or holes) with up and down spins. The most prominent examples of 

itinerant-electron systems are metallic systems based on 3d transition elements, with the 3d 

electrons responsible for the magnetic properties, where the unfilled d shell is rather extended. 

The Stoner Model 

The simplest model of itinerant-electron magnetism is the Stoner model [8], which has 

mainly been used to account for the existence of ferromagnetism in itinerant systems. If the 

relative gain in the exchange interaction (the interaction of electrons via Pauli's exclusionary 

principle) is larger than the loss in kinetic energy, the spin up and spin down electron bands will 

split spontaneously. In the Stoner band model, the energies of the spin up and down electron 

bands are: 

n
n

IkEkE

n
n

IkEkE

↓
↓

↑
↑

−=

−=

)()(

)()(

rr

rr

     (1.24) 

where ( )kE
r

 is the energy of the metal before exchange effects are included, ↑n and ↓n  represent 

the number of electrons with spin up and spin down, and n is the number of electrons in the 

system (N=n↑+n↓). The Stoner parameter I describes the energy change due to electron spin 

correlations. The relative difference between the number of electrons occupying the spin up and 

spin down bands is: 

n
nn

R ↓↑ −=          (1.25) 

which is proportional to the magnetization of the system. 

In consequence: 

2
)(~)(

2
)(~)(

IRkEkE

IRkEkE

+=

−=

↓

↑

rr

rr

     (1.26) 

where:                     
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The energy separation between the two bands is independent of the wave vector of an electron. 



14 
 

We can evaluate R  using the Fermi-Dirac statistics, where: 
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Eq. (1.29) can have real solutions, which means that the system has a magnetic moment 

in the absence of an external magnetic field, and therefore is ferromagnetic. In order to find the 

condition for the existence of magnetic moments in the system, the following approximation is 

used: 
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 which leads to:          
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If R>0 the band is exchange split, which corresponds to ferromagnetism. Therefore the condition 

for the stability of a ferromagnetic state is: 
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Considering that around 0K: )~(~ FEE
E
f

−=
∂
∂

− δ , we can write: 

∑ ∫ ∫ =−=⎟
⎠
⎞

⎜
⎝
⎛
∂
∂

=
∂
∂

k
FF EN

n
VEEkd

n
V

E
fkd

n
V

kE
kf

n
)(

2
1)~(1

)2(~)2()(~
)(1

33 δ
ππ

rr
r

r

     (1.33) 

Thus a ferromagnetic state is realized for:  

1)( >FEIN             (1.34) 

where )( FEN is the density of states at the Fermi energy per spin and volume.  

The later condition is the Stoner criterion for ferromagnetism.  

The conditions favouring magnetic moments in metallic systems are obviously: a large 

value of the exchange energy, but also a large density of state at the Fermi level. The density of 

states of the s and p electron bands is considerably smaller than that of the d band, which 
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explains why band magnetism is restricted to elements that have a partially empty d band. 

However, not all of the d transition elements show band ferromagnetism, as presented in Fig. 1.5.  

For instance, in the 4d metal Pd, the Stoner 

criterion is not met, although it comes very close to 

it. The only pure d metals that show band 

ferromagnetism under normal conditions are Fe, Co 

and Ni. 

Two situations have to be considered in the 

case of itinerant-electron magnetism: 

- if both the spin up and spin down bands are not 

completely filled up, the compound is a weak 

ferromagnet; this is the case for Fe metal 

- if the spin up band is completely full, the 

compound is a strong ferromagnet; this is the case 

for Ni and Co metals 

These terms are only definition and they do 

not do not imply that the spontaneous moments per 

3d atom or the magnetic ordering temperatures are higher in the former case than in the latter. 

Indeed, n Fe the magnetization is 2.4µB/Fe whereas in Co and Ni it is 1.9 and 0.6 respectively. 

The magnetization of the system at T≈0K is: 

B
EIN

EN
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F
B )(1

)(2 2

−
= μ           (1.35) 

When IN(EF) is barely larger than 1, the Stoner criterion is fulfilled but the magnetization is 

weak and we have the so-called very weak itinerant ferromagnetism. 

The magnetic susceptibility is given by: 

)(1
0

FEIN−
=

χ
χ                                   (1.36) 

where 0χ  is the Pauli susceptibility of free electrons. This is referred to as the Stoner 

enhancement of the susceptibility.  

This itinerant electron model is consistent with the observed magnetizations per atom of 

Fe, Co, Ni, which are not integral multiples of the Bohr magneton per 3d atom. However, the 

Stoner theory fails to explain the Curie-Weiss magnetic susceptibility observed in almost all 

ferromagnets. Calculated Curie temperatures for 3d metals are too high in comparison to the 

       Fig. 1.5. a) the Stoner parameter,  
       b) the density of states at Fermi level, 
       c) the Stoner criterion [9] 
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observed ones and the calculated anomalous entropy around the Curie temperature is too small to 

explain the observed values. 

1.2.3 Local moments in metals  

Both the localized model and itinerant model fail to fully describe the magnetic 

behaviour of magnetic transition metals. It is very clear that d electrons should be treated as 

localized electrons in magnetic insulator compounds and as correlated itinerant electrons in 

transition metals. Theoretical efforts since the 1950s have been concentrated on finding a way of 

reconciling the two mutually opposite pictures into a unified one, taking into account the effect 

of electron-electron correlation in the itinerant electron model. There have been two main 

directions in this attempt: one was to improve the Stoner theory by considering the electron-

electron correlation, and the other was to start with the study of local moments in metals. 

The picture of local moments in metals resolved the controversy over the two models. 

Van Vleck [10] discussed the justification of local moments, considering the importance of 

electron correlation in narrow d bands. An explicit model describing the local moments in metals 

was proposed by Anderson [11] on the basis of the Friedel picture of virtual bound states in 

dilute magnetic alloys [12].The Anderson concept of local moments in metals has been quite 

important in the development of the theory of ferromagnetic and antiferromagnetic metals. It 

may be possible in some cases to regard a metallic ferromagnet as consisting of local moments 

associated with the virtual bound states. Although in this case the local moment is not as well 

defined as in insulator magnets, an approximate Heisenberg-type picture can be used even in 

metals. The interaction between local moments in metals was studied by Alexander an Anderson 

[13] and by Moriya [14] on the basis of the Anderson model. Simple rules regarding the sign of 

the effective exchange coupling between neighbouring moments were obtained, which will be 

discussed later on. These rules and their generalizations for a pair of different atoms were 

successfully applied to explain various magnetic structures of numerous ferromagnetic and 

antiferromagnetic metals, intermetallic compounds and alloy.  

Virtual bound state 

The picture of local moments in metals is tied up with the concept of virtual bound states 

introduced by Friedel for dilute alloys [12]. Consider a transition metal impurity in a non-

magnetic metallic host. The excess nuclear charge (the charge of the interstitial impurity or the 

change in charge if the impurity substitutes an atom in the matrix) displaces locally the mobile 

electrons until the displaced charge screens out the new nuclear charge. As the screening should 
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be perfect within the limits of classical physics, its radius should have atomic dimensions. The 

effect is a perturbing potential in addition to the periodic potential of the pure matrix at the 

impurity position.  

Alloys with transitional impurities often exhibit peculiar properties that are related to the 

presence of d bound states or virtual bound states. In transition metals the screening occurs on 

the impurity atom itself and thus two impurity atoms do not interact even when nearest 

neighbours. In Fig. 1.6 is presented the case of a transition metal atom with a spherical potential 

(pictured by the dashed curve) that accommodates a d bound state characterized by the quantum 

number l. If the perturbing potential reduces the potential of the impurity from the value of the 

dashed curve to the actual value corresponding to the continuous curve, the bound state increases 

in energy and merges into the conduction band of the host. The interaction of the d electron with 

the conduction electrons leads to an admixture or hybridization between the s states of the solute 

and the d states of the impurity. As a result there will no longer be a localized bound d state, but 

a wave packet of width w localized at the transition element position around E0, producing a 

virtual bound state.  

 

Fig.1.6. Real bound state and virtual bound state in energy versus space diagram [12] 

The width w of the virtual bound level decreases for increasing l (for l=0 it is so large 

that virtual s levels have no physical significance) and for a give l it is roughly proportional to 

E0. The width of the virtual d states for transitional impurities in Al is around 4eV, due to the 

high Fermi energy, while in Cu matrix is around 2eV, if the conductive electrons are treated as 

free. The splitting within the d shell due to the exchange interactions can only occur if the energy 

of splitting is larger than the width w of the states. The condition considering Hund’s rule is: 

Epw Δ≤        (1.37) 

where p is the number of electrons (if less than 5) or holes (otherwise) in the d shell and ΔE is 

the average energy gained when two d electrons with antiparallel spins are put with their spins 
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parallel. From atomic spectra ΔE is estimated from 0.6 to 0.7 eV. As p≤5, the exchange splitting 

is impossible in Al. For Cu matrix the exchange splitting occurs for p≥3, thus for impurities like 

Fe, Mn or Cr, but not for Ni or Co. 

The interaction with the conduction electrons can be also regarded as a scattering 

problem. Consider an impurity atom embedded in an electron gas. Assuming the impurity 

potential to be spherically symmetric around the origin, we have the problem of an electron 

scattered by the impurity potential. We are interested in a change in the density of states induced 

by the impurity atom. The transition metal atom introduces an excess charge Z, which must be 

screened by the same amount of electronic charge, as required by the charge neutrality condition. 

The redistribution of the conduction electrons results in a change in density of states in the 

energy range ε to ε+dε. 
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where ηlσ is the phase shift for the lth partial wave function of a scattered electron with spin σ. 

The total excess electronic charge is obtained by integrating up to the Fermi level and must be 

equal to the extra charge of the impurity Z. Thus the following Friedel sum arises: 

∑ +=
l

Fl ElZ )()12(2 η
π

           (1.39) 

where the factor 2 is due to the spin degeneracy.  

 When an energy level of the impurity atom is close to the energy of an incident electron, 

resonance scattering takes place and the phase shift varies very rapidly with energy. For a 

transition metal impurity atom the d-wave (l=2) scattering shows this character. This means that 

the bound state of the impurity atom, when introduced in a metal, resolves into scattered states 

within a relatively small energy range. The change in the density of states due to the d-wave 

scattering from an impurity atom is given from the term with l=2 in Eq. (1.38) as: 

∑=Δ
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N 2
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5)(      (1.40) 

When this has a fairly sharp peak it is called a virtual bound state. 

 By taking account of the exchange interaction between d electrons in the impurity atom, 

the virtual bound state can split under favourable conditions. The condition may be given by: 

1)(2 >Δ FENJ                 (1.41) 

where J is the intra-atomic exchange energy. When there is a local moment of size M, the phase 

shifts are derived from: 
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By using these relations Friedel gave a systematic explanation of the residual resistivity 

due to 3d-metal impurities in Al and Cu. In the former case impurity atoms have no local 

moment while in the latter some of them have local moments. 

The Anderson Model 

The “Anderson model” [11] is the simplest one which provides an electronic mechanism 

for the existence of local moments. Assuming that the local moment exists, this means that a d-

shell state φd on the impurity atom of spin up is full and of spin down is empty. Since only a spin 

down electron can be added, an electron of spin down will see the repulsion of the extra-spin 

electron, while the electrons of spin-up will not. Thus if the unperturbed energy of the spin-up 

state is situated at Ed below the Fermi surface, the energy of the spin-down state will be –Ed+U, 

where U is the repulsive d-d interaction and must lie above the Fermi level because we assumed 

that this state is empty. The effect of covalent admixture of free-electron states with the d states 

is to reduce the number of electrons in the spin-up state and to increase the number of the spin-

down state, which leads to a reduction of the total moment. The changes in the number of d 

electrons are such as to decrease the difference U between the spin-up and spin-down energies: -

Ed moves up to –Ed+δnU and –Ed+U moves down to –Ed+(1-δn)U. δn depends on  the density 

of the free ions, the strength of the electron admixture and on the energy difference between up 

and down states. If, by a change of one of these parameters, is increase, the energy difference 

between decreases. The situation may become completely unstable, resulting in the 

disappearance of the local magnetic moment. 

 In order to deal with the local moment in metals more explicitly, Anderson introduced a 

mathematical model, in which he inserted the vital on-site exchange term U, and characterized 

the impurity atom by an additional orbital φd, with occupancy ndσ and creation operator +
σkc over 

and above the free electron states near the Fermi surface of the metal. The Hamiltonian is 

expressed by: 

sdcorrdf HHHHH +++= 00     (1.43) 

H0f is the unperturbed energy of the free electron system in second-quantized notation: 
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where εk is the energy of the free electron state of momentum k. 

The second term is the unperturbed energy of the d states on the impurity atom: 

)(0 ↓↑ += dddd nnEH      (1.45) 

The third term is the repulsive energy among the d functions: 

↓↑= ddcorr nUnH            (1.46) 

The fourth essential part of the Hamiltonian is the s-d interaction term: 

∑ ++ +=
σ

σσσσ
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)(
k

kddkdksd ccccVH            (1.47) 

where Vdk is the matrix element for the covalent admixture between the impurity state and the 

conduction band. 

Anderson obtained by Green’s function methods the density distribution of the d state: 
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E
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where Δ is the “width parameter” of the virtual state, defined by: 

)(2 επ NV
av

=Δ              (1.49) 

and:          σσ −+= dd nUEE                (1.50) 

In Fig. 1.7 are shown the two virtual states in terms of their distributions Ndσ(ε) from Eq. (1.48) 

centered around the self-consistent energies Eσ. 

 
Fig.1.7. Density of state distributions in a magnetic state. The arrows indicate the spin up 

and spin down. The “humps” at Ed+U<n↓> and Ed+U<n↑> are the virtual d levels of 

width 2Δ, for up and down spins, respectively. [11] 
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In order to determine the number of d electrons of a given spin σ, we integrate Eq. (1.48) up to 

the Fermi energy EF: 
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To show the possibilities inherent in these equations, Anderson introduced two dimensionless 

parameters: 

1. 
Δ

=
Uy   (the ratio of the Coulomb integral to the width of the virtual state)  

When y is large, correlation is large and there is localization in the system, while y corresponds 

to the “normal” non-magnetic state.  

2.  
U

EEx dF −
=    

This parameter is also useful: x=0 indicates that the empty d state is right at the Fermi level, 

while x=1 puts Ed+U at the Fermi level. x=1/2, where Ed and Ed+U are symmetrically disposed 

about the Fermi level, is the most favourable case for magnetism. In fact 0≤x≤1 is the only 

magnetic range. Inserting these parameters in Eq. (1.52), leads to: 
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Fig. 1.8. Regions of magnetic and non-magnetic behaviour [11] 
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There are several special cases:  

A. Magnetic limit: y>>1, x is not small or too near to 1 

Then cot-1 is either close to 0 or to π, and ndσ is near 0 or 1. By assuming nd↑~1 and nd↓~0: 
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which can be approximately solved to obtain: 
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B. Non-magnetic case: nd↑ = nd↓ = n. In this case: )(cot xnyn −=π  
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Since n tends to take on the value 1/2, the effective energy level stays near the Fermi level 

 y large, x near 0 (or 1): nn ππ 1cot ≅ and nxny π1)( ≅−  

K++≅ − 2)( 2
1

xxyn                         (1.56) 

C. The Transition Curve from magnetic to non-magnetic behaviour is characterized by nd↑ = nd↓ 

and: 

cc ny ππ 2sin=                     (1.57) 

These results are summarized in Fig.1.8 that shows the transition curve as a function of x and π/y.  

 The condition for the appearance of a local moment in the Anderson model is given by: 

1/ <Δ Uπ              (1.58) 

In order to get a feeling for orders of magnitude, in the iron group U is expected to be 

around 10eV. The density of states is fairly widely variable, from 0.1eV-1 (Cu) to twice or three 

times that for d-band metals. In the case of Cu, Vav is estimated around 2-3eV, thus Δ=π< 

V2>avN(ε) runs of the order 2-5eV. This shows that the transition U/Δ=y=π occurs right in the 

interesting region and it is perfectly possible to have a transition from magnetic to non-magnetic 

localized states due to changes in the density of states or motion of the Fermi level. 

The best example of local moment systems are the Heusler alloys [15,16]. Although they 

are metals, these intermetallic compounds have localized magnetic properties and are ideal 

model systems for studying the effects of both atomic disorder and changes in the electron 

concentration on magnetic properties. In Heusler alloys such as Pd2MnSn, Ni2MnSn, Cu2MnAl, 

etc., manganese atoms are spatially separated from each other, (the distance between two Mn 



23 
 

atoms is more than 4Å) and are believed to carry well-defined local moments of around 4μB/Mn. 

The local moment picture for several Heusler alloys was corroborated by neutron scattering and 

static susceptibility measurements [17-20]. The magnetic properties of these compounds are 

governed by an indirect exchange coupling of RKKY type, mediated by the conduction 

electrons, between the Mn moments responsible for the ferromagnetic order. 

Other systems close to the local moment limit are: MnPt3, MnPd3, FePd3, FePt3 [21-28]. 

The dominant interaction responsible for the magnetic order in these compounds is the nearest-

neighbor Mn-Mn interaction. MnPt3 and FePd3 have ferromagnetic behaviour below TC=390K 

and 530K, respectively. The values for the moments at low temperature are 3.64μB/Mn and 

0.26μB/Pt in MnPt3 and 2.68μB/Fe and 0.34μB/Pd in FePd3. If the near-neighbor Mn – Mn 

distance is smaller than ~3Å [29], there is an overlap of the 3d orbitals and the interaction is 

antiferromagnetic. MnPd3 and FePt3 are antiferromagnets with the Néel temperature of 200K and 

170K, respectively. The values for the moments at low temperature are 4μB/Mn and 0.2μB/Pd in 

MnPd3 and 3.3μB/Fe and 0 for Pt in FePt3. In view of the existing experimental results it is likely 

that there are fairly well-defined 3d local moments (in Anderson’s sense) on Mn and Fe atoms in 

these materials that couple with the itinerant 4d or 5d electrons of Pd or Pt.  

Interaction between local moments in metals 

 When there are local moments in Anderson’s sense, ferromagnetism or 

antiferromagnetism is destroyed by thermal excitations of spin rotations and there are disordered 

local moments above TC. The interaction between a neighbouring pair of the same kind of atoms 

was studied by Alexander and Anderson [13] using the Anderson model, by extending the 

kinetic superexchange and double exchange mechanisms [5] to a pair of virtual bound states. 

This theory was generalized by Moriya [14] to 5-fold degenerate local orbitals and to different 

species of atoms. The exchange energy is given by: 
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where Ejσ is the Hertree-Fock energy level and njσ is the occupation number of electrons of the 

atomic orbitals (virtual bound state) with spin σ and of the jth atom, Δ is the width of the virtual 

bound state, and ∑
′

′′=
m

mmmm VVV 21122 , m and m’ specifying one of the 5 degenerate orbitals, is the 
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mean-square transfer integral per orbital and is assumed to be independent of m. For a virtual 

bond state with a Lorentzian shape the number of occupied electrons njσ is given from (Ejσ-εF)/Δ 

and thus Fσ is function of n1σ and n2σ only. 

The gain in kinetic energy due to covalent transfer between two atoms is given by the 

second order perturbation and may be evaluated by: 
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where σ
12E  is the average of the excitation energy. 

 In his systematic study Moriya points out that the sign of the interaction between the 

local neighbouring local moments is primarily determined by the occupation fraction of the 

localized d-orbitals: 

 when each atomic d-shell is nearly half-filled the coupling between the local moments is 

antiferromagnetic 

 when the occupied or empty fraction of each atomic d-shell is small the coupling between 

the local moments is ferromagnetic 

The sign of the induced spin polarization of neighbouring atoms is also governed by the same 

rules. To show how these rules arise, we show in Fig. 1.9 sketches of the densities of exchange-

split virtual bond states for pairs of neighbouring atoms [30]. 

 
Fig. 1.9. Mechanism for the interaction between a pair of local moments associated with virtual bound 

states. The vertical direction is taken for energy and the horizontal lines represent the Fermi level. The 

arrows indicate the spin up and spin down. (a,b) half-filled case. (c,d) nearly filled virtual bound states 

[30] 
It is now clear that for nearly half-filled virtual bound states the antiparallel pair has 

lower energy that the parallel pair since the former has a larger number of intermediate states as 

shown by the shaded area (Fig. 1.9 a,b). On the other hand, when the virtual states are nearly 
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filled (Fig. 1.9 c,d), the difference in excitation energy is more important and the parallel pair has 

lower energy. 

 These simple rules have been remarkably successful in qualitatively interpreting 

magnetic properties of a number of magnetic metals, alloys and intermetallic compounds. 

Furthermore, if the effective interatomic exchange energy is evaluated by properly estimating the 

width of the virtual bound state and the transfer integral from the observed or calculated d-band 

width, fairly god values are be obtained for the Curie or Néel temperatures. 

1.2.4 Self-Consistent Renormalization (SCR) Theory of spin fluctuations of ferromagnetic 

metals  

 The necessity of self-consistent renormalization is a natural consequence of logical 

considerations toward a consistent theory beyond Hartree-Fock-random phase approximation 

(HF-RPA). Another motivation was the observation of very good Curie-Weiss (CW) 

susceptibilities in weakly ferromagnetic metals such as ZrZn2 and Sc3In [31,32], where the local 

moment picture is clearly inadequate and the HF-RPA theory cannot explain the CW law 

consistently.  

A self-consistent treatment needs to calculate the dynamical susceptibility χ(q, ω) and the free 

energy at the same time so that the static long-wavelength limit of the dynamical susceptibility 

agrees with that calculated from the renormalized free energy through hMMF =∂∂ /)( , 

[ ] χ/1/)(/)( 12222 =∂∂−=∂∂
−hhFMMF . Such a theory was postulated by Moriya and 

Kawabata [33]. The formally exact expression for the dynamical susceptibility is considered to 

be: 
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where ),( ωχ qIM
+

 is defined by a set of irreducible bubble diagrams each of which cannot be 

separated into two pieces each with an external vertex by removing an interaction vertex. 

Although calculating [ ]),(1/),(),( 0 ωλωχωχ qqq +=  is possible within certain approximations, 

one can simplify the treatment by taking advantage of the long-wavelength approximation which 

is valid in a weakly ferromagnetic case.  

Under an external magnetic field h (in energy units), the following general relations hold: 
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For long-wavelength components one can approximate )0,0(),( MIMI q λωλ ≅ . Then we need only 

to solve (1.63) and ∑∑∫ ⎥⎦
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)0,0(MIλ . For this purpose we still need more approximations in evaluating FΔ and MF ∂Δ∂ / . 
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with ),(00 miqMM ωχχ
+

= , ),( miqMI ωλλ = . 

This approximation should be reasonable in weakly ferromagnetic metals where the amplitude of 

spin fluctuation is small, so thus 1~0MIχλ << . On the other hand, note that λ  is important in 

the denominator in (1.64) since )0,0(01 MIχ− is very small. A detailed analyze of SCR theory for 

T> Tc and T < Tc was made by Moriya [34]. 

 
1.3 Photoelectron spectroscopy 

Regarded today as a powerful surface spectroscopic technique, the photoelectron 

spectroscopy (PES) strikes its roots over more than a century ago. In 1887 W. Hallwachs and H. 

Hertz discovered the external photoelectric effect [35, 36] and in the following years refined 

experiments by J. J. Thomson led to the discovery of the electron, thus elucidating the nature of 

photo–emitted particles [37]. In 1905 A. Einstein postulated the quantum hypothesis for 

electromagnetic radiation and explained the systematic involved in experimental results [38]. By 

the early sixties C.N. Berglund and W. E. Spiecer extended the theoretical approach and 

presented the first model of photoemission [39]. In the same period a group conducted by 

K.Siegbahn in Sweden reported substantially improvements on the energy resolution and 

sensitivity of so–called β–spectrometers. They used X–rays (hυ  ≈ 1500 eV) and managed to 

improve the determination of electron binding energies in atoms. Chemical shifts of about 1 eV 
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became detectable [40–42]. The new technique was accordingly named Electron Spectroscopy 

for Chemical Analysis (ESCA). The seventies marked the full recognition of technique’s 

potential as a valuable tool for the surface analysis. Accurate data on the mean free path of the 

slow electrons were obtained and ultra–high vacuum (UHV) instruments became commercially 

available. More on the historical development of the photoelectron spectroscopy can be found in 

[43]. 

1.3.1. Physical principles of the technique 

A PES experiment is schematically presented in Fig. 1.10. Incident photons are absorbed 

in a sample and their energy may be transferred to the electrons. If the energy of photons is high 

enough the sample may be excited above the ionization threshold which is accomplished by 

photoemission of electrons. Their kinetic energy is measured and the initial state energy of the 

electron before excitation can be traced back. Depending on the energy of incident radiation, the 

experimental techniques are labeled as: Ultra–Violet Photoelectron Spectroscopy or UPS (hυ  < 

100 eV), Soft X–ray Photoelectron Spectroscopy or SXPS (100 eV < hυ  < 1000 eV) and X–ray 

Photoelectron Spectroscopy or XPS (hυ  > 1000 eV). 

         
Fig. 1.10. Schematic representation of a PES experiment 

 
In practical XPS, the most used incident X–rays are Al Kα (1486.6 eV) and Mg Kα 

(1253.6 eV). The photons have limited penetrating power in a solid on the order of 1–10 

micrometers. However the escape depth of the emitted electrons is limited to some 50 ˚A. This 

characteristic makes XPS to an attractive surface science tool.  

For a free atom or molecule, the energy conservation before and after photoemission is 

given by: 

finkinin EEhE +=+ υ                                            (1.65) 
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where inE and finE  are the total initial and final energies of the atom or molecule before and after 

photoemission, respectively, hυ  is the photon energy and kinE  is the photoelectron kinetic 

energy. The binding energy ( bE ) for a given electron is defined as the energy necessary to 

remove the electron to infinity with zero kinetic energy. Therefore, one can write: 

            bkin EEh +=υ                                                (1.66) 

In eq. (1.66) the vacuum level is considered as reference level since it corresponds to a 

free atom (molecule). For the case of solids, the spectrometer and the solid are electrically 

connected in order to keep the system at a common potential during photoemission. Being 

connected, the Fermi levels of the spectrometer and solid become the same, as shown in Fig. 

1.11 for a metal. Therefore, the kinetic energy of the photoelectron leaving the solid surface 

( kinE ) will be modified by the field ( sΦ−Φ ) in such a way that in spectrometer one measures 

a photoelectron kinetic energy: 

)('
skinkin EE Φ−Φ−=                                      (1.67) 

where Φ  and sΦ [44] are the work functions of the solid and spectrometer, respectively. 

 

 
Fig. 1.11. The energy levels diagram for a solid electrically connected to a spectrometer  

The binding energy for the metallic solid relative to the Fermi level is then given by: 

skinb EhE Φ−−= 'ν                                           (1.68) 
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In case of semiconducting and insulating samples, the assigning of the zero binding 

energy may be even more complicated and the calibration of zero binding energy is performed 

with reference to some known line of an element in the sample with known valence state. 

The XPS spectrum illustrates the number of electrons (recorded with the detector) versus 

their kinetic energy (measured by using the electron analyzer). For practical purposes it is 

generally preferred to use the binding energy as abscissa [45]. This is convenient since the 

kinetic energy depends on the energy of the incident radiation and the binding energies are alone 

material specific. 

1.3.2 Theory of photoelectron spectroscopy 

A rigorous theoretical description of the photoelectron spectroscopy implies a full 

quantum–mechanical approach. In this section important aspects underlying XPS are sketched 

focusing on the main approximations and models. 

Let us consider a system containing N electrons which is described by the wave function 

)(NinΨ  and the energy )(NEin . Absorption of a photon with the energy hυ  causes the 

excitation into a final state described by )(Nk
finΨ  and )(NE k

fin [46]: 

statefinal
k
fin

k
fin

h
stateinitial

inin NENNEN
__

)();()();( Ψ⎯→⎯Ψ υ
                             (1.69) 

where k labels the electron orbital from which the photoelectron has been removed. The 

transition probability (which dictates the photocurrent intensity) obeys the Fermi’s golden rule 

[47]: 

υδπ hNENENNw in
k
fin

k
finin −−ΨΗΨ= )()(()()(2 2

h
              (1.70) 

where the δ function ensures the energy conservation during transition and H is the interaction 

operator. The eq. (1.70) is satisfied when the perturbation H applied to the system is small. The 

interaction operator can be written as: 

( ) AA
cm

eepAAp
cm

e

ee
2

2

22
+−+=Η ϕ                            (1.71) 

Here e  and em denote the electron charge and mass, c  is the light speed, A  and ϕ are the 

vector potential operator and respectively the scalar potential of the exciting electromagnetic 

field and p  is the momentum operator of the electron. A simplified form of the interaction 

Hamiltonian can be obtained by assuming that the two–phonon processes can be neglected (the 



30 
 

term AA ), that the electromagnetic field can be described in the dipole approximation and 

choosing 0=ϕ [48]: 

pA
cm

eH
e

0=                                                  (1.72) 

where 0A is the constant amplitude of electromagnetic wave. The dipole approximation is valid 

if the radiation wave–length is much larger than atomic distances, which is correct for the visible 

and ultraviolet regions of the electromagnetic spectrum. Mathematically the vector potential 

operator can be then written as )(
0),( tkreAtrA ω−= . The approximation interaction 

Hamiltonian for the structure of final state is more subtle [48, 49]. 

For high energy spectroscopy it can be assumed that the outgoing electron is emitted so 

fast that it is sufficiently weak coupled to the (N − 1) electron ion left behind. This is the so–

called sudden–approximation which is actually valid in the keV region of energies. For lower 

energy regions its applicability has certain restrictions [50, 51]. The final state can be split up in 

two configurations: 
ronphotoelect

k
kin

k
ionstatefinal

k
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k
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___

ξυ +−Ψ⎯→⎯Ψ              (1.73) 

where )1(kξ is the wave function of the photoelectron. 

The energy conservation during photoemission simply yields: 

Φ++−=+ k
kin

k
finin ENEhNE )1()( υ                                 (1.74) 

Here Φ  is the work function. According to eq. (1.68) the binding energy with respect to the 

Fermi level may be defined as: 

)()1( NENEE in
k
fin

k
b −−=                                        (1.75) 

Koopmans assumed that the above binding energy difference can be calculated from Hartree–

Fock wave functions for the initial as well as for the final state [52]. The binding energy is then 

given by the negative one–electron energy of the orbital from which the electron has been 

expelled by the photoemission process: 

k
k
bE ε−=                                                      (1.76) 

This approach assumes that the remaining orbitals are the same in the final state as they were in 

the initial state (frozen–orbital approximation) and leaves out the fact that after the ejection of an 

electron the orbitals will readjust to the new situation in order to minimize the total energy. This 
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is the intra–atomic relaxation. In fact the relaxation also has an extra-atomic part connected with 

the charge flow from the crystal to the ion where the hole was created. Therefore the binding 

energy is more accurately written as: 

relaxk
k
bE δεε −−=                                                 (1.77) 

where relaxδε  is a positive relaxation correction. An even more rigorous analysis must take into 

account relativistic and correlation effects which are neglected in the Hartree–Fock scheme. 

Usually both increase the electron binding energy. 

 

1.3.3 Photoelectron spectroscopy models 

Three–step model  

In frame of this model the complicated photoelectron processes broken up into three independent 

events [39]: 

(I) absorption of a photon and photo–excitation of an electron as described above; 

(II) transport of the electron to the surface; 

Some of the photoelectrons reach the surface of the solid after suffering scattering 

processes, the dominant scattering mechanism being the electron–electron interaction. For low 

energies electron–phonon interaction dominates [53]. One of the most important parameter 

which describes these processes is the inelastic mean free pathλ . It is defined as the mean 

distance between two successive inelastic impacts of the electron on its way through the crystal. 

Assuming that the mean free path λ  is isotropic, several calculations were performed and an 

universal dependence curve of the mean free path was drawn [53–55]. More recent results based 

on Bethe’s equation [56] came up with [57]: 

)ln(
)( 2 EE

EE
plas γβ

λ =                                               (1.78) 

where λ  will be deduced in (Å), E is the electron energy given in (eV ), β and γ  are 

parameters. Eplas is the plasmon energy of the free electron gas in (eV) and it can be calculated 

with MNE vplas /8.28 ρ where vN  is the number of valence electrons per molecule, ρ  is 

the density and M  is the molecular mass. An extended approach based on a modified Bethe 

equation delivers even better results [58–63]. For practical purposes the reduced 



32 
 

formula pE∝λ , where p ranges from 0.6 to 0.8, can be used since it delivers reasonable results 

of the mean free path for electron energies in 100–1000 eV range [64]. 

(III) escape of the electron into vacuum; 

The escaping electrons are those for which the component of the kinetic energy normal to 

the surface is enough to overcome the surface potential barrier. The other electrons are totally 

reflected back. 

One–step model  

Apart from its didactic simplicity, the three–step model fails to offer a practical computational 

tool for the simulation of photoelectron lines. State of the art is the employing of one–step 

theoretical approaches in which the whole photoelectron process is regarded as a single one. The 

first of this kind was a compact and mathematically elegant solution to the previous three-step 

model [65] but was followed by fully dynamical [66] and relativistic one–step theories [48]. 

When specific crystal potentials are given as input data one–step models deliver theoretical 

simulations of the XPS spectra [67]. 

1.3.4 Spectral Characteristics 

The first step which is taken generally in the sample characterization is the recording of a 

wide scan. This so called survey spectrum allows identifying the chemical components in the 

sample and to define acquisition windows. The lines which are of interest are recorded 

afterwards with a high resolution.  

The XPS spectra can be divided into: primary spectrum which is given by the electrons 

which leave the solid without inelastic scattering processes, and secondary spectrum arising from 

photo-electrons which have already lost a percentage of their kinetic energy trough inelastic 

scattering processes on their way to the surface. 

1.3.4.1 Core level lines 

Photoemission produces a final state that is lacking one electron with respect to the initial 

state. Therefore PES (photoemission spectroscopy) always measures final-state energies which 

can be related to initial-state energies only after some theoretical considerations, as it was 

mentioned in the last paragraph. The XPS lines associated with the core levels may have variable 

intensities and widths, which, except for the s levels, are doublets. Photoelectrons, which 

originate from core-levels, give rise to the most intensive lines in the XPS spectra. The position 

of the core level lines is like a fingerprint for each element and thus the chemical identification 
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of the components in the investigated specimen can be easily performed. Generally two or more 

elements will be detected on the surface. The relative intensities of their lines are governed by: 

occupancy of the sub–shell, stoichiometry, and atomic cross-sectionσ . The values of σ  can be 

derived from X-ray mass absorption coefficients or can be directly calculated [68, 69]. Since the 

occupancy of the atomic sub-shells is known, XPS can be used as a non-destructive chemical 

analysis tool.  

Core-level lines shape and width 

The width of the peak is defined as the full width at half maximum intensity (FWHM). 

This is a sum of three distinct contributions [70]: the natural inherent width of the core-level nγ , 

the width of the photon source pγ  and the analyzer resolution aγ . Thus the overall FWHM will 

be given by:    

 
222
apn γγγγ ++=                                                    (1.79) 

The first contribution is dictated via the uncertainty principle h≥ΔΔ tE by the core-hole life 

timeτ . 

τ
γ h

n =                                                             (1.80) 

where h  is the Plank constant. The lifetimes depend on the relaxation processes which follow 

the photoemission. The narrowest core-levels have lifetimes in the range 10−14 −10−15 s whilst the 

broader have lifetimes close or slightly less than 10−15s. 

A range of physically possible line profiles in core-level XPS is possible, and simple 

Gaussian or Lorentzian functions are very rarely adequate. In the case of metal samples it has 

been shown that asymmetric profiles should be expected on theoretical grounds [71], however, 

recorded spectra exhibit deviations from idealized profiles due to a range of instrumental and 

physical effects: 

• the response function of the electron analyzer; 

• the profile of the X-ray line-shape; 

• intrinsic life-time broadening of the core level hole state; 

• photon broadening; 

• differential surface charging of the sample. 

In addition to the instrumental considerations the shape of a synthetic peak is also influenced by 

the choice of background algorithm used to remove the so-called extrinsic electrons from the 
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data. The intrinsic part of the XPS peak due to the core-level life time is described by a Lorentz 

function: 
1
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where 0EE −=ε is the difference relative to the maximum of the curve. The overall line 

shape of core lines are obtained by convoluting the above two functions in a resulting so-called 

Voigt profile: 
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Doniach and Sunjic [71] have shown that in metals the core level lines have a characteristic 

asymmetrical shape: 
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where Γ  is the gamma function, dtetz tz −
+∞

∞−

−∫=Γ 1)( , and α  is an asymmetry parameter. 

The values of α  can range between 0.1 and about 0.25 [72]. For the case of non-conducting 

samples the asymmetry factor is equal to zero and )()0,( εε LDS ff = . The asymmetry of the 

intrinsic XPS lines of conducting samples can be explained by taking into account the nonzero 

density of states at the Fermi level. 

Spin-orbit coupling 

In terms of a j − j coupling scheme between angular and spin moments in an atom, for 

each orbital with nonzero angular quantum number l (l > 0), two energy levels are possible for 

electrons: the first with total quantum number j = l + s and the second with j = l − s (where s is 

the spin quantum number). 

This spin–orbit splitting is present in XPS spectra; two peaks being observable, each for 

one j value. Taking into account that for a given j value there are (2j + 1) allowed states for 

electrons and that s = 1/2, the ratio of relative intensities can be easily calculated: 
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High–resolution core–level spectroscopy studies show small deviations from this 

branching–ratio due to different cross sections for the j = l + s and j = l − s lines and photo–

diffraction effects. 

Chemical shifts 

In the investigation of the molecules and solids, one is not interested in the absolute binding 

energy of a particular core level, but in the change in binding energy between two different 

chemical forms of the same atom. This difference is the so-called chemical shift [45]. The 

chemical shift between a metal and its oxide can be used to monitor the surface cleanliness. 

Multiplet splitting 

In any atomic system with unpaired valence electrons, the exchange interaction affects 

spin-up and spin-down core electrons differently. Since exchange acts only between electrons 

with the same spin [73], core electrons with spins parallel to those of the unpaired valence 

electrons will experience a valence-electron exchange potential, whereas core electrons with 

spins antiparallel will not. Exchange interactions within or between closed shells balance exactly, 

as the numbers of electrons with same spin are equal. This interaction between core and unpaired 

valence electrons is responsible for core-polarization contributions to magnetic hyperfine 

structure [74]. The spectral splitting of the 3s core-level x-ray photoemission spectra (XPS) in 

transition metals and their compounds originates from the exchange coupling between the 3s 

hole and the 3d electrons and was experimentally observed about three decades ago [75, 76]. The 

magnitude of the 3s spectral splitting according to the van Vleck theorem [77] is determined by: 
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=Δ                                             (1.85) 

where S is the total spin of the ground state of the 3d electrons, l is the orbital quantum number 

( l =2) and ( )dsG 3,32  is the Slater exchange integral. The intensity ratio for the two peaks is 

proportional in this model to the ratio of the angular momentum multiplicity: 
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The value of the multiplet splitting gives information about the total spin of 3d band [45]. The 

multiplet splitting of 2p3/2 line was observed in compounds with strong localized moments [78].  

 

Satellites line 

In the photoemission process the photon kicks out one electron so quickly that the 

remaining electrons do not have time to readjust. Thus the (N − 1) electron system is left in a 

non–relaxed state finΨ . This excited state has a certain overlap with the stationary states nΨ  

and according to the sudden approximation we obtain the probabilities finn ΨΨ to end up in 

nΨ  states [79]. This means that the XPS spectrum consists from the main line (corresponding to 

the lowest excited state) and a number of extra lines (so–called satellites) representing the higher 

excited states after photoemission. 

In principle, there are two sources of satellites: an extrinsic part due to the extra–atomic 

events and an intrinsic part due to the intra–atomic relaxations.  

The reorganization of electronic structure after the creation of a core hole could also lead 

to an excess of energy which is not available to the primarily excited photoelectron. Thus two–

electron processes can occur in case of conducting samples. The corresponding structures in the 

spectra are denoted as shake satellites. The hole appears to increase the nuclear charge and this 

perturbation is the cause of valence electrons reorganization. It may involve the excitation of one 

of them to a higher energy level. If an electron is excited to a higher bounded state then the 

corresponding satellite is called shake–up satellite. If the excitation occurs into free continuum 

states, leaving a double ionized atom with holes both in the core level and valence shell, the 

effect is denoted as a shake-off satellite from [80]). Discrete shake-off satellites are rarely 

discerned in the solid [70]. 

1.3.4.2 Valence band  

Whereas the core levels are usually reacted by well-resolved sharp XPS peaks, the 

valence band spectra are characterized by a band structure (many closely spaced levels) [70]. 

The valence electrons involved in the delocalized or bonding orbitals have low binding energies 

(< 20 eV). Because of the lower cross-sections of the valence photoelectrons as compared to the 

core photoelectrons, the valence band spectra intensity will appear much lower than for the core 

level spectra.  
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The valence band spectrum resembles the one–electron density of states curve, but due to 

certain facts they are not identical: the spectrum represents the DOS distribution in an excited 

state, several screenings of the created hole (many–body effects), emission of electrons with 

different quantum numbers (i.e. different sub-shell cross–sections) or from different atomic 

species (i.e. different atomic cross–sections) as well as the instrumental broadening being 

responsible for further modifications. 

One way to interpret the XPS VB spectra is the comparison with theoretical calculations 

of the densities of states (DOS). The recorded spectra can be simulated when such calculations 

are available and thus the contribution of each sub–shell can be described. Another alternative is 

to employ different excitations energies. The relative intensities of the various valence electrons 

peaks can drastically change when varying the energy of the used radiation because the relative 

photo–ionization cross sections change versus the incident photon energy. For example, by 

comparing the UPS and XPS valence band spectra of a MxO oxide, one can get information 

about the partial contributions of the metal and oxygen states in the valence band. Another 

modern alternative is the interpretation of XPS VB in connection with other spectroscopic 

techniques like X–ray emission spectroscopy. In such joint VB studies certain features of the 

spectra can be directly assigned to the elemental components. 

1.3.4.3 Secondary spectra (background) 

During their transport to the surface, some photoelectrons lose part of their energy through 

inelastic scattering processes and end up at a lower energy in the spectrum, giving rise to a 

background. For quantitative analysis of the XPS spectra, the true peaks areas and their shapes 

need to be determined. Therefore, usually background corrections are applied. Shirley was the 

first to deal with this problem and he proposed a practical model [81]. However its results are in 

most of the cases unsatisfactory. In the Tougaard algorithms [82-85] the measured spectrum 

( )Ej  is considered to consist of a primary photoelectron spectrum ( )EF and background, as 

given: 

( ) ( ) ( ) ( )∫
∞

′−+=
E

EdEjEEEKEEFEj '',)(λ                          (1.87) 

where )',( EEEK − describes the probability that an electron with the energy E  losses the 

energy )'( EE − during a mean free path travel. The second term in eq. (1.87) gives the 
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background correction. A universal loss function ),()( TEKEλ which should describe all pure 

materials was proposed: 

( ) ( ) ( )
( )[ ]22

,
TC

TBTEKE
+

=λ                                        (1.88) 

where B and C are two constants. By comparison with experimental data, it was shown that the 

background correction for pure Ag, Au and Cu can be described using the following values: B = 

2866 eV2 and C = 1643 eV2. In case of alloys this universal loss function delivers a general good 

fit with experiment. An accurate background can be obtained only from EELS (Electron Energy 

Loss Spectroscopy) experiments. In an EELS experiment electrons with kinetic energy E0 are 

sent on the sample. A certain part of them will be reflected but the rest enter the surface and 

interact with the solid. Due to scattering processes the electrons lose energy LE  and leave the 

solid with the kinetic energy LS EEE −= 0 . The outgoing electrons are recorded energy 

resolved. In other words such an experiment simulates the kinetic energy loss of the XPS 

electrons [86]. 

1.3.4.4 Auger process 

After photo–emission the core hole will be filled with an electron decaying from a higher 

occupied level. This recovery of the atom from a higher energy state may be accomplished by 

the photo–ejection of another electron. This two–electron process takes place on a 10−14 seconds 

time scale and is known as an Auger process. Fig. 1.12 presents a schematic energy level 

diagram of a solid, in which the energy is measured downwards from an assumed zero of energy 

at the Fermi level. 

 
Fig. 1.12. Schematic diagram of the process of Auger emission in a solid (after [87]) 
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In this example the K  level is being ionized by an incident electron, whose energy pE  must be 

greater than the binding energy KE  of an electron in the K  shell. Following creation of a hole 

in the level K , the atom relaxes by filling the hole via a transition from an outer level, in this 

example from the as 1L level. As a result of that transition the energy difference ( )
1LK EE − can 

be used by the atom in either of two ways. It can appear as a characteristic X-ray photon of that 

energy or it can be given to another electron either in the same level or in a more shallow level, 

whereupon the second electron is ejected. This first process is that of X-ray fluorescence, the 

second that of Auger emission. Both cannot take place from the same initial core hole, so that 

they complete. The Auger transition depicted in Fig.1.12, would be named in the conventionally 

used jj −  coupling 3,21LKL . The electrons taking part in the Auger process might also 

originate in the valence band of the solid, in which case the convention writes the transitions as, 

for example, VKL 3,2 if one electron comes from the valence band and, for example, KVV if 

both do. The energy of the ejected Auger electron is given by: 
*

3,213,21 LLKLKL EEEE −−=  

where iE  is the binding energies of the i -th atomic energy level. 
*

3,2LE is starred because is the 

binding energy of the 3,2L level in the presence of a hole in level 1L , and is therefore different 

from 3,2LE . 
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Chapter 2 
Preparation and Characterization techniques 

2.1 Sample preparation 

Polycrystalline samples were prepared by arc melting technique in a cold copper crucible 

under an argon atmosphere. High purity starting materials (>99.99%) were weighted in exact 

stoichiometric proportions and melted together. To ensure a good homogeneity of the samples, 

the compounds were melted several times in the same atmosphere. This preparation method 

preserves the phase from high temperatures. The weight loss of the final samples was found to be 

less than 1%. The homogeneity of the samples was checked by conventional X-ray diffraction 

technique. XRD measurements were performed on polished surfaces, due to the hardness of the 

samples. The quality of the samples, in terms of contamination, was also investigated by 

monitoring the oxygen and carbon 1s core levels by means of X-ray photoelectron spectroscopy.  

2.2 Structure analysis 

 The crystallographic structure of all the samples was checked at room temperature using 

X-ray powder diffraction data. The interaction of X-rays with crystalline sample creates 

secondary diffracted beams of X-rays related to interplanar spacing in the crystalline powder 

according to the Bragg’s Law: 

θλ sin2dn =          (2.1) 

where n is an integer, λ is the wavelength of the incident X-ray beam, d is the interplanar spacing 

and θ is the diffraction angle. A typical powder diffraction pattern is collected in the form of 

scattered intensity as a numerical function of Bragg angle. The structure of every powder 

diffraction is determined by the unit cell dimensions and the atomic structure (unit cell content 

and special distribution of atoms in the unit cell) and can be thus be used to determine the 

crystalline structure of the samples. The individual Bragg peaks are located on the pattern and 

both their position and intensity are determined. The peak positions are used to establish the unit 

cell symmetry, parameters and content, while the peak intensities are used to determine space 

group symmetry and coordinates of atoms. 

The structure investigation of the compounds was performed by conventional X-ray 

powder diffraction with Cu Kα radiation, using a Bruker AXS D8 Advance powder 

diffractometer. This instrument is based around a two circle goniometer, enclosed in a radiation 
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safety enclosure. The working principle of a Bragg-Brentano reflection goniometer is presented 

in Fig. 2.1. 

The X-ray source is a 2.2 kW Cu anode situated in a long fine focus ceramic X-ray tube. 

The running conditions for the X-Ray tube are 40 kV and 40 mA. The sample stage is mounted 

on the goniometer for precision angle measurement. The two circle goniometer has independent 

stepper motors and optical encoders for the Theta and 2Theta circles with the following 

specifications: maximum measurement circle diameter of 250 mm, minimum measurement circle 

diameter of 100 mm, smallest angular step size of 0.0001o, maximum rotational speed of 

1500o/min, angular range (Theta) from -5o to 40o, angular range (2Theta) from -10o to 60o. The 

detector is a NaI dynamic scintillation detector with 2x106 s-1 maximum count rate. 

 

Fig. 2.1. Schematic diagram of a Bragg-Brentano Diffractometer 

A computer controlled absorber is mounted directly in front of the detector and is used to 

attenuate the beam by about two orders of magnitude. To change the angular resolution several 

slits (0.05 to 2 mm) are available to be placed in front of the detector, as are a set of Soller slits to 

allow acquisition for small samples. Attenuators made of Cu and Ni are also available and can be 

manually placed in the beam, by inserting them into the slit holders in front of the detector. The 

detector electronics are capable of a 3x107 s-1count rate. In addition, the D8 Advance 

diffractometer can be equipped with a chamber for variable temperature or low pressure 

experiments. The software used enables the user to acquire and analyze data. For qualitative 

analysis the Rietveld method [88] was employed. 
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2.3 Magnetic measurements 

The macroscopically magnetic properties (magnetic order, transition temperatures, 

magnetic moments, the contribution of each element to the total magnetization of the compound) 

were investigated by static and dynamic magnetic measurements in fields up to  10 T and 

temperature range of 4.2 – 1200K. A vibrating sample magnetometer (VSM) was used to 

measure the field and temperature dependence of the magnetization in order to determine the 

transition temperature and the value of the spontaneous magnetization at 0 K by extrapolation. A 

SQUID magnetometer was used to measure the magnetic susceptibility in field cooled (FC) and 

zero field cooled (ZFC). In the paramagnetic range (above the transition temperature) the 

variation of the magnetic susceptibility with the temperature was obtained using a Weiss balance 

and magnetic fields up to 1 T. The magnetic characterization of the investigated systems was 

realized by correlating the data from both ordered and paramagnetic states, which allowed the 

calculation of magnetic moments and the contribution of each element to the total magnetization 

of the compound. 

2.3.1 Vibrating sample magnetometer 

The Vibrating Sample Magnetometer (VSM) represents by far the most commonly used 

type of magnetometer. Since its invention some forty years ago, it has become the workhorse in 

both laboratory and production environments for measuring the basic magnetic properties of 

materials as a function of magnetic field and temperature.  

The VSM, shown schematically in Fig. 2.2, employs an electromagnet which provides 

the magnetizing field, a vibrator mechanism to vibrate the sample in the magnetic field, and 

detection coils which generate the signal voltage due to the changing flux emanating from the 

vibrating sample. The output measurement displays the magnetic moment M as a function of the 

field H.  

VSM operates by first placing the sample to be studied in a constant magnetic field, 

which will magnetize the sample. The stronger the constant field, the larger the magnetization 

will be. The sample is located at the end of a rigid holder attached to the vibration exciter and 

can oscillate in the vertical direction, perpendicular to the magnetic field. The sample rod can be 

rotated to achieve the desired orientation of the sample to the constant magnetic field. As the 

sample is moved up and down, it produces an alternating current in the detection coils at the 

same frequency as the vibration of the sample, according to Faraday's Law of Induction. The 

induction current which is proportional to the magnetization of the sample is then amplified by 
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an amplifier. Usually a lock-in amplifier is used to pick up only signals at the vibrating 

frequency, eliminating noise from the environment. The various components are hooked up to a 

computer interface. By varying the constant magnetic field over a given range, a plot of 

magnetization (M) versus magnetic field strength (H) is generated. 

 

Fig. 2.2. Schematic diagram of the VSM 

 The spontaneous magnetization can be determined from magnetization isotherms, 

according to the approach to saturation law: 
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where χ0 is a field independent susceptibility and α is the coefficient of magnetic hardness. Also 

the Curie temperature was determined from Arrott plot curves [89]. In the Arrott representation 

(M2 versus H/M) the magnetic isotherms are parallel lines, with the critical isotherm passing 

through the origin. By using the experimental data for two temperatures close to the Curie 

temperature, T1<TC and T2>TC, the Curie temperature is given by: 
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All magnetization measurements were performed using a commercially built Oxford 

Instruments Vibrating Sample Magnetometer, located at the Laboratoire de Crystallographie 

CNRS, Grenoble. The VSM includes a cryostat for measurements between 4.2 K and 300 K. 

Measurements of magnetic moments as small as 5x10-6 emu are possible in magnetic fields from 
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zero to 8 T, reached using conventional laboratory electromagnets and superconducting 

solenoids. The vibration amplitude of the sample is 1.5 mm at a frequency of 55 Hz.  

2.3.2 SQUID magnetometer 

The superconducting quantum interference device (SQUID) consists of two superconductors 

separated by thin insulating layers to form two parallel Josephson junctions. The device may be 

configured as a magnetometer to detect incredibly small magnetic fields.  

 Threshold for SQUID: 10-14 T 

 Magnetic field of heart: 10-10 T 

 Magnetic field of brain: 10-13 T 

The great sensitivity of the SQUID devices is associated with measuring changes in magnetic 

field associated with one flux quantum. One of the discoveries associated with Josephson 

junctions was that the flux is quantized in units 

215
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−×≅=Φ

hπ  

If a constant biasing current is maintained in the SQUID device, the measured voltage oscillates 

with the changes in phase at the two junctions, which depends upon the change in the magnetic 

flux. Counting the oscillations allows you to evaluate the flux change which has occurred. 

 

Fig. 2.3. Schematic representation of Josephson junction 

The main components of a SQUID magnetometer are: (a) superconducting magnet (that must be 

acquired together its programmable bipolar power supply); (b) superconducting detection coil 

which is coupled inductively to the sample; (c) superconducting magnetic shield. 
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Fig. 2.4.a) Schematic of SQUID magnetometer; b) calibrated output from SQUID electronics 

A superconducting magnet is a solenoid made of superconducting wire. This solenoid must be 

kept at liquid helium temperature. The uniform magnetic field is produced along the axial 

cylindrical bore of the coil. To operate a superconducting magnet requires an appropriate 

programmable bipolar power supply. 

Superconducting detection coil is a single piece of superconducting wire configured as a second-

order gradiometer. This pick-up coil system is placed in the uniform magnetic field region of the 

solenoid superconducting magnet. 

Superconducting magnetic shield is used to shield the SQUID sensor from the fluctuations of the 

ambient magnetic field of the place where the magnetometer is located and from the large 

magnetic field produced by the superconducting magnet. 

2.3.3 Weiss balance 

The Weiss horizontal translation balance is a very sensitive instrument designed 

especially for investigating weak magnetic substances (diamagnets, antiferromagnets, spin-

glasses) and for very small samples (about 10 mg), since it can measure magnetic susceptibilities 

as small as 10-7. The detection of magnetic moments is done by measuring the force on a sample 

in an inhomogeneous magnetic field generated by an electromagnet. The inhomogeneity of the 

magnetic field between the poles of the electromagnet is determined by the shape of the caps. 

The force on a magnetic sample in the field gradient is given by:  

dx
dHHmF χμ0=           (2.4) 
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Fig. 2.5. Schematic diagram of a Weiss magnetic balance 

As soon as the gradient dH/dx is known, it is easy to evaluate the magnetic susceptibility 

χ of a sample from the observed force. 

The main components of the Weiss magnetic balance located in our laboratory are 

sketched in Fig. 2.5. The sample is housed in a quartz cup at the end of a horizontal quartz rod, 

connected to the balance beam, and is situated inside a quartz tube which is, between the pole 

caps, surrounded with a heating element in order to change the temperature. In order to guarantee 

proper force detection, the sample holder has to hang free from the walls of the surrounding tube. 

The balance rod is hanged in a horizontal position by two inextensible wires that allow free 

movement along the horizontal x-direction. The temperature is measured with thermocouples 

situated inside the quartz tube in the proximity of the sample. The current through the heating 

elements is controlled by a computer, allowing the programming of measurements at a user 

defined equidistant series of temperatures. The electromagnet used can generate magnetic fields 

up to 1.5 T. Our pole caps are cut so that on the symmetry axis of the magnet (x-direction) the 

product HdH/dx is constant over a considerable range in which the sample can move. The force 

generated by this gradient field will act along the x direction, producing a deviation of the laser 

beam spot on the graded scale in the optical system situated at the end of the balance rod. If the 

sample is at a position where the field gradient is known, the magnetic susceptibility can be 

evaluated from this deviation. A compensating coil system consisting of a rectangular frame 

fixed on the balance rod and two Helmholtz concentric coils is used to determine the force 

exerted on the sample. One side of the frame is situated outside the coils, while the opposite one 

is located in the centre of the Helmholtz coils perpendicular to the magnetic filed. An electrical 

current I applied through the frame will generate an axial compensatory force: 



47 
 

lBIF cc =          (2.5) 

where B is the magnetic induction of the field generated by the Helmholtz coils and l is the  

length of the frame. This force is used to compensate the force given by Eq. (2.4). 

dx
dHHmlBIc χμ0=               (2.6) 

The zero deviation position is determined for zero magnetic fields (H=0, B=0) and no current 

through the frame (Ic=0). All these parameters are computer controlled. Considering that the 

magnetic induction B of is proportional to the current through the Helmholtz coils (B=αIH):  

dx
dHHmIlIIlI diaHcHc χμαα 0)( =+             (2.7) 

where the second term is for the diamagnetic contribution of the balance rod. The measurement 

consists in compensating the effect of the applied magnetic field H on the sample by varying the 

compensatory currents in the Helmholtz coils and in the frame.  

After performing a calibration by measuring the well known susceptibility of a small quantity of 

nickel of purity 99.999%, the magnetic susceptibility of an unknown sample is: 
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The effective magnetic moments for ferromagnetic and antiferromagnetic materials can be 

determined from the temperature dependence of the reciprocal susceptibility above the transition 

temperature, where the magnetic susceptibility obeys the Curie-Weiss law. This assumption is 

valid also for ferrimagnetic materials, for which the high temperature asymptote to the Néel 

hyperbolic law has a Curie-Weiss behavior. The molar Curie constant C is obtained from the 

slope of the temperature dependence of the reciprocal susceptibility at high temperatures, by 

linear fitting, and the magnetic moment is calculated as: 

Ceff 84.2≅μ              (2.9) 

If more than one type of atoms contributes to the magnetic susceptibility of the material, the 

molar Curie constant is given by: 

∑=
i

iCC               (2.10) 

2.4 X- ray photoelectron spectroscopy 

The electronic structure of the materials was investigated by means of X-ray 

photoelectron spectroscopy, which was presented in the previous chapter. The XPS experiments 
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were performed using a commercially available spectrometer PHI Model 5600 Multi-Technique 

System produced by the Perkin Elmer Corporation, located at the Osnabrück University. The 

PHI spectrometer is built up from: a control computer, electronic control units, a ”quick-entry” 

system and a main and preparation chamber. The bulk samples were crushed in situ in the 

preparation chamber in high–vacuum conditions (usually around 7x10−8 torr), in order to prevent 

surface contamination, and then transferred to the main chamber where the measurements were 

performed. A quick–entry system is also available allowing a rapid, convenient, and direct 

introduction of samples into the main chamber.  

The main components of the spectrometer, which is situated in the main chamber, are 

sketched in Fig. 2.6. 

 
Fig. 2.6. Schematic diagram of the PHI 5600 spectrometer 

 

The spectrometer is equipped with Al anode for measurements with monochromatic radiation 

and a dual Al/Mg anode positioned in an angle of 54.7o to the analyzer. The characteristic energy 

and half–widths for the unmonochromatized radiations are: 1486.6 eV and 0.85 eV for Al Kα 

radiation and 1253.6 eV and 0.7 eV for Mg Kα radiation. The Al Kα characteristic radiation is 

filtered through a monochromator consisting of an accurate quartz crystal. The Al anode-crystal-

sample angle is 23o, as resulted from the Bragg relation for the first order diffraction of Al Kα 

radiation (λ = 8.34°A) and d = 4.255°A spacing of the (100) planes. The crystal–sample–

analyzer angle is fixed to 90o. The monochromator focuses the radiation to a spot of 0.9 mm on 

the sample due to its toroidal shape, reduces the half-width to about      0.3 eV, eliminates the 
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satellites of characteristic Al Kα radiations and improves the signal to background ratio. All the 

XPS spectra were measured using monochromatic radiation from an Al anode with 12 kV 

accelerating potential and powered with 250 W. The energy of the photoemitted electrons is 

filtered using an 11 inches hemispherical condenser. The photoelectrons are focused with an 

electronic lens system and then enter the analyzer through an entrance slit which can be set to 4, 

2, 0.5 or 0.15 mm. During all XPS measurements the ”constant analyzer transmission” (CAT) 

mode was used, so that only the electrons with the energy Ep±ΔE (where Ep is the ”pass-energy” 

and ΔE is the absolute energy resolution) passed through the analyzer. The relative resolution of 

the analyzer is given approximately by [90]: 

00

63.0
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w

E
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Δ               (2.11) 

where E0 is the kinetic energy of the entering electrons and R0 is the median radius of the 

hemispherical analyzer. For a R0 = 11 inches analyzer and a w = 2 mm entrance slit, the absolute 

resolution of the analyzer is about 0.45% of the pass energy, considering that in the CAT mode 

E0 corresponds to the pass–energy. For the detection of the electrons a multi channel detector 

with 16 channel plates is employed. The system also contains an ion gun with argon which can 

be used to perform sputter-etching of the samples. The ions can be accelerated to 4.5 kV 

maximal potential with a 3 μA available ion–current over a 10mm × 10mm scannable surface 

and a 100 μm focus. However, the ion gun was not used for the present work, due to the fact that 

even low accelerating potentials may induce drastic changes in surface geometry and/or 

stoichiometry [87]. For insulating samples a low-energy electron gun can be used to compensate 

the superficial local charges accumulated on the surface. The accelerating potential can be 

chosen between 0 and 10 V at a maximal current of 25 μA. All components of the main chamber 

ware kept under UHV during the experiments. There are two important reasons why ultra–high 

vacuum (UHV) conditions are requested when performing XPS measurements. In order for the 

photoelectrons to reach the analyzer without being scattered by gas molecules a basic vacuum in 

the 10−5 torr range is required. However under such a pressure the surface of the sample is 

quickly contaminated. In order to avoid surface contamination during the measurements, which 

can take up to several hours, a base pressure of about 10−10 torr must be ensured. UHV conditions 

are reached by employing a combination of appropriate turbo molecular, sputter and sublimation 

vacuum pumps. During the recording of the XPS spectra presented in this work the base pressure 

in the main chamber was maintained below 1×10−9 torr. 
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2.5 Electronic structure calculations 
 
 Theoretical investigations of the electronic and magnetic properties of selected alloys and 

compounds have been performed using the Munich SPR-KKR package version 3.6 [91]. The 

electronic structure of the alloys and compounds in the ferromagnetic state were calculated self-

consistently by means of the spin polarized relativistic Korringa–Kohn–Rostocker (KKR) 

method in the atomic sphere approximation (ASA) mode [92-94]. Several different properties 

can be investigated by means of the SPRKKR package on the basis of the fully relativistic 

electronic structure calculation, especially response functions and spectroscopic properties.  

 The calculation method is based on the KKR-Green’s function formalism that makes use 

of multiple scattering theory. This implies that the information on the electronic structure of a 

system is not expressed in terms of Bloch wave functions and eigenvalues but the corresponding 

Green’s function. The method is based on the following Dirac-Hamiltonian for a spin-polarized 

system: 
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r

Ψ are four-component wave functions with corresponding single particle energies iε , 

α  and β  are the standard 4x4 Dirac matrices, and the effective potential effV contains the 

external contributions. The effective magnetic field is given by: 
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where Exc is the exchange and correlation energy which depends on the particle density n and 

spin magnetization density m. Within the multiple-scattering formalism the electronic Green’s 

function for an ordered system with many atom sites per unit cell is given by: 
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where )(rr rr ′  is assumed to be within the unit cell )(nn ′  and atomic site )(qq ′  and )(Eqnnq ′′
Λ′Λτ  is 

the scattering path operator with the combined index Λ=(κ,μ) standing for the spin-orbit and 

magnetic quantum numbers κ and μ, respectively. The four-component wave functions qZΛ  and 

qJΛ  are the properly normalized regular and irregular solutions to the single-site Dirac equation 

for the atomic site q. The scattering path operator [95] transfers a wave with spin angular 
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character Λ’  coming in at site q’ into a wave outgoing from site q with character Λ taking into 

account in a consistent way all possible multiple scattering events in a many-atom system. In the 

case of ordered infinite systems, )(Eqq ′
Λ′Λτ  for one atom per unit cell is obtained from the 

Brillouin-zone integral: 
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where the single site t-matrix is fixed by the solutions to the single-site Dirac equation for site q, 

)(qqR ′

r
 denotes the lattice vector for site q(q’) and ),( EkG

r
is the relativistic k dependent structure 

constant matrix.  

The charge density and spin magnetization are obtained by: 
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By using an appropriate algorithm the potential functions V and B are recalculated until self-

consistency is achieved. Most electronic properties, such as the spin and orbital magnetic 

moments, can be obtained from the Green’s function: 
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One of the greatest advantages of the SPRKKR package is the calculation of component-

resolved results, which were found to be in very satisfying agreement with the experimental 

results [96]. 

 Also spectroscopic properties, such as valence-band x-ray photoemission spectra, can be 

calculated by the SPRKKR programs, from the site-diagonal energy dependent scattering path 

operator )(Eqq ′
Λ′Λτ . The correlation of computed and measured XPS valence band spectra provides 

further insight on the electronic structure of the investigated systems. 
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Chapter 3 
 

Electronic structure and magnetic properties 
 of Mn1-xAlxNi3 alloys [97-99] 

 
 

This chapter presents the effects of substitution of Al for Mn in MnNi3, investigated by 

X-ray diffraction, magnetic measurements, X-ray photoelectron spectroscopy (XPS), and band 

structure calculations. Aluminum brings three electrons per atom in the conduction band, so it is 

expected to observe changes in the electronic and magnetic structures. 
The compounds MnNi3 and AlNi3 are isostructural and crystallize in the AuCu3 structure 

type. They form solid solutions in the whole range of concentrations. The ternary phase diagram 

of Ni-Mn-Al alloys, at T=1273K is shown in Fig. 3.1. The back areas denote the range of solid 

solubility. 

 
Fig. 3.1. Ternary phase diagram of Ni-Mn-Al alloys at T=1273K 

Earlier studies have shown that the crystallographic disorder degree of MnNi3, defined as the 

ratio between the Ni sites occupied by the Mn atoms and total number of Mn atoms in the lattice, 

depends on the preparation method and thermal treatment [100]. The magnetic properties of 

MnNi3 are strongly influenced by the disorder degree, e.g., the Curie temperatures of ordered and 

disordered MnNi3 have the values: 770 K and 132 K, respectively [101, 102] and the values of 
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the magnetizations are quite different. In the disordered MnNi3 compound, since the near-

neighbour Mn-Mn interactions are antiferromagnetic, a number of Mn magnetic moments do not 

contribute to the magnetization. As the compound becomes ordered, the ferromagnetic Mn-Ni 

interactions are dominant and an increase in the magnetization is observed. A fully ordered 

MnNi3 compound was obtained only after a thermal treatment of 32 days in the 673 K – 828 K 

temperature range [103]. The magnetic properties of AlNi3 have been of considerable interest 

since the compound was reported as a Stoner-Wohlfarth weak-itinerant ferromagnet, with TC = 

41.5K [104]. The magnetic properties of Mn1-xAlxNi3 alloys have been studied only for a limited 

range of Al concentration, namely for x ≥ 0.7 [105, 106].  The investigated samples were 

crystallographically ordered after a thermal treatment at 1323 K for 2 days [106] and at 1123 K 

for 24 h [105], respectively. It was shown that Al replaces Mn in the crystallographically ordered 

Mn1-xAlxNi3 alloys. There is no systematic investigation concerning the magnetic behaviour of 

the MnNi3 - AlNi3 solid solution system in correlation with XPS measurements. 

3.1 Structural characterization 

Six samples from the Mn1-xAlxNi3 system (x=0.0, 0.2, 0.4, 0.5, 0.6, 0.7) were prepared. In 

order to study the influence of Al on the crystallographic order, no thermal treatment was made 

after the cooling of the samples. The XRD measurements were performed on polished surfaces, 

due to the hardness of the samples.  The XRD patterns are shown in Fig. 3.2 together with the 

theoretical spectra of MnNi3 and AlNi3 generated using PowderCell program. 

 
Fig. 3.2. X-ray diffraction pattern of Mn1-xAlxNi3 alloys and the theoretical spectra of MnNi3 and AlNi3 
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All the investigated alloys are single phases with the same crystallographic structure type as the 

parent compound MnNi3 (Fig. 3.3a). 

The lattice parameters, estimated using the PowderCell program, decreases monotonically with 

Al concentration from a = 3.5854 Å for MnNi3 to a = 3.5770 Å for Mn0.3Al0.7Ni3 (Fig. 3.3b). The 

lattice parameter of MnNi3 is very close to that reported in literature [107]. 

                     
Fig.3.3. (a) Elementary cell of Mn1-xAlxNi3 crystallographic ordered alloys and  

(b) the variation of the lattice parameter with Al content 

3.2 XPS Spectra 
To illustrate the quality of the samples, in Fig. 3.4 is shown the survey spectrum of 

Mn0.5Al0.5Ni3 alloy with the identification of core levels and Auger lines. Contamination is 

almost absent. 

 
Fig. 3.4. Survey spectra of Mn0.5Al0.5Ni3 
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XPS valence band spectra of the Mn1-xAlxNi3 alloys and pure Ni are shown in Fig. 3.5. 

For Al Kα radiation, the Ni 3d cross section is about four times larger than the Mn 3d cross 

section [108]. Taking also into account the ratio between the contents of Ni and Mn in the alloys, 

one can say that the valence-bands of Mn1-xAlxNi3 alloys are dominated by the Ni 3d states, 

which are preponderant at the Fermi level as in metallic Ni. The Mn 3d states are concentrated at 

the bottom of the valence band in the region around 3 eV binding energy, as was found 

experimentally and proved by band structure calculations in many alloys and intermetallic 

compounds based on Mn [109-111].  The XPS valance band spectra of investigated samples 

present satellite structures at about 6.5 eV, which decreases in intensity with the increase of Al 

content. The valence band centroids are shifted towards higher binding energies and the density 

of states (DOS) at Fermi level decreases as the Al concentration increases, suggesting a partial 

filling of the Ni 3d band due to hybridization of the Al 3sp and Ni 3d states. In d-band metals 

and alloys the 3d states are shifted gradually to higher binding energy with the increase in the d-

state occupancy and consequently a decrease in the density of states at the Fermi level occurs. 

 
Fig. 3.5. XPS valence band spectra of pure metallic Ni and Mn1-xAlxNi3 alloys. The dotted 

line and the bars indicate the Fermi level and the position of the valence band centroids 

The Ni 2p XPS spectra of pure metallic Ni and investigated alloys are shown in Fig. 3.6. 

Like in the case of pure metallic Ni, the Ni 2p3/2 core level spectra of Mn1-xAlxNi3 alloys exhibit 

satellite structures at about 6.5 eV higher binding energy than the main line. 
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Fig .3.6. Ni 2p XPS spectra of Mn1-xAlxNi3 alloys and pure metallic Ni  

The observation of satellites proves that the Ni 3d band is not completely filled. The relative 

intensity of the satellite structure is proportional to the unoccupied Ni 3d states. In order to see 

the influence of the Al concentration on the unoccupied Ni 3d states the Ni 2p spectra of Mn1-

xAlxNi3 alloys were fitted with four components corresponding to Ni 2p3/2, Ni 2p1/2 and two 

satellite lines (Fig. 3.7).  

 
Fig .3.7. Ni 2p curve fitting results of Mn0.5Al0.5Ni3 alloy 
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The satellite intensity decreases with the Al concentration. This confirms the partial filling of the 

Ni 3d band due to the hybridization with the Al 3sp states. 

There is an overlapping between Mn2p XPS line and Ni L2M23M45 Auger line (Fig. 3.8). 

The subtraction of the Ni Auger line was made in two steps. First the survey spectrum of pure Ni 

metal was normalized to 1 in order to see the relative intensity of the Ni Auger line and Ni 2p 

line. Using this ratio, in the normalized survey spectrum of the investigated alloys (again the 

most intense line is Ni 2p), the relative intensity of the Ni Auger line and the total measured line 

(Mn 2p+Ni Auger) line was estimated. Then the high resolution lines of Ni Auger from Ni metal 

and measured spectrum (Ni Auger+Mn2p) were normalized to this relative intensity. In the 

second step a superposition of the Ni Auger line and measured spectrum, in the 637-634 eV 

region was considered; in this region the only contribution to the measured spectrum comes from 

Ni Auger line (see Fig. 3.8). 

 
Fig .3.8 Mn 2p XPS spectra of Mn1-xAlxNi3 alloys before the subtraction of the Ni Auger Line 

After the Ni Auger line subtraction and background removal, using a Shirley-type background 

shape, we have also fitted the Mn 2p3/2 core-level spectra for some of the investigated alloys with 

four components and a satellite line situated at binding energy around 644.5 eV. The curve 

fitting results for Mn0.3Al0.7Ni3 is given in Fig. 3.9, with the mean energy separation Δex≈1.1 eV. 

This is a clear evidence of the existence of local moments confined on Mn sites. 
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Fig .3.9. Mn 2p3/2 curve fitting results of Mn0.3Al0.7Ni3 alloy 

3.3 Magnetic measurements 

The values of the spontaneous magnetization, for each temperature, were determined 

from M(H) curves by extrapolation the linear dependence at H→0. The temperature dependence 

of the spontaneous magnetization of Mn1-xAlxNi3 alloys is shown in Fig. 3.10.  

       
Fig. 3.10. Temperature dependence of spontaneous magnetization of Mn1-xAlxNi3 alloys  

The variations of magnetization with magnetic field (Fig. 3.11) and temperature suggest 

that the investigated alloys have a ferromagnetic behaviour, below the corresponding Curie 

temperatures. Nevertheless, the values of the spontaneous magnetizations show that for high Mn 

concentrations appear Mn-Mn antiferromagnetic pairs which leads to smaller values of the 

spontaneous magnetization per unit formula. 
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Fig. 3.11. Magnetic field dependence of magnetization at T=4K of Mn0.4Al0.6Ni3, 

Mn0.6Al0.4Ni3 and Mn0.8Al0.2Ni3 alloys. 

The Curie temperatures were determined from the Arrot plots (Fig.3.12) using the 

relation: 
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Fig. 3.12. The Arrot plots representation of Mn0.8Al0.2Ni3 alloy at different temperatures. 
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Fig. 3.13 shows the temperature dependence of the reciprocal susceptibility of Mn1-

xAlxNi3 alloys in the paramagnetic state. In the high temperature range the magnetic 

susceptibilities of all investigated samples obey the Curie-Weiss law, χ = C / (T-θ). The magnetic 

susceptibility of ferrimagnetic materials follows a Néel-type hyperbolic law. However, the high 

temperature asymptote to the hyperbola is of Curie-Weiss form. 

The transition Curie temperatures, the paramagnetic Curie temperatures and magnetic moments 

both in the ordered and paramagnetic state are given in Table 3.1. 

  
Fig. 3. 13. Reciprocal susceptibility versus temperature of Mn1-xAlxNi3 alloys  

Table 3.1. Curie temperatures Tc , paramagnetic Curie temperatures θ , magnetic moments in the ordered 

magnetic state ( µs ) and paramagnetic state ( µeff  )  of  Mn1-xAlxNi3 alloys 

Compound TC (K) µs 

(µB/f.u.) 

θ (K) µeff (µB/f.u.) 

Mn0.8Al0.2Ni3 205 1.02 137 4.7 

Mn0.6Al0.4Ni3 464 1.56 426 3.9 

Mn0.5Al0.5Ni3 495 1.86 518 3.6 

Mn0.4Al0.6Ni 407 1.6 477 2.9 

Mn0.3Al0.7Ni3 335 1.42 397 2.6 

 

In Fig. 3.14, the values of the Curie temperature TC and paramagnetic Curie temperature 

θ obtained in the present work are plotted together with the values of TC from earlier magnetic 

measurements, versus Al content for Mn1-xAlxNi3 alloys.  
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Fig. 3.14. Curie temperatures TC and paramagnetic Curie temperatures θ of Mn1-xAlxNi3 

alloys as a function of Al content. The broken lines are guides for the eyes. 

There is a good agreement between our results concerning the Curie temperatures TC for x ≥ 0.5 

and those reported earlier on crystallographically ordered samples. On the other hand, the Curie 

temperatures for x < 0.5 are smaller than the expected values for ordered alloys (the upper 

broken line in Fig. 3.14). These results suggest an increase in the crystallographic ordering of 

Mn1-xAlxNi3 alloys as the Al content increases. The monotonic decrease of TC with Al 

concentration in the ordered state may be explained by the reduction of the number of 

ferromagnetic Mn - Ni pairs. On the contrary, in the disordered state TC increases with Al 

content due to the decrease in the number of antiferromagnetic Mn - Mn pairs. The paramagnetic 

Curie temperatures θ for ordered alloys are higher than the transition Curie temperatures TC, as is 

expected for a ferromagnetic material, while in the disordered state,θ < TC, characteristic for a 

ferrimagnetic behaviour. 

The correlation of XPS data and magnetic measurements for ordered and paramagnetic 

states suggests the existence of local magnetic moments on the Mn and Ni sites in Mn1-xAlxNi3 

alloys. The compound AlNi3, which is known as a spin fluctuation system, has the Ni 3d band 

almost filled with a magnetic moment in the ordered state of μ=0.075 μB/Ni [34]. The Mn and Ni 

magnetic moments in MnNi3 compound, both in ordered and disordered crystallographically 

state, have the values of 3.2 μB and 0.3 μB, respectively [103,112]. The band structure 

calculations on ferromagnetic Ni0.5Mn0.5-xAlx alloys have shown that the hybridization between 
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the Mn 3d and Al 3sp states is very low and the Mn magnetic moment is not affected by the 

presence of Al atoms in the lattice [113]. One can assume that the Mn magnetic moment in Mn1-

xAlxNi3 alloys has approximately the same value of 3.2 μB as in the parent compound MnNi3.  

On the other hand, the Ni magnetic moment in Ni-Al alloys decreases linearly with the Al 

content in the range of solid solubility [114]. With this assumption, when the Al concentration in   

Mn1-xAlxNi3 increases, the magnetic moment of Ni atom in the ordered magnetic state would 

linearly decrease from 0.3 μB/Ni in MnNi3 to 0.075 μB/Ni in AlNi3.  This is also confirmed by 

our XPS measurements. The disorder degree D in Mn1-xAlxNi3 alloys can be calculated in this 

way from the values of the magnetic moments in the ordered magnetic states μs. In the 

paramagnetic state, one can estimate the effective magnetic moment of Ni atoms from the Curie 

constant, Cf. u = CMn + CNi. In Table 3.2 are given the estimated values of the disorder degree and 

the magnetic moments per Ni atom both in the ordered (μs
Ni) and paramagnetic state (μeff

Ni).  

Table 3.2. Disorder degrees D (%) and magnetic moments of Ni atoms in the ordered 

state (µs
Ni) and paramagnetic state (µeff

Ni) of Mn1-xAlxNi3 alloys 

Compound Al0.2Mn0.8Ni3 Al0.4Mn0.6Ni3 Al0.5Mn0.5Ni3 Al0.6Mn0.4Ni3 Al0.7Mn0.3Ni

D (%) 45 15 10 7 0 

µs
Ni

  (µB) 0.25 0.21 0.19 0.16 0.14 

µeff
Ni (µB ) 1.70 1.32 1.23 0.75 0.74 

 

The inequality pc > ps between the numbers of spins per Ni atom in the paramagnetic state pc and 

ordered magnetic state ps   is valid for all investigated alloys and the ratio pc / ps decreases with 

the Al content. We may explain the contribution of Ni atoms to the measured susceptibility in 

Mn1-xAlxNi3 alloys in terms of the self-consistent renormalization theory of spin fluctuations 

[34]. This theory has revealed that only a small-q part of the wave-number-dependent 

susceptibility χq contributes to the temperature dependence of χ in nearly ferromagnetic metals 

(exchange-enhanced Pauli paramagnets). The average amplitude of the local spin fluctuations on 

Ni sites ∑>=<
q

qBL TkS χ32   increases with temperature until it reaches an upper limit 

determined by the charge neutrality condition. The temperature dependence of χ at low 

temperatures is the result of the increase of local moments with increasing temperature. The 

amplitude >< 2
LS  of thermally excited longitudinal spin fluctuations saturates at certain 

temperature T* above which the susceptibility is governed by local moment type fluctuations 

and therefore a Curie-Weiss behaviour is observed. The partial filling of the Ni 3d band with the 
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increase of Al concentration   leads to a decrease of the spin fluctuations amplitude and 

consequently a reduction of the ratio pc / ps is observed. 

3.4 Electronic structure calculations 

In the following pages are presented the Band structure calculations of Mn1-xAlxNi3 

alloys (0≤x ≤ 0.8) in order to evidence the effects of the Mn substitution by Al on the local Mn 

and Ni magnetic moments and to compare these values with the experimental ones. The disorder 

degree influence on the magnetic moments of the Mn1-xAlxNi3 alloys is also investigated. The 

XPS valence band spectra and the density of states were calculated and compared to the 

experimental results. 

Band structure calculations in ferromagnetic spin configuration (with all Mn and Ni 

magnetic moments parallel) have been performed for Mn1-xAlxNi3 alloys in order to determine 

the dependence of the magnetic moments on the disorder degree and the Al content. The 

variation of Mn and Ni magnetic moments with the Al content is presented in Fig. 3.15.  

The magnetic moments of Mn and Ni on their proper sites (1a and 3c, respectively) are 

different affected by the Mn substitution with Al and by the disorder degree in the system, 

respectively. On can observe that the calculated magnetic moments of Ni (3c) atoms decrease 

when Al concentration increases, whilst the calculated magnetic moments per Mn (1a) atoms 

suffer minor changes. The disorder degree has opposite influence on the magnetic moment of 

Mn 1a and Ni 3c sites: the Mn1a magnetic moments decrease when the disorder degree 

increases, for all Mn1-xAlxNi3 alloys, whilst the Ni 3c magnetic moments increase with the 

disorder degree. The variation of the Mn 1a magnetic moments with Al content and with the 

disordered degree is small (about 5% when Al content increases from x = 0 to 0.8 and ~ 8% 

when D increases from 0 to 0.45, respectively). More pronounced is the effect of the Mn 

substitution by Al on Ni 3c magnetic moment: the Ni 3c magnetic moment in ordered compound 

decrease from 0.48 to almost zero when Al content increase to x = 0.8. The disorder increases the 

Ni 3c magnetic moment, i.e. in Mn0.8Al0.2Ni3 for D = 0.45, µNi3c is about 20% larger compared 

with the value of ordered alloy.  We expect that the decrease of the magnetic moments of Ni 3c 

with Al content is a consequence of the partial filling of the Ni 3d band due to hybridization 

between Ni 3d and Al 3sp states, this effect being much less pronounced for Mn 3d bands.    
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Fig.3.15. Calculated magnetic spin moments of Mn and Ni atoms in Mn1-xAlxNi3 alloys, using different 

disorder degrees. 

Furthermore, the Mn and Ni magnetic moments on antisites (Mn 3c and Ni 1a, 

respectively) are much different from the corresponding magnetic moments of Mn and Ni sitting 

on their proper positions.  The Mn magnetic moments are smaller when Mn atoms are on 

antisites due to the decrease of Mn-Mn distance (dMn1a-Mn3c≈2.53 Å), which leads to the increase 

of the delocalization degree of the Mn 3d electrons. On the other hand, the Mn 3c magnetic 
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moments increase with the Al content. The influence of the crystallographic disorder on the Mn 

magnetic moment on antisite is negligible. The 3d band width Δ ≈ Z1/2Jh depends on the number 

of near-neighbours Z with d orbitals and the hopping integral Jh, which is very sensitive to the 

distance between the atoms. In case of Mn (3c) atoms the number of near-neighbours having d 

orbital decreases when Al concentration increases. This means that the 3d band becomes 

narrower, 3d electrons are more localized, and all these leads to an increase of Mn magnetic 

moment. 

Also, the Ni magnetic moment on antisite is much higher than the Ni sitting on the proper 

site but is less influenced by the Al content. This could be assign to the fact that Ni 1a atoms do 

not have Al atoms in their first vicinity. In the case of Mn0.8Al0.2Ni3 alloy, with high D values, 

there is a significant influence of the disorder degree on the Ni 1a magnetic moment (Fig.3.15). 

The orbital magnetic moment is not completely quenched by the crystal field, but his 

contribution to the total magnetic moment is very small. 

The Mn and Ni magnetic moments in the Mn1-xAlxNi3 alloys, using the disorder degree D 

determined by experiment, are presented in Table 3.3.  

In Fig. 3.16 are shown the calculated and experimental magnetic moments per unit cell in 

Mn1-xAlxNi3 alloys. 

Table 3.3. The calculated Mn and Ni magnetic moments in the Mn1-xAlxNi3 alloys using the experimental 

determined disorder degrees 

 Mn0.8Al0.2Ni3 
D=0.45 

Mn0.6Al0.4Ni3 
D=0.15 

Mn0.5Al0.5Ni3 
D=0.12 

Mn0.4Al0.6Ni3 
D=0.07 

Mn0.3Al0.7Ni3 
D=0 

Mn 1a spin 
orbit 

2.96 
0.02 

3.13 
0.02 

3.11 
0.02 

3.13 
0.02 

3.04 
0.02 

Ni 1a spin 
orbit 

0.63 
0.07 

0.73 
0.11 

0.72 
0.12 

0.72 
0.13 

 

Al 1a spin 
orbit 

-0.05 
0 

-0.05 
0 

-0.04 
0 

-0.03 
0 

-0.03 
0 

Mn 3c spin 
orbit 

2.43 
0.02 

2.59 
0.02 

2.65 
0.02 

2.70 
0.02 

 

Ni 3c spin 
orbit 

0.44 
0.03 

0.31 
0.02 

0.26 
0.01 

0.18 
0.01 

0.15 
0.01 

Total/f.u spin 
orbit 

3.55 
0.11 

2.78 
0.08 

2.30 
0.05 

1.84 
0.04 

1.34 
0.02 

µs experimental 1.02 1.56 1.86 1.6 1.42 
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Fig.3.16. The magnetic moments per unit cell in Mn1-xAlxNi3 alloys 

The calculated total magnetic moment per unit cell, using the experimental determined 

disorder degrees is in reasonable agreement with the magnetic moment per unit cell determined 

from magnetization measurements, only for x ≥ 0.5. The change of the disorder degree in the 

theoretical calculations doesn’t improve this agreement. 

The measured values of the magnetic moments per unit cell for x≤0.4 are much smaller 

than those predicted by the ferromagnetic spin configuration, confirming the existence of Mn-

Mn pairs antiferromagnetically coupled. This is in good agreement with experimental results 

where ferrimagnetic behaviour of the alloys in this concentration range was evidenced. In Fig. 

3.16 is given also the value of the calculated magnetic moment per unit cell for x=0.2 and a 

disorder degree D=0.33, considering the antiferromagnetic coupling between the Mn1a and 

Mn3c atoms. Higher values of the disorder degree lead to smaller magnetic moments per unit 

cell, in good agreement with our experimental findings. 

The XPS valence band spectra were also calculated with the Munich SPR-KKR package 

in order to allow a direct comparison of the computed and experimental XPS valence band 

spectra. The calculated and experimental XPS valence band spectra of Mn1-xAlxNi3 alloys are 

presented in Fig. 3.17. At Al Kα radiation, the Ni 3d cross section is about four times larger than 

the Mn 3d cross section, and also the Ni atomic concentration is at least 3 times larger than Mn 

concentration, i.e., the XPS valence band spectra for all Mn1-xAlxNi3 alloys and compounds is 

dominated by the Ni 3d states (see Fig. 3.17). The Mn contribution to the XPS spectra has a 
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maximum at about 4 eV binding energy, which is visible in some of the spectra by a shoulder in 

the total intensity. The satellite structures at about 6.5 eV are caused by the enhanced electron 

correlation in the Ni 3d band, providing an evidence for the unoccupied states in the Ni 3d band. 

The decrease of the Ni 2p satellite intensity with increasing the Al content confirms the partial 

filling of the Ni 3d band by hybridization with the Al 3sp states. The correlation effects have not 

been implemented in the theoretical framework and this feature is absent in the theoretical 

spectra. The calculated XPS valence band spectra describe the main characteristics of the 

experimental ones. The contribution of the Mn 3c and Ni 1a in the calculated XPS valence band 

spectra for x≥0.6 is negligible because the disorder degree is very small. 
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Fig.3.17. Calculated (lines) and experimental (circles) XPS valence band spectra of Mn1-xAlxNi3 alloys for 

x = 0.2, 0.4, 0.6 and 0.7.  
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The total DOS calculations for investigated alloys are presented in Fig. 3.18. On can see 

that there are no changes on the DOS at Fermi level in the spin-up band but there is a significant 

decrease of DOS in the spin-down band when Al concentration increases, suggesting a partial 

filling of the Ni 3d band due to the hybridization between Ni 3d and Al 3sp states. 

 
Fig.3.18. Total spin resolved DOS of Mn1-xAlxNi3 alloys 

 

3.5 Conclusions 

 The substitution of Al for Mn in MnNi3 leads to significant changes in the 

crystallographic order with remarkable effects on the magnetic properties and electronic 

structure of Mn1-xAlxNi3 alloys.  

 The as-prepared alloys are crystallographically disordered for x ≤ 0.5, but the 

crystallographic disorder degree decreases quickly for higher Al concentration. 

 Aluminum plays an important role in stabilizing the crystallographic ordered structure in 

Mn1-xAlxNi3 alloys.  

 XPS spectra and magnetic measurements pointed out the existence of local magnetic 

moments on Mn and Ni sites in both crystallographically ordered and disordered Mn1-

xAlxNi3 alloys.  

 The hybridization between the 3d Ni and 3sp Al states leads to a partial filling of the Ni 

3d band, as indicated by the XPS core level and valence band spectra.  

 The temperature dependence of the reciprocal susceptibility of the investigated alloys 

may be explained in terms of the self-consistent renormalization theory of spin 

fluctuations.  
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 The effective magnetic moment induced by the spin fluctuations decrease with the 

gradually filling of Ni 3d band. 

 The Mn and Ni magnetic moments in Mn1-xAlxNi3 alloys, calculated with the spin 

polarized relativistic Korringa-Kohn-Rostocker method, depend on the disorder degree.  

 The calculated magnetic moment of Ni (3c) atoms decreases when Al concentration 

increases, whilst the magnetic moments of Mn (1a) atoms suffer minor changes, 

confirming the experimental assumptions.   

 The magnetic moments of Mn 3c are almost independent on the disorder degree, whilst 

the Ni 1a magnetic moments decrease with the disorder degree.  

 The lower values of the saturation magnetization determined by measurements are 

associated with AF coupling of the Mn-Mn pairs.  

 The XPS spectra and the total DOS calculations confirmed the partial filing of the Ni 3d 

band when Mn is replaced by Al.  

 The valence band of Mn1-xAlxNi3 alloys is dominated by the Ni 3d states and there is a 

good agreement between calculated and measured XPS valence band spectra. 
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Chapter 4 
 

Electronic structure and magnetic properties 
of Mn1-xAlxNi alloys [115] 

 
 

 MnNi has one of the highest Néel temperature (TN =1073K), a magnetic moment of 4 

μB/Mn [116] and is used in the spin electronic devices as a pinning layer in the spin-valve 

structures [117]. AlNi is a Pauli paramagnet with the Ni 3d band completely filled at room 

temperature [118]. 

 The magnetic properties of Mn1-xAlxNi alloys have been studied only for a limited range 

of Al concentration, namely for x=0.4 [119, 120] and 0.5 [121]. For MnAlNi2≡Mn0.5Al0.5Ni 

Heusler alloy was pointed out the coexistence of antiferromagnetism and ferromagnetism [121]. 

The Mn0.6Al0.4Ni alloy, thermal treated for three days at 1273 K, exhibits the B2-10M 

martensitic transformation [120]. It was also shown that in the furnace-cooled specimen of the 

Mn0.6Al0.4Ni alloy, the L21 structure appears and the B2-10M martensitic transformation is 

suppressed. 

 
Fig. 4.1. Thernary phase diagram of Ni-Mn-Al alloys at T=1273K 
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According to the phase diagram of Al-Mn-Ni alloys (Fig. 4.1) there are two different 

regions of solid solubility for Mn1-xAlxNi alloys (the blue line in the phase diagram); one in the 

small x region (x=0, 0.1, 0.2) and another in the high x region (x=0.5, 0.6, 0.8, 0.9, 1). The alloy 

corresponding to x=0.4 is in between, fact confirmed by XRD measurements (the alloy is not 

single phase).  

The aim of this chapter is to extend the magnetic measurements to whole range of 

concentrations and to correlate the magnetic data with XPS spectra. 

4.1 Structural characterization 

Nine samples from the Mn1-xAlxNi system (x= 0, 0.1, 0.2, 0.4, 0.5, 0.6, 0.8, 0.9, 1) were 

prepared. XRD measurements were performed on polished surfaces due to the hardness of the 

samples. The broad character of the peaks indicates the presence of the strains in the samples.  

 
Fig. 4.2. X-ray diffraction pattern of Mn1-xAlxNi alloys. 

These measurements revealed a change in the crystallographic structure around x = 0.4 from 

CuAuI to CsCl (B2) structure type. In Fig. 4.2 are shown the XRD patterns for all investigated 

samples. Mn0.6Al0.4Ni appears as a mixture of these two structures. The B2 phase has the same 
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structure with the L21 phase of Heusler alloys, having the unit cell equals with the 8-th part from 

the last one (see Fig. 4.3). In the B2 phase of Mn1-xAlxNi alloys, the Mn and Al atoms are 

randomly arranged, thus the near-neighbor Mn-Mn distance is about 0.29 nm. In the L21 

structure, where the Mn atoms are separated by Al atoms, the shortest Mn-Mn distance is 0.41 

nm. 

                    

 
Fig.4.3. Representation of AuCu (a),ClCs (b) and Heusler (c) structure type 

4.2 XPS Spectra 

The samples were cleaved in situ. The surface cleanness was checked by monitoring the 

O 1s and C 1s core levels in the survey spectra (Fig. 4.4). The small content of oxygen and 

carbon in the samples is due to the contamination of the freshly cleaved surface. 
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Fig. 4.4 Survey spectra of Mn0.8Al0.2Ni 

The Mn 3s spectra for MnNi, Mn0.9Al0.1Ni and Mn0.8Al0.2Ni are shown in Fig. 4.5. The 

shoulder around 79 eV corresponds to the Ni 3p satellite situated at about 12 eV higher binding 

energy from the main line [122]. 

      
Fig. 4.5. Mn 3s XPS spectra of Mn1-xAlxNi alloys  

The experimental spectra were fitted with two components corresponding to Mn 3s 

exchange splitting, the Ni 3p satellite and a Shirley background type. Fig. 4.6 presents the curve 

fitting results of MnNi compound, after background and Ni 3p satellite subtraction. Similar 

results were obtained for the other two alloys Mn0.9Al0.1Ni and Mn0.8Al0.2Ni. All spectra exhibit a 

well-defined magnetic exchange splitting of about 5 eV, arising from the exchange interactions 
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between the 3s core hole and open Mn 3d shell. This splitting corresponds to a spin S≈2 and a 

magnetic moment of 4µB/Mn, suggesting that Mn 3d band is not affected by the hybridization 

with Al sp states. This splitting is a direct evidence for the existence of local magnetic moment 

confined on Mn sites. 

 

Fig. 4.6. Mn 3s curve fitting results of MnNi compound 

There is an overlapping between Mn2p XPS line and Ni L2M23M45 Auger line (Fig. 4.7). 

In order to see the multiplet splitting of Mn 3p3/2 line the Auger line was subtracted.  

       
Fig. 4.7. Mn 2p XPS spectra of Mn1-xAlxNi alloys and Ni Auger line 
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The subtraction of the Ni Auger line was made in two steps. First the survey spectrum of 

pure Ni metal was normalized to 1 in order to see the relative intensity of the Ni Auger line and 

Ni 2p line. Using this ratio, in the normalized survey spectrum of the investigated alloys (again 

the most intense line is Ni 2p), the relative intensity of the Ni Auger line and the total measured 

line (Mn 2p+Ni Auger) line was estimated. Then the high resolution lines of Ni Auger from Ni 

metal and measured spectrum (Ni Auger+Mn2p) were normalized to this relative intensity. In the 

second step a superposition of the Ni Auger line and measured spectrum, in the 637-634 eV 

region was considered; in this region the only contribution to the measured spectrum comes from 

Ni Auger line (see Fig. 4.7). The Mn 2p core-level spectra for MnNi, Mn0.9Al0.1Ni and 

Mn0.8Al0.2Ni after the subtraction of Ni Auger line are given in Fig. 4.8. The first vicinity of Mn 

atoms in the Mn1-xAlxNi alloys does not change by alloying, what explains the lack of the 

chemical shift in the Mn 2p spectra. 

 
Fig. 4.8. Mn 2p XPS spectra of Mn1-xAlxNi alloys after the subtraction of the Ni Auger Line 

The observed spin orbit splitting, which can be identified in the distance between the two 

centers of energy of the 2p3/2 and 2p1/2 state is Δso≈11.5 eV. Both these states are accompanied 

by broad features at about 5 eV towards higher binding energies. The whole spectrum can be 

explained if we assume more than one 3dn final state configuration. The ground state is mainly 

the 3d6 state with a small admixture of 3d5 configuration, representing states of local moments in 

the Anderson’s model. Upon creation of a 2p hole one may expect thus a well-screened state 
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2p53d6 and a poorly screened 2p53d5 final state. Focusing on the states associated with 2p3/2 

ionization, there are structures between 638 and 642 eV and a broad feature at about 644.5 eV. 

Similar results were reported for Mn 2p core level photoelectron spectra of Mn films deposited 

on Ag (100) [123], Ni (110) [124], Cu (100) [125], Pd(100) [126] and of Mn-Pd alloys and 

compounds [127]. A large magnetic moment was derived for Mn (about 4 µB) in all these 

systems, similar to those found for Mn in Mn1-xAlxNi alloys. In all these cases, the 5 eV satellite 

located at about 645 eV was assigned to a 2p53d5 final state configuration, whereas the main line 

centered at about 639 eV was associated with a 2p53d6 final state configuration. The line shapes 

of 2p core-level photoemission spectra for 3d metals are strongly influenced by the simultaneous 

occurrence of spin-orbit coupling and exchange splitting between the core hole and the valence 

electrons. The theoretical approach to the problem of core-level photoemission is done within a 

fully relativistic generalization of the one-step model of photoemission. Ebert et al. found in the 

calculated spectra a splitting of 2p3/2 and 2p1/2 states into four and respectively two sublevels 

[128]. Due to the presence of the spin polarization, the 2p sublevels of 3d metals posses no 

unique total angular-moment character, i.e., j is no longer a good quantum number. Because the 

effect of the exchange splitting is small compared to that of spin-orbit splitting, the 2p subsheels 

can still be labeled as 2p1/2 and 2p3/2. In this case, the magnetic quantum number µ is still left as a 

good quantum number and the 2p sublevels are µ=-1/2, +1/2 for 2p1/2 and µ=-3/2, -1/2, +1/2, 

+3/2 for 2p3/2 [129]. 

 
Fig. 4.9. Mn 2p3/2 curve fitting results of Mn0.9Al0.1Ni alloy 

By using the fully relativistic photoemission calculations for Mn-based Heusler alloys, 

Plogmann et al. found a splitting of the 2p3/2 states into four sublevels, with an energy separation 
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of 1.0-1.5 eV for all the alloys [130, 131]. After background removal, using a Shirley-type 

background shape [132], we have also fitted the Mn 2p3/2 core-level spectra for some of the 

investigated alloys with four components and a satellite line situated at binding energy around 

644.5 eV. The curve fitting results for Mn0.9Al0.1Ni is given in Fig. 4.9, with the mean energy 

separation Δex≈1.1 eV. This gives further evidence of the existence of local moments confined on 

Mn sites.  

The Ni 2p core-level spectra of Mn1-xAlxNi alloys are shown in Fig. 4.10. The Ni 2p3/2 

core level spectra for x≤0.8 exhibit satellite structures situated at about 6.5 eV higher binding 

energy than the main line.  

     
Fig .4.10. Ni 2p XPS spectra of Mn1-xAlxNi alloys 

The observation of satellites implies the presence of d character in the unoccupied bands. 

The satellite structure intensity decreases as the Al content increases, indicating a gradual filling 

of the Ni 3d band. This is due to a strong hybridization between Ni 3d and Al 3sp states. 

For a better illustration of the satellite structure, in Fig. 4.11, the Ni 2p line of MnNi 

compound was fitted with four components: two corresponding to the spin-orbit splitting doublet 

(Ni 2p3/2 and Ni 2p1/2) and other two assign to the satellite structures.  
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Fig .4.11. Ni 2p curve fitting results of MnNi compound 

The complete filling of the Ni 3d band, at room temperature, for AlNi Pauli paramagnet 

is confirmed by the absence of the satellite structures. The presence of the satellite structures 

suggests that Ni atoms could carry a small magnetic moment, but previous studies have shown 

that in MnNi the Ni atoms have no magnetic moments [133]. This means that even in the 

presence of some unoccupied states in the Ni 3d band the Anderson condition for the existence 

of the local moment at the Ni site in the ordered magnetic state is not fulfilled. As the Al 

concentration increases, the Ni 2p core-level lines are shifted to higher binding energy. These 

small chemical shifts are due to the change in the filling degree of the Ni 3d band, which leads to 

an increase in the electronic density around the Ni 2p shell. 

The XPS valence band spectra of Mn1-xAlxNi alloys are shown in Fig. 4.12. The Ni 3d 

cross section for Al Kα radiation is about four times larger than the Mn 3d cross section, i. e., the 

valence bands of Mn1-xAlxNi alloys are dominated by Ni 3d states. The valence band of Pauli 

paramagnet AlNi results as a superposition of the Ni 3d band, centered at about 2 eV, and the Al 

sp states in the Fermi level region. The XPS valance band spectra of investigated samples present 

a small satellite structures at about 6.5 eV, which decreases in intensity with the increase of Al 

content. The 3d bands are shifted towards higher binding energies as the Al concentration 

increases, suggesting a gradual filling of the Ni 3d band due to the hybridization of Al 3sp and 

Ni 3d states.  
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Fig .4.12. XPS valence band spectra of Mn1-xAlxNi alloys 

4.3 Magnetic measurements 

 Since the Ni atoms do not carry any magnetic moment [121, 133], the interaction Mn-Mn 

is responsible for the magnetic properties of all investigated alloys. 

The alloys Mn1-xAlxNi for x<0.4 are antiferromagnets with very high Néel temperatures, 

namely 1073 K for MnNi [116], 1026 K for Mn0.9Al0.1Ni and 820 K for Mn0.8Al0.2Ni. For 

illustration, in Fig. 4.13 is shown the temperature dependence of the measured magnetic 

susceptibility for Mn0.9Al0.1Ni alloy. The distance between the nearest-neighbor Mn atoms in 

these alloys, determined from XRD measurements, is about 2.64 Å. It is well known that the Mn-

Mn interaction is antiferromagnetic when the distance is smaller than 3 Å [134]. 

   The magnetic field dependence of magnetization at different temperatures for x≥0.5 

shows a small curvature (Fig. 4.14), suggesting the presence of a ferromagnetic phase L21, in 

which the interaction between the Mn atoms is due to the RKKY coupling [135]. On the other 

hand, the magnetization does not saturate even at B=10 T, what implies the existence in the 

alloys of the antifferomagnetic B2 phase. 
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Fig.4.13. Susceptibility versus temperature of Mn0.9Al0.1Ni alloy. In the inset is shown the 

thermal variation of the susceptibility for MnNi [116]. 

 

The alloys Mn1-xAlxNi for 0.4< x < 1 have complex mictomagnetic behavior, with a mixture of 

antiferromagnetic and ferromagnetic interactions. The coexistence of antiferromagnetism and 

ferromagnetism in Mn0.5Al0.5Ni alloy was also confirmed in the literature by the susceptibility 

measurements in field cooled (FC) and zero field cooled (ZFC) [121]. 
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Fig.4.14. Magnetic field dependence of magnetization, at different temperatures, of 

Mn0.4Al0.6Ni, Mn0.2Al0.8Ni and Mn0.1Al0.9Ni alloys. 

The hysteresis loops (see the insets) are shifted to lower negative fields, the effect being 

more pronounced for x=0.6. The shift in the magnetization of a ferromagnetic component is due 

to the exchange interaction between the antiferromagnet and ferromagnet at their interface. The 

ferromagnetic component, which is strongly coupled with the antiferromagnetic one, has its 

interfacial spins pinned. At lower Mn concentrations, i. e. x = 0.8 and x = 0.9, the amount of 

antiferromagnetic component decreases (the probability to have Mn-Mn pairs becomes smaller), 

what explains the almost symmetrical form of the hysteresis loop in this concentration range. 

The coercive field at T = 5 K increases as Mn concentration decreases, from 0.05 T for x = 0.6 to 

0.11 T for x = 0.9. The small values of the coercive field can be explained in the random 

anisotropy model [136]. The increase of the coercive field as temperature decreases indicates 

enhancement of the local magnetic anisotropy. 

 The coexistence of antiferromagnetism and ferromagnetism in Mn1-xAlxNi alloys for 0.6 

≤ x < 1 is also revealed by the magnetic measurements in lower magnetic fields. In fig. 4.15 is 

shown the temperature dependence of FC and ZFC susceptibilities in an applied field of 0.1T. 

The distinguishing experimental feature of mictomagnetism is that the magnetization drops 

abruptly at the freezing temperature Tf when the material is cooled in the absence of magnetic 

field, resulting in a splitting of the FC and ZFC susceptibilities at a certain temperature. The 

values of this temperature and also the freezing temperature are related to the dilution effect, like 

in other mictomagnetic systems [137]. The exchange interactions of Mn-Mn type are partially 

broken when Mn is substituted by Al. The increase of the ZFC susceptibility for x = 0.6 at low 

temperatures was also observed for x=0.5 [121] and may be due to the conical antiferromagnetic 
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structure of B2 phase, which has a ferromagnetic component. This conical antiferromagnetic 

structure was observed in the B2 phase of MnAlNi2 ≡  Mn0.5Al0.5Ni compound [138]. 

 
Fig. 4.15. The temperature dependence of the FC and ZFC magnetic susceptibility of Mn1-xAlxNi 

alloys. 

In order to determine the ferromagnetic (FM) and antiferromagnetic contributions to the 

measured magnetization and to estimate the corresponding Curie and Néel temperatures TC and 

respectively TN, we have used the Honda-Arrot plot for each temperature, according to the 

relation [139]: 

χm= χAFM + MFM / H 

where χm is the measured susceptibility, χAFM the susceptibility of the antiferromagnetic 

component, MFM the saturation magnetization of the ferromagnetic component and H the applied 

magnetic field. A linear dependence of χm versus H-1 in higher magnetic fields was evidenced 

for each temperature, showing that in the studied field range, saturation has been obtained. For 

illustration, in the Fig. 4.16 is shown the dependence χm(H-1) for Mn0.4Al0.6Ni alloy at T = 4 K. 

In Figs. 4.17 and 4.18 are shown the temperature dependence of the as determined 

susceptibility χAFM and magnetization MFM, respectively. The curves χAFM(T) present a 

downward  at certain temperatures, referred as the Néel temperatures. 
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Fig. 4.16. The 1/H dependence of the χm for Mn0.4Al0.6Ni alloy at T = 4 K. In the inset is shown 

the linear dependence at high magnetic fields (7-10) T 

 
Fig. 4.17. The temperature dependence of the magnetic susceptibility χAFM of Mn1-xAlxNi 

alloys. The arrows indicate the Néel temperatures. 
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Fig. 4.18. The temperature dependence of the magnetization MFM for Mn1-xAlxNi alloys. 

At about the same temperatures T≈TN, the curves MFM(T) show a small anomaly in the 

magnetization of the ferromagnetic component, due to the pinning effect. The Curie temperatures 

TC have been determined in the molecular field approximation from the MFM
2(T) dependence. 

The as determined transition temperatures are given in Table 4.1. 

 
Fig.4.19. Reciprocal susceptibility versus temperature of Mn1-xAlxNi alloys. 
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The thermal variation of the reciprocal magnetic susceptibility for the investigated alloys 

in the high temperature range is shown in Fig. 4.19. The experimental data fit a Curie-Weiss law 

with a small additional temperature-independent term χ0, in which the principal contribution is 

brought by the Pauli susceptibility χP of the conduction electrons: 

χ=C/(T-θ) + χ0 

 The values of the effective magnetic moments μeff and of the paramagnetic Curie 

temperatures θ are given in Table 4.1. The Ni 3d band for x≥0.5 is almost filed. This assumption 

is confirmed by the very small intensity of the Ni 2p and valence band satellite. The contribution 

of the Ni atoms to the total effective magnetic moment is negligible, so the measured effective 

magnetic moment may be attributed only to the Mn atoms. The effective magnetic moments per 

Mn atom have approximately the same value, corresponding to a spin S≅2, like in the parent 

compound MnNi, showing that the Mn 3d band is not affected by alloying, suggesting that the 

hybridization between the Mn 3d states and the Al 3sp states is very small. The paramagnetic 

Curie temperatures θ are much lower than the Curie temperatures TC. This is due to the 

contribution of antiferromagnetic part in the measured magnetic susceptibility, which has a 

negative θ value, and consequently an averaged paramagnetic Curie temperature is observed. 

The relative proportion of the ferromagnetic and antiferromagnetic parts in the samples is also 

reflected in the difference between the Curie temperatures TC and paramagnetic Curie 

temperatures θ as a function of the Al content. This difference decreases with Al concentration, 

confirming the decrease of the antiferromagnetic component at lower Mn concentrations. 

Table. 4.1. Transition temperatures and effective magnetic moments of Mn1-xAlxNi alloys 

  

*data taken from [121] 

 

x TN (K) TC (K) θ (K) µeff (µB/f.u.) µeff (µB/Mn) 

 0.5 313* 375* 123 3.44 4.87 

0.6 181 284 108 3.07 4.85 

0.8 80 121 50 2.21 4.94 

0.9 26 59 -3 1.55 4.90 
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4.4 Conclusions 

 The substitution of Al for Mn in MnNi leads to significant changes in the crystallographic 

structure with remarkable effects on the magnetic properties and electronic structure of 

Mn1-xAlxNi alloys.  

 XPS spectra and magnetic measurements pointed out the existence of local magnetic 

moments on Mn sites in all Mn1-xAlxNi alloys.  

 The investigated alloys are antifferomagnets, but for x≥0.5 the antiferromagnetism (B2) 

and ferromagnetism (L21) coexist.  

 The exchange interaction between the antifferomagnetic and ferromagnetic entities at 

their interfaces leads to different configurational “pinning” of ferromagnetic components.  

 The transition temperatures decrease as Al concentration increases.  

 The hybridization between Ni 3d and Al 3sp states leads to a gradual filling of the Ni 3d 

band.  

 The Mn 3d band in Mn1-xAlxNi system is not affected by alloying. 
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Chapter 5 
 

Electronic structure and magnetic properties 
of Ni1-xMnxAl alloys [140-142] 

 

In the previous two chapters it was studied the influence of the substitution of Mn by Al 

in the ternary system Al-Mn-Ni, on the electronic, crystallographic and magnetic structure, 

keeping the Ni atomic concentration constant. In the present chapter the Al atomic concentration 

will remain the same and we will focus on the effect of the substitution of Ni by Mn. 

The phase diagram (Fig. 5.1) indicates, in case of Ni1-xMnxAl system, a large region of 

solid solubility, excepting for the high Mn concentrations. There are no reports about bulk AlMn 

in a stable phase, but only on Al0.89Mn1.11 [143]. In the other side of the concentration range is 

AlNi, a Pauli paramagnet. 

 

 Fig. 5.1. Thernary phase diagram of Ni-Mn-Al alloys at T=1273K 

Magnetic properties of the Ni1-xMnxAl alloys were reported in literature [144], but there 

are no explanation regarding the relative small values of the measured magnetic moments per 

atom, their variation with Ni atoms concentration and if Ni brings or not a contribution in the 

measured magnetic moments.  
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The aim of this chapter is to explain the magnetic properties of the investigated alloys by 

correlating the magnetic measurements, in the ordered and paramagnetic state, with XRD and 

XPS results. 

5.1 Structural characterization 

Seven samples from the Ni1-xMnxAl system (x=0.0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8) were 

prepared. XRD measurements were performed on polished surfaces due to the hardness of the 

samples. The broad character of the peaks indicates the presence of the strains in the samples. X-

ray diffraction pattern of Ni1-xMnxAl alloys are shown in Fig. 5.2. 

 
Fig. 5.2. X-ray diffraction pattern of Ni1-xMnxAl alloys. 

 

All the investigated alloys are single phases with the same CsCl (B2) structure type (Fig. 5.3a). 

The lattice parameter, estimated using the Powder Cell program, increases monotonically with 

Mn concentration from a=2.875 Å for NiAl to a=2.966 Å for Ni0.2Mn0.8Al (Fig. 5.3b).  
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Fig.5.3. Elementary cell of Ni1-xMnxAl alloys (a) and the variation of the lattice 

parameter with Mn content (b) 

5.2 XPS Spectra 
The XPS valence band spectra of investigated alloys are shown in Fig. 5.4. The 

maximum of the Ni 3d band is shifted to a BE of 1.8 eV comparing to the value of 0.6 eV in pure 

metallic Ni [122]. The shoulder near Fermi level is due to the Al 3sp states. Another contribution 

to the XPS valence band spectra of Ni1-xMnxAl alloys comes from Mn 3d states, which are 

concentrated at the bottom of the VB in the 2.5-3eV BE region, as previously demonstrated by 

band structure calculation and experimental measurements for many alloys and intermetallic 

compounds based on Mn [109-111]. There is also an appreciable hybridization between the Mn 

3d and Al 3sp states which leads, according Mn 3s XPS spectra and magnetic measurements, to a 

partial filling of the Mn 3d band. 

 
Fig .5.4. XPS valence band spectra of Ni1-xMnxAl alloys 
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The Ni 2p spectra for all investigated alloys are situated at the same BE, but are shifted to 

higher BE relative to pure metallic Ni. This also confirms the partial filling of Ni 3d band. The 

first vicinity of Ni atoms in the Ni1-xMnxAl alloys does not change by alloying, what explains the 

lack of the chemical shift in the Ni 2p spectra.  

 

Fig .5.5. Ni 2p XPS spectra of Ni1-xMnxAl alloys and pure metallic Ni  

In Ni metal the Ni 2p satellite structure, situated at about 6.5 eV higher BE energy, is an 

evidence for unoccupied 3d states. The intensity of the satellites in Ni1-xMnxAl alloys is 

drastically reduced (see Fig. 5.5) confirming the partial filling of the Ni 3d band of the 

investigated alloys, except for x=0 where the satellite structure disappears. This confirms the 

previous magnetic measurements that have shown that NiAl is a Pauli paramagnet with Ni 3d 

band completely filled, at room temperature, due to the hybridization with Al 3sp states. 

The Mn 3s core level spectra show an exchange splitting around 4 eV arising from the 

exchange interactions between the core hole and the open 3d shell. The exchange splitting in 

MnNi is about 5.2 eV and the Mn magnetic moment is about 4 µB/Mn [116]. The exchange 

splitting is proportional with the Mn local moment [122]. Fig. 5.6 presents the curve fitting 

results of Mn0.8Ni0.2Al alloy, after background subtraction, and the similar spectrum of MnNi 

compound. 
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Fig. 5.6. Mn 3s curve fitting results of Mn0.8Ni0.2Al alloy and MnNi compound 

5.3 Magnetic measurements 

The values of the spontaneous magnetization, for each temperature, were determined 

from M(H) curves by extrapolation the linear dependence at H→0. The temperature dependence 

of the spontaneous magnetization of Ni1-xMnxAl alloys is shown in Fig. 5.7.  

 
Fig. 5.7. Temperature dependence of spontaneous magnetization of Ni1-xMnxAl alloys  
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The values and variations of magnetization with magnetic field (Fig. 5.8) and temperature 

suggest that all the investigated alloys have a ferromagnetic behavior, below the corresponding 

Curie temperatures. 

 
Fig. 5.8. Magnetic field dependence of magnetization at T=4K of Ni1-xMnxAl alloys. 

The Curie temperatures TC have been determined in the molecular field approximation from the 

MFM
2(T) dependence (Fig. 5.9). The values are given in Table 5.1.  

 
Fig. 5.9. MFM

2 as a function of temperature of Ni1-xMnxAl alloys 
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The thermal variation of the reciprocal magnetic susceptibility for the investigated alloys 

in the high temperature range is shown in Fig. 5.10. The experimental data fit a Curie-Weiss law 

with a small additional temperature-independent term χ0, in which the principal contribution is 

brought by the Pauli susceptibility χP of the conduction electrons: 

χ=C/(T-θ) + χ0 

 The values of the effective magnetic moments μeff and of the paramagnetic Curie 

temperatures θ are given in Table 5.1.  As one can see from Fig. 5.10, the contribution of χ0 is 

more pronounced in the measured magnetic susceptibility for smaller Mn concentrations. 

 
Fig.5.10. Reciprocal susceptibility versus temperature of Ni1-xMnxAl alloys. In the inset is given the 

temperature dependence of magnetic susceptibility of NiAl [145] 

The magnetic susceptibility of NiAl does not depend on temperature in the region 80-

100K and has the value: gemumeas
NiAl /10265.0 6−×=χ [145]. There are three contributions to the 

total measured susceptibility: diaL
meas
p

meas
NiAl χχχχ ++= , where meas

pχ  is the measured Pauli 

susceptibility of conduction electrons, Lχ  the Landau diamagnetism of the conduction electrons 

and diaχ  the diamagnetism of the atomic cores. The Pauli susceptibility in the free electrons 
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approximation is given by: 63/1
3/2

60 103.01086.1 −− ×=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×= nM

p ρ
χ emu/g, where M is the 

molecular mass, ρ   the density and n the number of s, p and d valence electrons per unit 

formula. The Landau diamagnetism is 60 101.0
3
1 −×−=−= pL χχ  emu/g. The diamagnetic 

contribution to the magnetic susceptibility is 61018.0 −×−=+= Ni
dia

Al
diadia χχχ emu/g [145]. The 

measured Pauli susceptibility is 610545.0 −×=−−= diaL
meas
NiAl

meas
p χχχχ emu/g. The ratio 

0
p

meas
p

χ
χ

δ =  between the between the Pauli susceptibilities of d electrons measured and calculated 

in the free electron approximation is the Stoner enhancement factor which for NiAl has the value 

8.1=δ . This value shows that NiAl is exchange-enhanced Pauli paramagnet, suggesting that 

also the Ni1-xMnxAl alloys could be exchange-enhanced Pauli paramagnets, which are correctly 

treaded in the self-consistent renormalization (SCR) theory of spin fluctuations [34]. 

Table 5.1. The magnetic moments in the ordered (µ) and paramagnetic state (µeff), the Curie 

(TC) and paramagnetic Curie (θ) temperatures and the lattice constants (a) of the Ni1-xMnxAl 

alloys. 

 µ (µB/f.u.) µeff (µB/f.u.) TC (K) θ (K) a (Å) 
x=0     2.8752 

x=0.2 0.19 1.06 367 385.7 2.8919 
x=0.3 0.34 1.57 379.8 395 2.906 
x=0.4 0.51 1.9 381.5 398.8 2.9155 
x=0.5 0.77 2.32 385 405.5 2.927 
x=0.6 1.01 2.66 401 422.7 2.9356 
x=0.8 1.24 2.9 420.8 445.9 2.9664 

 

TC and θ increase monotonically with Mn concentration in good agreement with the 

theory of ferromagnetic materials, TC being proportional with the number Z of neighboring 

magnetic atoms [146]. Comparing the intensity of the Ni 2p and valence band satellites in this 

systems with the similar ones in the previous system Mn1-xAlxNi, one may conclude that also in 

Ni1-xMnxAl alloys the Anderson condition of the existance of a local moment on Ni sites in the 

ordered state is not fulfilled. So, the measured magnetic moments in the ordered state are 

attributed to Mn atoms only. The values of the Mn spins SMn (see Table 5.2) were obtained from 

the relation µMn =2 SMnµB. Using these values, the effective Mn magnetic moments are calculated 
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( BMnMn
Mn
eff SS μμ )1(2 += ). In the paramagnetic region we have to consider the contribution of 

Ni magnetic moments, induced by temperature, to the magnetic susceptibility (the Ni 3d band is 

not completely filled). In the last column the Ni contribution to the effective magnetic moment is 

calculated ( 222
.. NiMnuf yx μμμ += , x and y are the molar fraction of Mn and Ni, respectively). The 

Ni effective magnetic moment has reasonable values for x≤0.4, comparable with the values on 

Ni sites in other spin fluctuation systems [147, 148]. For x>0.4 the calculated Ni effective 

magnetic moments are too large; this suggests that not all the Mn atoms moments are orientated 

in the same direction and is possible to have antiferromagnetic Mn-Mn pairs. The probability of 

the apparition of Mn-Mn antiferromagnetic pairs increases with Mn concentrations. 

Table 5.2. The magnetic moments and spin of Mn atoms in the ordered state and the 

calculated Mn and Ni effective  magnetic moments of the Ni1-xMnxAl alloys. 

 Mn
ordμ  SMn 

Mn
effμ  

x=0.2 0.95 0.48 1.69 
x=0.3 1.13 0.57 1.89 
x=0.4 1.28 0.64 2.05 
x=0.5 1.54 0.77 2.33 
x=0.6 1.68 0.84 2.49 
x=0.8 1.55 0.78 2.36 

 

The strong Mn 3d - Al 3sp hybridization is due to the high number of Al atoms in the Mn 

first vicinity, namely 8 Al atoms at ~2.5 Å. This explains the small values of the Mn magnetic 

moments in Ni1-xMnxAl alloys comparing to MnNi. The Mn magnetic moment in the ordered 

state increases with Mn concentration, except for the x=0.8 alloy. This variation can be 

associated with the increase of the lattice parameter which leads to a decreasing in the Mn 3d - 

Al 3sp hybridization degree. But together with the Mn concentration, increases also the 

probability of the Mn-Mn antiferromagnetic pairs formation, so that a number of Mn magnetic 

moments do not contribute to the magnetization. These two phenomena influence the value of 

the measured magnetic moments. 

It is well known that Mn-Mn interaction is antiferromagnetic when the distance is smaller 

than ~2.9 Å [29], comparable with the lattice constant in Ni1-xMnxAl alloys. For larger values the 

coupling is ferromagnetic. In these alloys there are two possibilities for the appearance of 

antiferromagnetic Mn-Mn pairs: 
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• There are two Mn atoms in the centre of near neighbour cells and lattice parameter is 

smaller than 2.9 Å (Fig. 5.11 a); 

• A crystallographic disorder appears: Mn and Al atoms switch places, thus the Mn-Mn 

distance became ~2.5 Å (Fig. 5.11 b). The problem of crystallographically disorder alloys 

was fully discussed in chapter 3. 

 
Fig. 5.11. Possible situations for Mn-Mn distance smaller than 2.9 Å 

 

5.4 Conclusions 

 The substitution of Ni for Mn in NiAl leads to no significant changes in the 

crystallographic structure, but has remarkable effects on the magnetic properties and 

electronic structure of Ni1-xMnxAl alloys.  

 Ni1-xMnxAl alloys present a ferromagnetic behaviour below the corresponding Curie 

temperatures.  

 The correlation between the results from ordered and paramagnetic state indicates the 

presence of some antiferromagnetically Mn-Mn pairs. 
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 The temperature dependence of the reciprocal susceptibility may be explained in terms of 

the self-consistent renormalization theory of spin fluctuations. 

 Ni 3d band is partially filled due to the hybridization with Al 3sp states.  

 The strong hybridization between Mn 3d and Al 3sp states is responsible for the lower 

values of the Mn magnetic moments. 
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Chapter 6 
 

Electronic structure and magnetic properties 
of Ni0.7-xAlxMn0.3 alloys [149] 

 

 

In the last three chapters it was presented the effect of the substitution of Mn by Al atoms 

and Ni by Mn atoms in the electronic, crystallographic and magnetic structure, keeping the Ni 

and respective Al atomic concentration constant. To have a complete picture of the Al-Mn-Ni 

system in this chapter the Mn atomic concentration will remain the same and the substitution 

effect of Ni by Al atoms will be studied. 

The phase diagram (Fig. 6.1) indicates, in case of Ni0.7-xAlxMn0.3 alloys, two main regions 

of solid solubility. There are no reports in the literature regarding the structure, magnetic and 

spectroscopic properties of Ni0.7-xAlxMn0.3 system. 

 
 Fig. 6.1. Thernary phase diagram of Ni-Mn-Al alloys at T=1273K 
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6.1 Structural characterization 

Seven samples from the Ni0.7-xAlxMn0.3 system (x=0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7) were 

prepared. XRD measurements were performed on polished surfaces due to the hardness of the 

samples. X-ray diffraction pattern of Ni0.7-xAlxMn0.3 alloys are shown in Fig. 6.2. The broad 

character of the peaks indicates the presence of the strains in the samples.  

 
Fig. 6.2. X-ray diffraction pattern of Ni0.7-xAlxMn0.3 alloys 

All the investigated alloys are single phases except for Al0.7Mn0.3 and Ni0.5Al0.2Mn0.3 alloys. 

XRD measurements revealed a change in the crystallographic structure around x = 0.2 from 

AuCu3 to CsCl (B2) structure type. Ni0.5Al0.2Mn0.3 appears as a mixture of these two structures. 

The results only from the single phase alloys are presented in the following pages. 

 

              
Fig.6.3.Representation of AuCu3 and ClCs structure type 
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6.2 XPS spectra 

XPS valence band spectra of the Ni0.7-xAlxMn0.3 alloys are shown in Fig. 6.4. For Al Kα 

radiation, the Ni 3d cross section is about four times larger than the Mn 3d cross section [108]. 

Taking also into account the ratio between the contents of Ni and Mn in the alloys, one can say 

that the valence-bands spectra of Ni0.7-xAlxMn0.3 alloys, at high Ni concentrations, are dominated 

by the Ni 3d states, which are preponderant at the Fermi level as in metallic Ni.  

 
Fig. 6.4. XPS valence band spectra of Ni0.7-xAlxMn0.3 alloys. The dotted line and the bars 

indicate the Fermi level and the position of the valence band centroids 

The Mn 3d states are concentrated at the bottom of the valence band in the region around 

3 eV binding energy and became more visible at low Ni concentrations. The XPS valance band 

spectra for small x present satellite structures at about 6.5 eV, which gradually disappears with 

the increase of Al content. The valence band centroids are shifted towards higher binding 

energies and the density of states at Fermi level decreases as the Al concentration increases, 

suggesting a gradual filling of the Ni 3d band due to hybridization of the Al 3sp and Ni 3d states. 

In d-band metals and alloys the 3d states are shifted gradually to higher binding energy with the 

increase in the d-state occupancy and consequently a decrease in the density of states at the 

Fermi level occurs. 
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The Ni 2p core-level spectra of Ni0.7-xAlxMn0.3 alloys are shown in Fig. 6.5. The Ni 2p3/2 

core level spectra exhibit satellite structures at about 6.5 eV higher binding energy (Fig. 6.6).  

 
Fig .6.5. Ni 2p XPS spectra of Ni0.7-xAlxMn0.3 alloys 

As the Al concentration increases, the Ni 2p core-level lines are shifted to higher binding 

energy. These small chemical shifts are due to the change in the filling degree of the Ni 3d band, 

which leads to an increase in the electronic density around the Ni 2p shell. 
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Fig .6.6. Ni 2p curve fitting results of Ni0.7-xAlxMn0.3 alloys and the Al concentration 

dependence of Ni 2p3/2 satellite area 

The observation of satellites implies the presence of d character in the unoccupied bands. 

The satellite structure intensity decreases as the Al content increases, confirming the gradual 

filling of the Ni 3d band. The presence of the satellite structures suggests that Ni atoms could 

carry a small magnetic moment. 

There is an overlapping between Mn2p XPS line and Ni L2M23M45 Auger line (Fig. 6.7). 

The observed spin orbit splitting, which can be identified in the distance between the two centers 

of energy of the 2p3/2 and 2p1/2 state is Δso≈11.5 eV. 
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Fig .6.7. Mn 2p XPS spectra of Ni0.7-xAlxMn0.3 alloys and Ni Auger line 

After background removal, using a Shirley-type background shape, we have also fitted 

the Mn 2p3/2 core-level spectra for some of the investigated alloys with four components and a 

satellite line situated at binding energy around 644.5 eV. The curve fitting results for Ni0.7Mn0.3 

alloy is given in Fig. 6.8, with the mean energy separation Δex≈1.2 eV. This gives direct evidence 

of the existence of local moments confined on Mn sites. 

 

Fig. 6.8. Mn 2p3/2 curve fitting results of Ni0.7Mn0.3 alloy 
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6.3 Magnetic measurements 

The temperature dependence of magnetic susceptibility of Ni0.7Mn0.3 and Ni0.4Al0.3Mn0.3 

alloys is given in Fig. 6.9. The susceptibility presents a maximum, specific for antiferromagnetic 

materials, which corresponds to Néel temperature. The values of the transition temperature are 

TN≈150K and TN≈125K for Ni0.7Mn0.3 and Ni0.4Al0.3Mn0.3, respectively. 

 
Fig. 6.9. The temperature dependence of magnetic susceptibility of Ni0.7Mn0.3 and Ni0.4Al0.3Mn0.3 alloys 

The increase of the magnetic susceptibility at very low temperatures could be due to some 

ferromagnetic impurity or a conical antiferromagnetic structure, which has a ferromagnetic 

component. This feature was also observed in the Chapter 4. 

 The spontaneous magnetization as a function of temperature is given in Fig. 6.10 for 

Ni0.6Al0.1Mn0.3 and Ni0.3Al0.4Mn0.3 alloys. The small values of spontaneous magnetization 

suggest a ferrimagnetic behavior of these two alloys. 

 
Fig. 6.10. The temperature dependence of the spontaneous magnetization of Ni0.6Al0.1Mn0.3 and 

Ni0.3Al0.4Mn0.3 alloys 
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Fig. 6.11 shows the temperature dependence of the reciprocal susceptibility of 

Ni0.6Al0.1Mn0.3 and Ni0.3Al0.4Mn0.3 alloys in the paramagnetic state. The reciprocal of magnetic 

susceptibility follows a Néel-type hyperbolic law, specific to ferrimagnetic materials. Usually for 

ferromagnetic materials, the high temperature asymptote to the hyperbola has a Curie-Weiss 

form. Unfortunately, for these two alloys, because the transition temperature is very high and the 

instrumentation upper limit temperature was around 900K, the asymptote to the hyperbola was 

not reached. 

 

Fig. 6.11. The temperature dependence of the reciprocal susceptibility of Ni0.6Al0.1Mn0.3 and 

Ni0.3Al0.4Mn0.3  alloys 

The Curie temperatures TC have been determined in the molecular field approximation from the 

MFM
2(T) dependence (Fig. 6.12) and have the values 780.5K and 645K for Ni0.6Al0.1Mn0.3 and 

Ni0.3Al0.4Mn0.3, respectively. 
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Fig. 6.12. MFM
2 as a function of temperature of Ni0.6Al0.1Mn0.3 and Ni0.3Al0.4Mn0.3 alloys 

 The values and the variation of the magnetic susceptibility with the temperature (Fig. 

6.13a) suggest a ferromagnetic behavior of Ni0.2Al0.5Mn0.3 alloy. The ferromagnetic Curie 

temperature, determined in the same way like above, has the value TC=400K. The reciprocal 

susceptibility as a function of temperature for Ni0.2Al0.5Mn0.3 alloy is presented in Fig. 6.13b and 

confirms the ferromagnetic behavior. The experimental data fit a Curie-Weiss law.  

    

Fig. 6.13. The spontaneous magnetization (a), and the reciprocal magnetic susceptibility (b) as a function 

of temperature of Ni0.2Al0.5Mn0.3 alloy 

 The magnetic behavior of Ni0.7-xAlxMn0.3 alloys is illustrated in Fig. 6.14. We have seen 

in the Chapter 3 that in the ordered AuCu3 structure type, Mn and Al atoms occupy the 1a 

position and Ni atoms are situated in 3c position. In this case the coupling between the Mn atoms 
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is ferromagnetic (dMn-Mn>2.9A°). In the crystallographically disordered alloys a number of Mn 

atoms occupy the 3c positions and generate antiferromagnetic Mn-Mn pairs with the Mn atoms 

from their firs vicinity situated in 1a or 3c positions (dMn-Mn<2.9A°). In AuCu3 structure type 

25% of atoms will occupy the 1a position and 75% the 3c position. On can see that in Ni0.7Mn0.3 

alloy even if the disorder degree is considered to be zero, a number of Mn atoms will be forced 

to take the 3c position and to form Mn-Mn antiferromagnetic pairs. Furthermore, at this Mn 

concentration the alloy is crystallographically disordered (see Chapter 3), with a disorder degree 

very high. This explain the magnetic measurements results, which shown that Ni0.7Mn0.3 alloy 

has antiferromagnetic behavior. 

In the Chapter 3 we have also seen that Al atoms play an important role in the stability of 

the crystallographically ordered structures, and the probability of the apparition of 

antiferromagnetic Mn-Mn pair decrease with the increase of Al concentration. This explains why 

Ni0.6Al0.1Mn0.3 alloy has a ferrimagnetic behavior. 

 
Fig. 6.14. The magnetic behavior of Ni0.7-xAlxMn0.3 alloys 

 The Ni0.4Al0.3Mn0.3 alloy has the lattice parameter a≈2.90Å.  At this distance the Mn-Mn 

coupling is antiferromagnetic. The Ni0.3Al0.4Mn0.3 alloy has the lattice parameter a little bit larger 

a≈2.914Å, but seems to be at the limit distance between the AFM and FM coupling. This could 

be a reason why this alloy has ferrimagnetic behavior. The lattice parameter of the 

Ni0.2Al0.5Mn0.3 alloy is larger (a≈2.94) and it has a ferromagnetic behavior. This means that at 

this distance the coupling between the Mn atoms is parallel. 

6.4 Conclusions 

 The substitution of Al for Ni leads to significant changes in the crystallographic structure 

with remarkable effects on the electronic structure of Ni0.7-xAlxMn0.3 alloys.  
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 XPS spectra pointed out the existence of local magnetic moments on Mn sites in Ni0.7-

xAlxMn0.3 alloys.  

 Ni 2p core-level spectra evidenced the existence of unoccupied 3d states, which is one of 

the conditions for the apparition of local magnetic moments at Ni sites. 

 The hybridization between the 3d Ni and 3sp Al states leads to a partial filling of the Ni 

3d band, as indicated by the XPS core level and valence band spectra. 

 At low Al concentrations the crystallographic structure remains the same but a change in 

the magnetic structure appears once Ni atoms are substituted by Al atoms. Aluminium 

plays an important role in stabilizing the crystallographic ordered structure. 

 In the case of Ni0.7-xAlxMn0.3 alloys, with ClCs structure type, a transition from 

antiferromagnetic to ferromagnetic through an intermediate ferrimagnetic behavior was 

evidenced once the Al concentration increases. 

 This system is a very good example of how one can change the crystallographic structure 

type, the electronic structure and the magnetic interactions between the local magnetic 

moments by changing the atomic concentration of the constituents. 
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Summary 

The main idea of the thesis was to see how one can change the crystallographic structure 

type, the electronic structure, the values of the magnetic moments and the sign of the interactions 

between the local magnetic moments by changing the atomic concentration of the constituent 

atoms in the ternary system Al-Mn-Ni.  

The magnetic properties of the investigated alloys and compounds are strongly correlated 

with their crystallographic properties and reflect the changes in the first vicinity and in the 

distances between the 3d atoms. By changing the stoichiometry one can change the 

crystallographic structure type (Mn1-xAlxNi and Ni0.7-xAlxMn0.3 systems), but even if the 

crystallographic structure remains the same (Mn1-xAlxNi3 and Ni1-xMnxAl) the variation in the 

lattice parameters leads to changes in the coupling between the magnetic moments of 3d 

elements.  

Some of the Al-Mn-Ni alloys are crystallographically disordered, but the crystallographic 

disorder degree decreases quickly with the increase of Al concentration. Aluminum plays an 

important role in stabilizing the crystallographic ordered structure in Mn1-xAlxNi3 alloys. The 

same effect was observed for Ni0.7-xAlxMn0.3 in the small range of Al concentrations. 

XPS spectra and magnetic measurements pointed out the existence of local magnetic 

moments confined to the Mn sites for all Mn-Ni-Al alloys and compounds. 

The hybridization between 3d Ni and 3sp Al states leads to a partial or complete filling of 

Ni 3d band, as indicated by XPS core level and valence band spectra.  

XPS and magnetic measurements evidenced that Mn 3d band in Mn1-xAlxNi3 and       

Mn1-xAlxNi systems is not affected by hybridization with Al 3sp states while in Ni1-xMnxAl and 

Ni0.7-xAlxMn0.3 systems Mn 3d band is strongly affected. This depends again on the interatomic 

distances. 

XPS spectra suggest that Ni atoms could carry small magnetic moments in almost all the 

investigated alloys but, the Anderson condition for the existence of a local magnetic moment at 

Ni sites, in the ordered magnetic state, is fulfilled only for Mn1-xAlxNi3 alloys. Ni atoms bring 

their contribution to the effective magnetic moment in the paramagnetic state. In many cases 

their contribution is small but for some of the investigated alloys temperature induced spin 

fluctuations at Ni sites were evidenced. 
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Magnetic measurements revealed different types of magnetic ordering: ferromagnetic, 

ferrimagnetic, antiferromagnetic and in some of the investigated alloys coexistence between 

antiferromagnetism and ferromagnetism was evidenced. By changing the stoichiometry was 

possible to pass from one type of magnetic ordering to another. A very good example is the   

Ni0.7-xAlxMn0.3 system, where a transition from antiferromagnetism to ferromagnetism through an 

intermediate ferrimagnetic phase was evidenced once the Al concentration increases. 

The profound understanding of the magnetic phenomena and the correct interpretation of 

the magnetic properties of the alloys and intermetallic compounds based on transition elements 

can be achieved only through the correlation of obtained data from XPS, XRD and magnetic 

measurements, corroborated with the band structure calculations. 
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