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#### Abstract

Nowadays, embedded systems are ubiquitous and inherent in almost all areas of life. In recent years, trends like the Internet of Things (IoT) have been a primary driver for the growing embedded systems market. Many of those IoT devices are battery-powered and more resourceconstrained. In addition to economic constraints like total costs and short time-to-market, technical constraints lead to multiple challenges in embedded software development. For battery-powered systems, electrical energy is one of the most critical constraints. For instance, uncontrolled power consumption or an exhausted energy source caused by software applications may lead to failure and costly damage to the device or the environment. Developers often lack knowledge and suitable design concepts to specify, implement, and evaluate energy-efficient software applications. Additionally, constantly changing technologies, extensive functionalities, and various requirements further increase the complexity of embedded software applications while making their development a critical and complex task. To manage the complexity of software applications and the development process, methodologies such as Model-driven Development (MDD) have gained importance. However, power-related non-functional aspects are insufficiently considered in MDD.

This thesis addresses the aforementioned gaps and presents a novel framework for energyaware software design patterns. Developers and engineers may use the framework to specify and describe design patterns addressing power-related issues of software applications. The introduced design pattern template provides a set of metrics to describe possible energy savings and the effort-saving ratio when applying a design pattern. The template also contains a unified graphical representation to visualize the effects of design patterns. In addition, a first catalog of energy-aware design patterns is provided, which may be used to design software applications in MDD and traditional development.

To further enhance the development of energy-efficient software applications in MDD, this thesis also introduces a novel power consumption estimation approach for models based on the Unified Modeling Language (UML). The approach is specifically designed for early development stages when optimizations are most effective. A concept for hardware component models is presented, which can be integrated into the software application model. With the provided UML profile, aspects related to power and timing can be modeled. In addition, methods for indirect and direct power analysis are introduced. While the indirect power analysis is based on simulated hardware behavior, the direct power analysis relies on a real hardware platform and a measuring device. Along with the novel and formal description of energy bugs, software applications can be evaluated and energy-related issues detected.

A real-world example of an IoT sensor node and a proof-of-concept implementation of the power consumption estimation approach illustrate the application of proposed modeling and estimation concepts. Moreover, the detection of energy bugs is demonstrated, and the accuracy of the analysis methods is compared. Additionally, the overall performance of the direct power analysis is investigated in depth. The results have shown that the concepts and approaches are suitable for analyzing and predicting the power consumption of software applications in early development phases. Furthermore, the process can be integrated into existing development workflows to support developers using MDD to design energy-efficient software applications.
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## Chapter 1

## Introduction

This chapter introduces the field of embedded systems and motivates the need for energyaware software applications. It also discusses how model-based approaches can overcome the challenges of developing energy-aware software applications and explains the importance of considering energy and power-related aspects in the early evaluation. The resulting problem statement is framed by the elaboration of challenges from which this thesis's scope of research and research questions are derived. Furthermore, limitations are discussed, and the structure of this thesis is outlined.

### 1.1 Motivation

The global market for embedded systems has grown steadily over the past few decades due to the number of different applications. Nowadays, embedded systems are ubiquitous and can be found in domains such as automotive, healthcare, industrial automation, telecommunication, the Internet of Things (IoT), and the Industrial Internet of Things (IIoT). In particular, IoT and IIoT, where embedded systems are used for smart homes, smart cities, agriculture, smart factories, and environmental monitoring, have the highest expected growth $[2,105,423]$. Researchers assume a continuing expansion of IoT devices over the following years. A study proposed in [400] expects an increase from 8 billion devices in 2020 to more than 25 billion by 2030. The authors of $[80,401]$ forecast IoT devices to represent $50 \%$ of all networked devices in the year 2023 using short-range technologies, such as Wi-Fi, Bluetooth, and Zigbee. In a study released by Transforma Insights [257], an increase from 13.2 billion IoT devices in 2022 to 34.4 billion in 2032 is expected, corresponding to an annual growth rate of $10 \%$. Friedli et al. (2016) [126] estimate the number of mains-powered IoT devices in categories such as smart appliances, roads, lighting, and home assistants to reach 5.7 billion by 2025 , with an expected standby power consumption of 46 TWh. The number of battery-powered IoT devices is expected to reach 23 billion units in the same year [395]. In addition, the trend toward more electric-powered devices across all sectors and the change to alternative energy sources raise the risk of power outages. This affects the overall availability of electrical power, making it an increasingly important resource. As energy prices continue to rise [416], the power consumption of these devices becomes a critical design constraint.

Embedded systems are generally resource-constrained, especially for domains relying on low-power systems such as IoT. In addition to general economic-related constraints like total costs and short time-to-market, functional safety and technical constraints such as the
processing power, memory size, or battery capacity lead to multiple challenges in software engineering. Supplementary to the mentioned constraints and the increased functionality of modern software applications, software developers and engineers have to deal with the growing complexity of embedded system designs at a low level due to the variety of processor architectures, communication interfaces, and the growing number of proprietary hardware with distinct functionalities. Especially for battery-powered IoT devices, energy and power-related Non-functional Requirements (NFRs) for hardware and software need to be defined at the beginning of the development since the battery capacity is one of the most critical factors for the operational lifetime of the device. The supply of power can be a major challenge if those devices are placed in harsh environments or buried underground [146, 409]. From an economic and technical perspective, replacing or recharging the power source for these devices is often either impossible, impractical, or results in higher costs.

Although energy consumption is an invisible property, it can be a significant bottleneck of embedded systems [35]. Up to $80 \%$ of the total energy consumption is generated by the software application [231] since it drives and controls hardware components and, thus, directly affects the energy-related behavior of the systems. In the past, energy and power consumption aspects were addressed primarily at the hardware level, resulting in more energy-efficient hardware components. So far, little attention has been given to the software layer that controls and directs most hardware activities. In fact, as a property of hardware components, the static energy demand can be addressed by improved hardware designs. In contrast, optimizing the software application can address the dynamic energy demand during runtime. Energy awareness is often completely ignored in the software development process [123] because developers and engineers may be unaware of the causes of high energy consumption and lack knowledge of how to reduce the energy impact of software applications [38, 289, 301]. Since the impact of the software application on energy consumption is often unknown, it is essential to consider power-related NFRs in early design phases, where changes are more effective [375]. However, even if the definition of NFRs related to energy and power in early development phases prompts developers and engineers to design energy-efficient software applications, the traditional software development process is not designed to address such NFRs at an early development stage. The software development process typically focuses on functional aspects, while non-functional aspects are tested and evaluated later in the development cycle. At this point, the software application and hardware platform are close to their final states, and the software application can be executed on the embedded system. Addressing non-functional issues such as power consumption, energy efficiency, and real-time in later development phases may lead to extensive re-design and re-implementation phases if changes at the software architecture level or requirements level are needed [33]. These processes may extend the development time and lead to higher costs, schedule delays, lost productivity, damaged customer relations, or missed market windows [361]. In addition, no approaches or tools exist for estimating the power consumption and detecting potential power-related misbehavior of software applications in early development phases where the target hardware platform may not be available or defined.

Indeed, model-driven approaches offer the opportunity to address and improve software quality in early development phases [292]. As previous paradigm shifts in embedded software engineering have led to higher levels of abstraction, approaches such as Model-driven Development (MDD) for designing and developing software applications have received more attention. MDD uses models and modeling techniques for the software development process to not only achieve higher levels of abstraction but also to manage the complexity of software applications,
e.g., for embedded systems. Furthermore, MDD also increases the formalization of software development activities and tasks so that processes can be automated [152, 369], which also raises productivity [193]. Such automation allows developers and engineers to focus on the application logic, behavior, and program flow of software applications and helps overcome the challenges of the development process [56, 326]. Due to the formalization, models can be exchanged between domains and reused with concepts like model-to-model and model-to-text transformation, which increases developer productivity even further. Additionally, MDD enables an evaluation of requirements at the architecture level in early stages of the development process, e.g., using Model-based Testing (MBT) techniques. Exemplary for software applications used in airplanes, [153] compared an architecture-modeling approach with existing development paradigms and found that $70 \%$ of the software defects are located at the requirement or design level. While more than $50 \%$ were identified during the hardware/software integration as part of later development phases, less than $10 \%$ of these defects were detected in their respective phases. Due to this, the rework costs were 100 times higher than the costs for correcting the errors at the levels they occurred.

McKinsey [92] confirms the increasing complexity of software development within embedded systems and suggests the consequent application of Domain-driven Design (DDD) and a ubiquitous language. As a ubiquitous language, the Unified Modeling Language (UML) [275] may be used by both DDD and MDD [114]. As the most used modeling language in the embedded software industry [7], UML provides concepts for object-oriented modeling of structural and behavioral aspects of software applications and provides graphic notation techniques so that software developers can focus on the application design, behavior, deployment, and program flow. Additionally, with UML profiles, UML provides a generic extension mechanism to include domain-specific concepts in the definition of models using stereotypes, tag definitions, and constraints. Existing notations and specifications may be considered to introduce energy awareness in UML. The Modeling and Analysis of Real-Time and Embedded systems (MARTE) UML profile [278] extends the UML and provides a set of modeling concepts, data types, and notations to support the modeling and analysis of real-time and embedded systems. MARTE also enables the modeling of Non-functional Properties (NFPs), such as timing constraints, performance, and schedulability, as well as basic power consumption and dissipation aspects as static values.

It is crucial to consider both static and dynamic power and energy consumption aspects for an energy-efficient system. Since the software application is responsible for hardware activities during runtime, the advantage of addressing the software application to reduce the (dynamic) energy consumption of an embedded system is obvious. In conjunction with the fact that changes and optimizations of the software application are considered to be more effective at higher levels of abstraction [375], design flaws and behavioral issues should be identified early in development to minimize costs and development time. This is especially true for energy- and power-related issues, which, as noted earlier, are typically discovered in later phases of the development process. Although many efforts in the research areas of software engineering and software development address energy-efficient software applications and energy-aware development, there are still a number of unresolved high-potential topics. In software engineering, for instance, such topics include the exploration of suitable design concepts, models, patterns, and strategies to address energy- and power-related aspects [38]. MDD, however, lacks concepts, methods, and tool support for estimating power-related nonfunctional aspects in early design and development phases. These unresolved topics will be addressed within this thesis and further elaborated in the next section.

### 1.2 Problem Statement and Scope of Research

As motivated in the previous Section 1.1, developing software applications for embedded systems is a challenging task. In addition, developers and engineers have to deal with the increasing complexity of embedded software applications caused by highly dynamic and constantly changing technologies, extensive functionalities, protocols, and requirements [49, 282, 292, 369]. Especially for low-power and battery-powered embedded systems, energy and power efficiency are the most critical quality attributes determining the operational lifetime of the device, which has to be addressed by engineers and developers. This also implies that software applications play a central and critical role. For instance, the system will fail if the energy source is exhausted too quickly due to a non-optimized software application or uncontrolled energy consumption, which may result in costly damage, e.g., a loss of the device or harm to the environment [202]. Regarding power consumption, Steve Furber, the designer of the original ARM microprocessor, stated in an interview in 2010 [60]:
> "If you want an ultimate low-power system, then you have to worry about energy usage at every level in the system design, and you have to get it right from top to bottom, because any level at which you get it wrong is going to lose you perhaps an order of magnitude in terms of power efficiency. The hardware technology has a first-order impact on the power efficiency of the system, but you've also got to have software at the top that avoids waste wherever it can. [...] Do programmers really have any understanding of how much energy their algorithms consume?"

This statement underlines the importance of optimization and evaluation at higher levels of abstraction, e.g., the software architecture level, where changes are expected to be most effective $[143,375]$. This is also confirmed by researchers who argue that energy consumption needs careful consideration [35] and should be studied across all software development phases [123]. Understanding the impact of the software application on properties such as power consumption and execution time requires developers to have in-depth information on behavioral aspects of the software application, in particular hardware-software interactions. The availability of energy-efficient hardware components indicates that power consumption is well-addressed by developers and researchers at the hardware level. However, little attention has been given to the software level that controls and directs most hardware activities, and the energy-related impact of software applications is often unknown. In [38], the authors stated that " [m]ost architects and developers are unaware of energy efficiency as a quality attribute of concern, and hence do not know how to go about engineering and coding for it. More fundamentally, they lack an understanding of energy efficiency requirements". This statement highlights important research gaps in energy-aware software engineering. For instance, new concepts have to be developed to enhance the understanding of energy efficiency requirements, how they are derived, and how they relate to software and system behavior. Developing energy-efficient software encompasses many aspects of software development. This includes the optimized use of compilers and (object-oriented) programming languages and the optimization of the software architecture and behavior, e.g., the interaction between software modules and hardware components. In software engineering, design patterns, as proven best practices, might be used to overcome the complexity of applications and address energy-efficiency aspects. However, there is an ongoing lack of suitable design concepts such as tactics or patterns [38]. Additionally, and to the best of our knowledge, only limited work towards software design
patterns exists, which directly describes the effect on energy efficiency and power consumption when applied to the design of software applications.

With MDD as the main methodology used in this thesis, the software development process is mainly driven by the use of models. Consequently, the consideration of power-related aspects should be part of the MDD process and based on the defined models. Quantitative results obtained by evaluations during the MDD process may be used to adapt the software architecture and design to fulfill energy- and power-related NFRs already in early development phases. Since the impact of software applications depends highly on the hardware platform, an analysis of NFRs, especially for power- and energy-related aspects, is typically carried out by engineers and developers in later development cycles where the software application and the hardware platform are more advanced and functional testing has been completed [235, 260, 367]. To still be able to perform early evaluations of, e.g., power constraints, a suitable energy model has to be developed [35]. Additionally, to execute performance evaluations w.r.t. energy and power consumption aspects, concepts to simulate and analyze the behavior of software application models must be supported by MDD tools and integrated into the development workflow of developers and engineers. Commercially available MDD tools such as MathWorks MATLAB [380], MathWorks Simulink [383], and IBM Engineering Systems Design Rhapsody - Developer ${ }^{1}$ [164] provide simulation environments and support the execution of model-based test cases. Additionally, concepts and extensions for MathWorks MATLAB [382] and IBM Rhapsody [165] exist, providing techniques to execute test cases on, e.g., embedded systems. However, the evaluation provided by the aforementioned MDD tools is focused on functional aspects of software applications and lacks support to analyze and evaluate NFRs. Even while not directly mentioning MDD, Steve Furber also addresses the lack of tool support during his interview [60]:
"[...] programmers will not be able to afford to be ignorant about the energy cost of the programs they write. [...] You need tools that give you feedback and tell you how good your decisions are. Currently the tools don't give you that kind of feedback."

Currently, the evaluation of embedded software applications in MDD requires the integration of platform-specific source code. Moreover, it is based on repetitive steps, including manual effort such as editing, compiling, and flashing the auto-generated source code for one or multiple targets if, for instance, the most suitable system components, e.g., as sensors or actuators, should be identified. This process is also denoted as edit-cross-compile-flash-debug cycle [30, 393].

Besides the lack of tool support, the direct execution and evaluation of software applications on target hardware platforms is part of later development phases when prototypes are available. In early development phases, however, frequent hardware component changes still occur. The effort necessary to evaluate non-functional aspects in this manner may result in a bottleneck of the development process and may cause additional time delays and costs. This can be compensated by a faster evaluation process in early phases, which may include, e.g., rapid prototyping principles. It is essential to have a proper set of methods and tools that help software developers in early design phases. These tools should enable the evaluation of software applications regarding power-related NFRs by estimating the power consumption and detecting possible power-related misbehavior. To the best of our knowledge, in MDD, no approach exists for an early and straightforward power consumption estimation of software

[^0]applications. Additionally, since embedded systems in domains such as IoT typically consist of multiple sensors, actuators, and at least one communication interface, the power consumption estimation approach should encompass the entire system.

With the right concepts, methods, and tools, developers and engineers are fully aware of the software application's system-wide energy footprint. They may be able to design and evaluate energy-efficient software applications in an enhanced manner. Accordingly, the following thesis statement emerges from considering open research subjects and the aim of this thesis.

Thesis Statement: "Developers and engineers are able to design energy-efficient software applications and evaluate energy-related requirements in early development phases of MDD if appropriate best practices exist and powerful analysis methods with tool support are provided."

The challenges resulting from the problem statement are addressed in the following Section 1.2.1. The research questions derived from the identified challenges are presented along with the scientific contributions of the thesis in Section 1.2.2.

### 1.2.1 Research Challenges

Modeling and estimating a software application's impact on the overall system's power consumption is challenging, especially in early development phases, where the prototype hardware platform may not be available or defined. Different challenges exist along the way to achieve a power consumption estimation workflow for software applications in MDD, which can be grouped into four broad categories:

## Challenge 1: Definition of Power- and Energy-related Requirements

The description and differentiation of correct and faulty power- and energy-related behavior is crucial for testing and evaluating the NFPs of embedded systems and, simultaneously, a complex and challenging task due to the unique characteristics of these systems. Effective testing and evaluation of power- and energy-related behavior requires a specific and more formal definition of NFRs to determine whether the intended behavior meets the expectations. In [34, 293, 295], a broad classification and definition of power-related misbehavior for certain domains and device classes, e.g., smartphones, are provided. For example, Banerjee et al. (2014) [34] mentioned that power-related misbehavior denoted as suboptimal resource binding is defined as "binding resources too early or releasing them too late causes them to be in [a] high-power state longer than required". These and similar statements are primarily formulated in a natural language, while a formal definition of such energy and power-related misbehavior is missing. For the rest of this thesis, energy and power-related misbehavior are referred to as energy bugs. A formal definition of energy and power-related NFRs would have a strong interrelationship with energy bugs, where one may be derived from the other. In addition, such a formal definition may significantly contribute to automatic analysis. It is not known how to formally define energy and power-related NFRs and describe energy bugs so that they can be interpreted and processed by both humans and machines.

## Challenge 2: Best Practices of Energy-aware Design

When developers and engineers address power-related issues during software application design and implementation phases, the availability of documented best practices is essential to implement the most appropriate solution. Such paradigms are typically referred to as software
design patterns. By using structural, creational, and functional design patterns, developers and engineers can optimize and improve the software application in early phases while avoiding time delays and increasing costs due to additional re-design and optimization cycles. However, existing design pattern templates do not provide categories or fields to address non-functional aspects such as power and energy consumption. To be able to calculate and estimate the effects of a software design pattern, a design pattern template is needed to describe such energy-aware software design patterns uniformly. With a focus on non-functional aspects, such a uniform description allows the developer to compare the effects of different design patterns without having to implement and test each variation and select the most suitable design pattern with the highest positive effect.

## Challenge 3: Design and Modeling of Power-related Properties

To model power-related aspects of the software application in MDD, properties of hardware components and their dynamic behavior must be considered. Approaches found in the literature and discussed in Section 2.8 (p. 65 ff.) lack the capabilities to combine those power-related aspects with the software application model. However, while focusing on the software perspective, the integration is necessary to consider the software application's dynamic behavior during simulation or execution and hardware-software interactions for the analysis process. So far, it is unknown how software application models can be extended and which techniques are suitable to model power-related aspects in MDD. The additional effort to model power-related aspects should not force software developers to lose their focus on the software design and their actual workflow of the software modeling process. Furthermore, power-related model components must be integrated into the software model without the need to adapt existing structures or restrict intended functionalities. They also have to be removed before the final source code is generated. Therefore, the challenge is to define a lightweight extension for software application models which can be used to estimate power consumption.

## Challenge 4: Simulation and Evaluation of Software Application Models with integrated Energy Models

For the evaluation in early development phases, the simulation of software application models is a significant aspect. By performing simulations as early as possible during development, developers may identify problems that would otherwise remain undetected and become visible in later phases, e.g., field tests. While some tools in the MDD domain offer a simulation environment for evaluation, they focus on functional aspects and do not support an evaluation of non-functional aspects. Furthermore, the hardware behavior must also be part of the simulation environment to reflect hardware-software interactions. So far, no method exists to include power- and energy-related non-functional aspects in the simulation or execution of software application models. Besides the simulation, the analysis of NFRs is also not addressed by current MDD tools. Instead, the analysis is carried out and performed in later development stages, where the time and effort needed to address the misbehavior is significantly higher. However, it is unclear how the analysis may be performed during early modeling. Besides defining concepts for the evaluation process and verification mechanisms, an analysis tool has to be developed which can be integrated into the MDD process. For a proper analysis, an optional solution would be aware of all hardware models and hardware accesses initiated by the software application. Due to the lack of support from MDD tools, the evaluation process must be executed separately, e.g., based on simulation logs. A more promising but
non-trivial approach would be to interconnect the simulation environment with the analysis tool to realize runtime monitoring, which also requires proper instrumentation for a power consumption estimation.

### 1.2.2 Research Questions and Contributions

To address the challenges introduced in Section 1.2.1, the following Research Questions (RQs) have been derived, focusing on the engineering and evaluation of software applications in the early development phases of MDD.

## RQ1 - Formal Definition of Energy-related Behavior and Defects: How should non-functional requirements for energy-related behavior be described?

Defining a clear and comprehensive set of NFRs is essential when designing energy-aware embedded systems. During the design phase, it is important to precisely describe the expected energy-related behavior so that developers are able to make comparisons during testing and automate the evaluation process. RQ1 is related to Challenge 1.

The following contributions to address RQ1 provide fundamental concepts as a basis for further approaches presented in this thesis. A novel formal description of NFRs is presented to accurately specify the expected energy-related behavior of an embedded system. Additionally, a formal specification of energy bugs as the description of power-related misbehavior w.r.t. embedded systems is provided. While the specification of energy-related NFRs and the description of energy bugs as violations of such NFRs share the same underlying metrics, power-related misbehavior may be detected and classified during testing. Furthermore, a precise specification of the environment and system properties by a set of conditions and constraints has been elaborated to describe the range of validity of both NFRs and energy bugs when executing test cases. The contributions are published in [341] and may be summarized as follows:

- The introduction of the two metrics, energy quota $E_{q u}$ and the maximum current demand $I_{d \max }$, for the formal description of power- and energy-related NFRs and for the specification of boundaries for an energy bug-free system or subsystem. Due to the formal definition of energy bugs, they can be expressed using the same metrics. This enables developers to perform a power analysis and evaluation of NFRs and facilitates the application of automated processes.
- A novel and more comprehensive classification of energy bugs independent of specific device types. The presented classification categorizes energy bugs based on their characteristics and origin, e.g., hardware and software layers.
- The concept of scenarios as a set of conditions and constraints to specify aspects of the environment and the system for the execution of test cases that apply for a specific amount of time. As a modeling approach of the environment and the context for testing, the concept of scenarios also addresses RQ4.

RQ2 - Best Practices and Design of Energy-aware Software Applications: What are the best practices for energy-aware software applications, and how can they be uniformly described and formalized as design patterns?

This RQ is related to Challenge 2 and addresses the problem of how aspects related to power and energy consumption as NFPs of a system may be considered when designing software applications. Furthermore, RQ2 aims to investigate whether design patterns for software applications focusing on power and energy consumption can be described uniformly so that software developers can identify and apply best-practice solutions for their problems.

By applying energy-aware software design patterns, it is expected that the misbehavior of software applications may already be addressed at an early stage of development. The idea to address RQ2 is to provide software developers with a catalog of behavioral design patterns for software applications as reusable paradigms at the design and architecture level, focusing on power-related aspects. For this, a novel framework has been defined to identify and describe energy-aware software design patterns. The contributions are published in [337, 338, 392] and may be summarized as follows:

- The development of a novel framework and a design pattern template for the identification and uniform description of software design patterns. The design pattern template introduces a new section to address the impact and side effects on NFRs, the two metrics energy balance $E B_{P}$ and efficiency factor $\eta_{P}$, and a uniform graphical representation to outline the power-related and computational behavior of design patterns.
- A catalog of energy-aware design patterns to demonstrate and prove the applicability and expressiveness of the framework. The catalog contains novel and existing design patterns from different areas of software and hardware development.


## RQ3 - Joint Modeling of Functional Software Application Models and Energy

 Behavior: How can software application models be extended with energy-related hardware characteristics to make the software-related impact visible and traceable?RQ3 addresses Challenge 3 and aims to discover concepts and mechanisms for enhancing software application models to make energy-related features visible during analysis. Additionally, RQ3 refers to the necessary level of detail and characteristics when modeling hardware components and how they may be seamlessly integrated into the software application model.

To model power-related aspects of the system, a description of hardware components and their power-related behavior is required. For this, a specification of hardware component models is introduced, which also incorporates an energy model to specify the temporal powerrelated behavior of a hardware component model. For the description of power-related aspects, the novel Power Analysis Profile (PAP) is introduced as a domain-specific customization of UML to provide an energy-modeling and, e.g., to integrate the concepts of energy models for UML state machines. For this, the PAP provides additional stereotypes and tagged values to specify, for instance, the electric current consumption and execution time. Since the concept of hardware component models can be mapped to UML elements, e.g., by the aid of the PAP, a seamless integration into the software application model can be performed, resulting in a system model which addresses RQ3.

The main contributions are published in [336, 339, 340, 341, 391] and can be summarized as follows:

- A novel system-wide modeling approach based on hardware component models covering Microcontroller Units (MCUs) and connected peripheral devices.
- A UML-based description of hardware components that can be combined with a software application model to define a system model. Composed of an energy model as a UML state machine for energy-related non-functional aspects and a UML class for functional aspects, hardware component models provide interfaces for their utilization by software application models in MDD.
- The PAP UML profile to model energy-related aspects. The UML profile is based on the MARTE profile and provides stereotypes to extend hardware component models and introduces new data types to describe the electric current and voltage as NFPs.

RQ4 - Early Evaluation of Energy-aware Software Applications in MDD: How can the energy-related impact of software application models be determined, and energy-related misbehavior be identified when the hardware platform is not available or only partially available?

The execution of software application models is based on simulations. Since MDD tools and simulation environments differ strongly w.r.t. their general functionality, an external analysis process has to be developed. For the evaluation of energy-related aspects, concepts to cope with the different conditions in early development stages have to be defined.

To answer RQ4 and overcome Challenge 4, the MDD tool used in this thesis is enhanced to transform hardware component models for a tool-independent approach. The simulation environment of the MDD tool has also been extended to allow data exchange with external analysis tools during execution. Moreover, power analysis methods have been developed for the early evaluation of energy-aware software applications in MDD. The main contributions to address RQ4 are published in $[339,340,341]$ and may be summarized as follows:

- The Indirect Power Analysis (IPA) method provides a simulation-based rapid power analysis with a virtual hardware platform based on hardware models. This method may be used to test software application models without physical hardware, for example, in early development phases.
- The Direct Power Analysis (DPA) method, a superset of IPA, defines a novel in-the-loop testing approach and utilizes a physical embedded system (testbed) for the estimation process. To achieve an early power consumption estimation, DPA and IPA are based on the same set of communication protocols and a centralized tool to simulate hardware components (IPA) and to enable communication between the software application model and the testbed (DPA) during simulation. With DPA, software application models executed within a simulation environment can interact with the testbed to obtain, for example, real sensor data.
- A case study of an IoT application for a beehive microclimate sensor node as a proof-of-concept intended to demonstrate the applicability and potential of the overall power consumption estimation approach. The proof-of-concept includes the specification of


Figure 1.1: Framing and associated RQs of this thesis. Notation according to [197, 198].
software and hardware models, the elaboration of scenarios, and the definition of energyrelated NFRs. By this, the provided case study also contributes to the evaluation of RQ1 and RQ3.

Figure 1.1 sketches the overall approach depicted as a Y-chart ${ }^{2}$ with associated RQs as notes. For example, contributions to answer RQ1 provide fundamental concepts for the power analysis process, which may be used to improve software application models. Note that the improvement of hardware models may also be achieved but is not in the scope of the presented thesis. Software models may become energy aware when contributions to address RQ2 are applied. Hardware models are defined by concepts resulting from answering RQ3 and are combined with the energy-aware software model into a system model. Contributions to address RQ4 cover parts of the simulation and the power analysis concept to achieve early power consumption estimation.

The introduced contributions to answer RQ1 to RQ4 have been part of different publications. The following Table 1.1 contains a list of core publications addressing the four presented RQs. A complete list of related publications that resulted from this thesis is presented in Chapter Publications (p. 243 ff .).

[^1]| Publication Title | RQ1 | RQ2 | RQ3 | RQ4 |
| :---: | :---: | :---: | :---: | :---: |
| As Lead Author |  |  |  |  |
| Framework of software design patterns for energy-aware embedded systems. [337] |  | $\checkmark$ |  |  |
| Energy-aware pattern framework: The energy-efficiency challenge for embedded systems from a software design perspective. [338] |  | $\checkmark$ |  |  |
| Power consumption estimation in model driven software development for embedded systems. [339] |  |  | $\checkmark$ | $\checkmark$ |
| Towards power consumption optimization for embedded systems from a model-driven software development perspective. [340] |  |  | $\checkmark$ | $\checkmark$ |
| Hunting energy bugs in embedded systems: A software-model-in-the-loop approach. [341] | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| As Co-Author with equal contributions |  |  |  |  |
| Rapid-prototyping and early validation of software models through uniform integration of hardware [393] |  |  |  | $\checkmark$ |
| PowerMonitor: Design pattern for modeling energy-aware embedded systems: Work-in-progress. [392] |  | $\checkmark$ |  |  |
| Software design of energy-aware peripheral control for sustainable internet-of-things devices. [391] |  |  | $\checkmark$ |  |

Table 1.1: Relationship between core publications and introduced RQs.

### 1.3 Limitations

This thesis aims to provide novel approaches for the estimation of power consumption as well as the description of energy-aware software design patterns. The introduced concepts of energy bugs, scenarios, and energy-aware software design patterns are specified at a high level of abstraction. Therefore they can be extended, modified, and applied to other domains. However, the power consumption estimation concept has more specific requirements. To provide a proof-of-concept, the presented work is limited in several areas:

- Type of embedded systems: We target software application models for embedded systems, especially IoT devices with limited resources and computing power that collect data and send information using specific wireless communication protocols. We specifically do not consider high-performance computing or desktop applications, desktop and server systems, and distributed systems with intensive network communication. The presented concept may be applied to the aforementioned domains. However, no feasibility studies have been conducted on this topic. Additionally, it is not in the scope of this thesis to provide a network simulator.
- MCU Support: Another limitation is the support for different MCUs. As an executing platform for the evaluation process, we have developed three prototypes based on the Espressif Systems ESP32 [111], NXP LPC54114 [269], and STMicroelectronics STM32L476 [371] MCUs specifically designed for power measurement and rapid prototyping. The software has been ported for all three platforms. However, the proof-of-concept
presented in this thesis does not aim to provide a direct comparison between or a detailed performance analysis of these MCUs.
- Modeling Languages: As the most widely used modeling language in the embedded software industry [7], UML is used to specify models of software applications and hardware components. The concepts presented in this thesis may be applied to other modeling languages providing mechanisms for extending models and describing NFPs. First results for the adaptation of the proposed approach to enable functional testing in MathWorks Matlab/Simulink were submitted as new research and accepted as a scientific publication [393].
- Quality of Hardware Components Models: The power consumption estimation process can only be as good as the models used in the estimation process. Generally, the quality of a hardware model depends on multiple factors, e.g., the availability of data sheets, measuring instruments, and the experience of developers. However, the introduced power estimation approach is limited if a hardware component to be modeled has at least one or more of the following properties:
- Black Box Model and Behavior: If hardware components are described as a black box, the power-related behavior can only be deduced from observations, whereby it is not always clear which operations lead to a changed power-related behavior. Additionally, if the current state of the component cannot be queried or determined, the present concept can only assume the expected behavior during a simulation. However, assumptions can lead to significant differences and inaccuracies in the power consumption estimation process.
- Environmental Impact: The presented concepts in this thesis are not designed to include (randomly occurring) environmental effects in the estimation process, leading to a change in the power-related behavior of hardware components. This thesis introduces the concept of scenarios to define a subset of possible environmental impacts for specific use cases. To fully include the effect of the surrounding, an environmental model and simulator or a highly specific laboratory environment are necessary to control, for example, interference in wireless communications or particle changes in the air during simulation. However, such approaches may be coupled with the presented concepts.

Additionally, power-saving techniques such as Dynamic Voltage and Frequency Scaling ( $D V S$ ) and Dynamic Voltage Scaling (DVFS) may, theoretically, also be modeled abstractly but are also not in the scope of this thesis.

- Code Generation and Optimization: The thesis aims to estimate power consumption in early development phases. This also includes stages in which the hardware platform is not defined, currently being evaluated, or only partially available. The concepts in this thesis are focused on behavioral and architectural aspects of software application models and not on the characteristics of specific programming languages. However, according to the MDD methodology, the hardware-specific source code of such software applications models is obtained by automatic code generation techniques provided, e.g., by MDD tools. In order to be independent of programming languages, our approach is limited to the simulation of software application models, while source code generation or power-related optimizations on the source code level are not considered.


### 1.4 Thesis Outline

This section outlines the remaining structure of the thesis. Related topics have been grouped thematically into individual chapters to enhance the readability and the common thread. Unless stated otherwise, the color coding in figures presented in the following chapters enhances the illustration and has no semantic meaning. Figures without references in their caption were developed by the author.


Figure 1.2: Relations between main chapters with addressed research questions. Arrows indicate usage relationships.

Figure 1.2 provides a graphical overview of the relations between the main chapters of this thesis and their associated RQs. Each chapter focuses on one RQ but may also contribute to answering additional RQs. The remainder of this thesis is organized as follows:

Chapter 2 (p. 17 ff.) presents related work and background closely related to the challenges and contributions of this thesis. This includes background in the field of software and systems engineering, including electrical power measurement, embedded systems, embedded software, IoT, requirements engineering, and MDD. Related work is discussed on energy bugs, software design patterns and their correlation to power and energy consumption, the integration of virtual and physical hardware devices, and power consumption modeling and estimation. To further enhance the understanding of methodological, technological, and design choices, this chapter concludes with an additional section to summarize findings and remarks.

Chapter 3 (p. 77 ff .) outlines the overall approach of this thesis and describes how the presented concepts are related and interconnected. In addition, this chapter introduces the basic concepts of scenarios and energy bugs as contributions to answering RQ1, which form the basis for other concepts in subsequent chapters of the thesis.

Chapter 4 (p. 89 ff.) presents the software design pattern framework for identifying and describing energy-aware software design patterns. To overcome RQ2, the framework describes the design pattern identification process and introduces a novel design pattern template. This chapter also provides the first energy-aware design pattern catalog, containing five design patterns reusing existing solutions and one newly developed design pattern. All energy-aware design patterns are uniformly described with the presented design pattern template.

Chapter 5 (p. 115 ff.) introduces the power consumption estimation concept for software applications models in MDD to answer RQ3 and parts of RQ4. In addition to the presentation of the concept vision, this chapter describes the hardware modeling process and introduces a UML profile to model power-related aspects as contributions to address RQ3. To answer parts of RQ4, two power analysis methods are proposed.

Chapter 6 (p. 139 ff .) introduces a prototype implementation of the power estimation methods presented in Chapter 5 as a proof-of-concept. The implementation also includes the development of a policy-oriented Hardware Abstraction Layer (HAL), an external and independent estimation tool, communication protocols, and a set of hardware platforms for the power estimation of system models during simulation.

Chapter 7 (p. 175 ff.) provides the evaluation of the power consumption estimation approach based on the prototype implementation introduced in Chapter 6. A case study of a beehive microclimate sensor IoT node example illustrates the application of the modeldriven concepts introduced in Chapter 5. The case study covers the definition of hardware component models in UML for each component of the sensor node and also demonstrates the use of the PAP UML profile to model static and dynamic power-related NFPs. Besides the case study evaluation, the overall performance of the power estimations method with a connected hardware platform is discussed.

Finally, Chapter 8 (p. 197 ff.) concludes this thesis and summarizes the contributions and findings to overcome the introduced RQs. This chapter also provides a conclusion of this thesis and an outlook with open and new ideas for future research.

## Chapter 2

## Related Work and Background

This chapter presents the related work and background regarding the proposed concepts and approaches to increase the understanding of this thesis. Since the proposed contributions consider and combine various fields to answer RQ1 to RQ4, the related work and background presented in this chapter cover a wide range of topics. An outline of electrical power measurement fundamentals, metrics, and techniques are presented in Section 2.1. Section 2.2 presents an overview of embedded systems, embedded software applications, and IoT as the basis for the case study presented in Chapter 7 (p. 175 ff .). Aspects of requirements engineering are discussed in Section 2.3. An overview of pattern descriptions and related work on patterns with correlation to power and energy consumption are provided in Section 2.4. Section 2.5 introduces concepts of MDD, while Section 2.6 covers selected aspects of MARTE as a basis UML profile to model non-functional aspects. Section 2.7 gives an overview of software testing principles. Finally, Section 2.9 discusses further findings and remarks, as well as technology and design decisions based on the presented work.

### 2.1 Electrical Power Measurement

This section presents the physical background on topics related to electrical power, electrical energy, and power consumption measuring techniques. The topics in this section provide basics for modeling power- and energy-related requirements and properties and for measuring embedded systems as part of the power estimation process.

Section 2.1 briefly introduces the terminology and fundamentals of voltage and electric current, as well as power and energy as characteristics of hardware components used, for example, in embedded systems as described in Section 2.2 (p. 21 ff .). Metrics based on the introduced fundamentals, which can be used for requirement evaluation within the concepts presented in Chapter 5 (p. 115 ff .), are covered in Section 2.1.2. Section 2.1.3 discusses different power measurement techniques along with their advantages and disadvantages.

### 2.1.1 Physical Fundamentals

The first term introduced is the electric charge $(Q)$, which defines a property of matter. It is responsible for a certain force that the matter experiences in an electromagnetic field. The unit of electric charge is defined as coulomb $(C)$. The electric charge can be positive or negative and is carried by subatomic particles, for example, as the elementary charge of an electron which is $\sim 1.602 \cdot 10^{-19} C$. An electric field is a structure that surrounds electrically charged
elements. Electric potential refers to the amount of work needed, e.g., energy, to move a unit of electric charge $Q$ from one point in the direction of another point within the electric field. The unit of electric potential is volt $(V)$, which is equal to $J \cdot C^{-1}$, and describes the ratio between potential energy in joules $(J)$ and electric charge in coulomb $(C)$.

Voltage, denoted as $U$, can be described as the difference in electric potential between two points and, thus, as the quantitative measure of the potential difference. Electric current, also referred to as current in this thesis, is defined as $Q \cdot t^{-1}$ and defines the flow of the electric charge $Q$ across an electrical conductor or space at the rate of one $C$ during an interval of time $t$. As stated by Ohm's law, the electric current between two points in a conductor is directly proportional to voltage. The electric current is formally denoted as $I$ and measured in ampere ( $A$ ).

Electric power, denoted as $P$ and also known as power consumption, describes the rate at which an electric circuit transfers electrical energy. For non-constant parts whose characteristics may vary over time, the electric power $P$ is defined as:

$$
\begin{equation*}
P(t)=U(t) \cdot I(t) \tag{2.1}
\end{equation*}
$$

The electric power is measured in watts $(W)$, which is equal to $J \cdot s^{-1}$ and $V \cdot A$. The dominant technology used for integrated circuits, such as MCUs and other peripheral devices, e.g., sensors, is Complementary Metal-Oxide-Semiconductor (CMOS). The structure of CMOS-based parts consists of p-type and n-type Metal-Oxide-Semiconductor Field-Effect Transistors (MOSFETs) as building blocks to implement internal logic. The two types differ on the doping element used and thus types of charge carriers, such as holes for p-type and electrons for $n$-type MOSFETs. As a variant of field-effect transistors, MOSFETs use an electric field to control the flow of current. The three pins of a MOSFET are labeled as Source, Drain, and Gate. While the Drain is connected to the load, the Source is typically connected to a positive voltage for p-type or to ground in the case of n-type MOSFETs. The Gate is used to control the flow of current, which has to be a high state for p-type and a low state for n-type MOSFETs to enable current flows. For more detailed information about MOSFETs, the reader may refer to [195, 196, 298]. The power consumption of CMOS-based parts is defined as [157, 196, 297, 425]:

$$
\begin{equation*}
P=P_{\text {short }}+P_{\text {switch }}+P_{\text {static }} \tag{2.2}
\end{equation*}
$$

The instantaneous power consumption shown in Equation (2.2) can be subdivided into shortcircuit $\left(P_{\text {short }}\right)$, switching $\left(P_{\text {switch }}\right)$, and static power consumption $\left(P_{\text {static }}\right)$. The terms $P_{\text {short }}$ and $P_{\text {switch }}$ are both related to the dynamic power consumption of CMOS-based components being active and values of signals are changing so that:

$$
\begin{equation*}
P_{\text {dyn }}=P_{\text {short }}+P_{\text {switch }} \tag{2.3}
\end{equation*}
$$

The term $P_{\text {short }}$ in Equations (2.2) to (2.3) results from the short-circuit current $I_{\text {short }}$, which occurs when the p-type and n-type MOSFETs are simultaneously active during the switching event. In this case, the CMOS conducts current directly from the supply voltage $\left(V_{d d}\right)$ to the ground for a short time. $P_{\text {short }}$ can be defined as:

$$
\begin{equation*}
P_{\text {short }}=I_{\text {short }} \cdot V_{d d} \tag{2.4}
\end{equation*}
$$

$P_{\text {switch }}$ defines the power consumption during the switching activity of the CMOS and is defined as:

$$
\begin{equation*}
P_{\text {switch }}=\alpha \cdot C_{L} \cdot V_{d d}^{2} \cdot f \tag{2.5}
\end{equation*}
$$

with $C_{L}$ as the load capacitance of the CMOS logic and $f$ as the operating or clock frequency. The activity factor $\alpha \in[0,1]$ defines the fraction of the circuit that is currently switching [200] or, in other words, the average of the total capacitance of a circuit charged and discharged each cycle at the clock frequency $f$ [195]. The value of $P_{\text {short }}$ in Equation (2.4) can be considered as low compared to the power consumption originating from the switching activity because it only occurs for a short time during each transition, which is why $P_{\text {short }}$ is often neglected [196]. The static power consumption $P_{\text {static }}$ in Equation (2.2) describes a constant power consumption of CMOS-based circuits without any switching activity, which is also called leakage power consumption. In a simplified manner, $P_{\text {static }}$ can be defined as:

$$
\begin{equation*}
P_{\text {static }}=I_{\text {leak }} \cdot V_{d d} \tag{2.6}
\end{equation*}
$$

with $I_{l e a k}$ as the leakage current. However, the definition of $I_{l e a k}$ is complex since various effects lead to different types of leakage, including sub-threshold leakage, gate leakage, reverse-biased-junction leakage, gate-induced-drain leakage, gate-oxide leakage, gate-current leakage, and punch-through leakage [157, 195, 196].

Energy defines the ability to do work. Electric energy $E$ is measured in Joule $(J)$ with $J=V \cdot A \cdot s=W \cdot s$ and is related to the fraction of potential energy required to move a charged element $Q$ between two points in an electric field. As defined in Equation (2.7), electric energy can be calculated by considering the rate of energy transfer (electrical power) over a given time.

$$
\begin{equation*}
E=\int_{t} P(t) d t \tag{2.7}
\end{equation*}
$$

### 2.1.2 Metrics

If questions about the performance and characteristics of a system have to be answered, metrics come into play. Generally, a metric can be defined as a function used to map a property or characteristic of a system to a numerical value, denoted as a measure. This measure can be used as a performance indicator to achieve comparability, e.g., to evaluate the quality or effectiveness of improvements, to identify the most suitable solution, and to decide if functional and non-functional requirements have been fulfilled. In addition to metrics, methods may be defined describing how to perform the investigations and measurements from which the measures are derived. The two basic metrics of power $P$ and energy $E$ (cf. Section 2.1.1, p. 17 ff .) may be used for the power consumption estimation concept presented in this thesis.

With $P$ as the metric for power, the peak and average power consumption of a system may be measured and used to predict properties related to heat dissipation and cooling, for instance. In addition, this metric may also be used to express power supply constraints and maximum battery loads. Using the energy consumption $E$ as a metric allows an estimation of the battery consumption and expected lifetime of the system or the dimensioning of critical components such as batteries.

Metrics can also be combined with other metrics and properties of the system in order to define more complex metrics, e.g., for CMOS circuits. The power-delay product, for example, is an indicator of the energy consumed per switching event and is defined as the product of the average power consumption times the input-output delay, propagation delay, or duration of the switching event. The energy-delay product is another metric in the CMOS domain for energy and performance which is specified as the product of the power-delay product times
the delay. However, the concept of the energy-delay product has been adapted in the past, e.g., as an indicator of the efficiency of programming languages [136] or high-performance computing applications [363]. It might also be suitable for the consideration of the load on the battery. Additionally, different variants of the energy-delay product exist where single factors are potentiated by integer values and, thus, introduce a weighting to increase the significance of either the energy or the execution time.

The basic metrics are sufficient for estimating power consumption as described in Chapter 5 (p. 115 ff.). It should be noted that the definition of energy-related NFRs (cf. Section 2.3.3, p. 30 ff .) and the resulting concept of energy bugs (cf. Section 3.3, p. 84 ff .) are not limited to specific metrics and may be extended to consider additional or different metrics, such as the power-delay product.

### 2.1.3 Measurement Techniques

Different techniques exist to measure the electric current consumption of a System Under Test (SUT) consisting of a single hardware component or a full-fledged embedded system [128, 418, 428]. Resistance-based and charge-based measurements are two of the most common principles for measuring direct current in an electric circuit. Alternative approaches based on current transformers, Rogowski coils, or Hall-effect sensors that measure current indirectly via magnetic fields or inductions are neglected because their underlying physical principle may only work in alternating current circuits, may be used in much higher current scenarios, or may have low accuracy.


Figure 2.1: Schematic for a shunt-based current measurement. Notation based on [169].

For the resistance-based current measurement, a resistor with low resistance, also called a shunt resistor, is used in parallel with an ammeter or multimeter. The measured voltage across the shunt resistor, also referred to as voltage drop, is proportional to the current. Figure 2.1 shows a simplified circuit design for shunt-based measurements. By using Ohm's Law, the actual electric current value can be calculated as follows:

$$
\begin{equation*}
I \_S U T=\frac{U \_ \text {Shunt }}{R \_ \text {Shunt }} \tag{2.8}
\end{equation*}
$$

The SUT is considered as a variable resistance in the circuit diagram shown in Figure 2.1. A shunt resistor is placed in series to the SUT so that the current which passes the SUT also has
to flow through the shunt resistor. As indicated in Figure 2.1, an amplifier and an Analog-toDigital Converter ( $A D C$ ) are typically used to sample the current value. A high resistance of the shunt resistor results in a greater voltage drop, and by this, effects of the circuit, e.g., due to static and thermal noise, will be minimized, and the overall measurement will be improved. However, a high voltage drop negatively affects other components in the circuit. Based on the expected electric current to be measured, selecting the best suitable shunt resistor is a tradeoff between measurability and minimizing negative effects. The voltage drop can be addressed if the measuring device is connected to a regulated power supply in a closed-loop manner to dynamically adjust the voltage powering the device. In this configuration, it can be ensured that the SUT always receives the intended operating voltage [240]. For a fine-grained current measurement, a high sample rate is required. Because this technique is based on sampling, values between two samples remain unnoticed. As the time difference between two samples increases, more data, such as peaks in both directions, cannot be sampled, making the measurement less accurate.

A technique that solves the sampling problem is denoted as charge-based measurement. For instance, a concept presented in [160] uses a transistor-based current mirror circuit designed with two capacitors. The basic principle of this technique is that the transistor mirrors the current drawn by the SUT while a capacitor, acting as a short circuit, is charged. As exemplary concepts presented in [160, 206], a RS flip-flop switches between the capacitors if one is fully charged and initiates a discharge while the next capacitor starts charging simultaneously. Since the capacitance and the voltage are known, the power consumption can be calculated by counting the charge-discharge events as another form of sampling. While sampling problems do not directly affect this technique, other disadvantages exist. First, the transistor's characteristics must match the SUT's characteristics in terms of the electric current consumption range. Due to the increased complexity of the current-mirror circuit design, adaptions are harder to achieve compared to the introduced resistance-based technique. Second, the capacitors have to be scaled so that they are small enough to get a high resolution but still be able to collect sufficient data since the capacitor is not collecting any charges while discharging. If the capacitance is chosen too large, this approach may be unable to locate peak currents time-wise. When neglecting the switching time, this technique is able to accurately measure the average current used by the SUT.

### 2.2 Embedded Systems

It is expected that over $95 \%$ of software applications developed are aimed to be executed on embedded systems [285]. As a "combination of computer hardware and software, and perhaps additional mechanical or other parts, designed to perform a dedicated function" [132], embedded systems have become ubiquitous and can be found in domains such as automotive, aerospace, agriculture, robotics, consumer electronics, healthcare, IoT, and IIoT [36, 146, 261]. This section introduces background on embedded systems as a target platform for the presented early power consumption estimation of software applications in MDD. Section 2.2.1 introduces the architecture, characteristics, and challenges of embedded systems, while Section 2.2.2 focuses on software applications for embedded systems and describes their impact on power consumption. Section 2.2.3 introduces IoT as the field of application for embedded systems considered in this thesis.

### 2.2.1 Architecture and Characteristics

This section discusses the architecture of embedded systems from a hardware perspective, their characteristics, and the typical challenges such systems have to overcome. Figure 2.2 illustrates the generic architecture with typical components of an embedded system consisting of a Central Processing Unit (CPU), a fixed amount of volatile and non-volatile memory such as Random-access Memory (RAM), flash memory, and Read-only Memory (ROM), General Purpose Input/Outputs (GPIOs), ADCs, and Digital-to-Analog Converters (DACs). In modern embedded systems, MCUs are used that combine the aforementioned components within a single integrated circuit and may include other serial communication interfaces such as Serial Peripheral Interface (SPI), Universal Asynchronous Receiver Transmitter (UART), and InterIntegrated Circuit ( $I^{2} C$ ) [298]. Embedded systems, such as the example in Figure 2.2, are heterogeneous and distributed by design. Different types and numbers of MCUs can be combined into a System-on-Chip (SoC). An embedded system may also consist of various sensors, e.g., measuring temperature, humidity, light, pressure, audio, or gas, and actuators interacting directly with the environment, such as displays and motors. Moreover, wireless and wired communication interfaces enable interaction with other systems.


Figure 2.2: Generic block diagram of an embedded system architecture. Horizontal arrows describe bi-directional communication between components, while the vertical arrow represents a communication bus.

Compared to general-purpose systems, for instance, workstations designed to interact with other devices and users to perform various tasks, an embedded system is intended to be used for a limited but highly specific task while interacting with the physical environment [35]. Embedded systems have to be fault tolerant, robust, and resilient to spontaneous events, condition changes, and extreme conditions such as humidity, temperature, or radiation of the environment in which they are placed [59, 222]. As an additional characteristic, they are required to perform the intended tasks without maintenance, have restricted resources in terms of processing power, memory size, and operating system support, as well as a large number of constraints, including real-time, efficiency, safety, costs, weight, size, reliability, and

| Class | Data Size | Code Size |
| :--- | :---: | :---: |
| Class 0 | $\ll 10 \mathrm{KiB}$ | $\ll 100 \mathrm{KiB}$ |
| Class 1 | $\sim 10 \mathrm{KiB}$ | $\sim 100 \mathrm{KiB}$ |
| Class 2 | $\sim 50 \mathrm{KiB}$ | $\sim 250 \mathrm{KiB}$ |

Table 2.1: Classification of restricted devices based on RFC 7228 [51].
energy consumption as one of the most important constraints [240, 261, 278]. A definition and classification ${ }^{1}$ of constrained devices is provided by RFC 7228 [51] and shown in Table 2.1. It consists of three classes for devices with much less than 10 KiB data size and 100 KiB code size (Class 0 ) to devices with 50 KiB and 250 KiB for data and code size (Class 2).

Embedded systems can also be distinguished, for instance, by the power source (Figure 2.2), which may be a static power supply connected to a main or a battery that may or may not be rechargeable. As a categorization, the RFC 7228 also defines classes of energy limitation and general power usage strategies, such as always-on, normally-off, and low-power devices [51].

Considering the characteristics of an embedded system, various factors, such as thermal effects, can lead to energy awareness for hardware components and software applications [240]. Due to shrinking processes of the circuits and reduced transistor threshold voltages, static power consumption (cf. Section 2.1.1, p. 17 ff .) has gained importance and is now responsible for up to $40 \%$ of the total power consumption [297, 425]. Higher temperatures lead to increased power consumption while reducing the reliability of the embedded system. Imagine, for example, size or cost constraints that prevent the use of active and passive cooling systems. To deal with such design constraints, it might be necessary to lower the frequency (clock gating) or the supply voltage (power gating) [195] for the hardware components such as MCUs or SoCs. Power gating, for instance, might lead to a quadratic decrease of the dynamic power consumption (cf. Equation (2.5), p. 18). Specific segments and functional blocks can be powered down entirely to address the static power consumption. Phenomena such as the utilization wall [405] and the power wall [297] refer to these limitations from a slightly different perspective. The utilization wall is closely related to the definition of dark silicon [107, 194, 240]. Both refer to the number of functional blocks that can or can not be powered simultaneously for a given thermal design power constraint. The power wall is quite similar and refers to power density and heat dissipation limits which have reached the practical power limit for cooling systems.

However, if energy is a limited resource, the selection of hardware components based on power consumption and the software application, as the behavior of the embedded system, is becoming more important when building power-efficient battery-operated embedded systems [285]. As shown in Table 2.2, the MCU may not be the main consumer within an embedded system. For the power consumption estimation, it is therefore insufficient to consider MCUs without peripheral devices, the intended use case, and the software application that controls and directs most hardware activities.

[^2]| Device | Cur. Consumption | Voltage | Power |
| :--- | ---: | ---: | ---: |
| NXP LPC54114 MCU [269] <br> (Cortex-M4 \& Cortex-M0+ @ 96 MHz) | Active: $9.9+8 \mathrm{~mA}$ <br> Sleep: 3.0 mA | 3.3 V <br> 3.3 V | $59,07 \mathrm{~mW}$ <br> 9.90 mW |
| STMicroelectronics STM32L476RG MCU [371] (80 <br> MHz) | Active: 10.2 mA <br> Sleep: $2,96 \mathrm{~mA}$ | 3.3 V <br> 3.3 V | 33.66 mW <br> 9.77 mW |
| ams Osarm TSL25911 Ambient Light Sensor [17] | $275 \mathrm{\mu A}$ | 3.0 V | 0.875 mW |
| Bosch BME280 Environmental Sensor [53] <br> (Indoor Navigation) | $633 \mathrm{\mu A}$ | 1.8 V | 1.14 mW |
| Bosch BMM150 Geomagnetic Sensor [52] <br> (High Accuracy Preset) | 4.9 mA | 2.4 V | 11.76 mW |
| Kingbright AP2012EC Red LED [201] (0805) | 20 mA | 2.0 V | 40.00 mW |
| Melexis MLX90640 Infrared Thermal Sensor [243] | 20 mA | 3.3 V | 66 mW |
| Microchip ATWINC15x0-MR210xB 802.11 b/g/n <br> IoT Module [250] (802.11g 6 Mbps code rate) | 291 mA | 3.3 V | 960.30 mW |
| Plantower PMS1003 Particle Sensor [302] | 100 mA | 5 V | 500 mW |

Table 2.2: Exemplary hardware devices with their average energy characteristics.

### 2.2.2 Embedded Software

The amount of embedded software has grown faster than Moore's law [285] and makes up a significant part of the embedded system engineering. At a consistently high level over previous years, around $60 \%$ of the resources, e.g., time, costs, and developer efforts, are spent in the software development process [26]. The need for more extensive technologies, algorithms, protocols, and standards, as well as the increasing amount of software required, makes the development of software applications for embedded systems a complex and challenging task. Embedded software is typically developed at a low level of abstraction, while programming languages such as C, C++, or Assembly (ASM) are used to gain direct control over specific hardware components [26, 285, 298]. Software is also a key component in any embedded system that must be fault-tolerant and implement concepts for handling hardware failures. Due to this, the software application has to be platform specific to meet high-performance requirements while dealing with limited resources. Still today, the software is involved in many serious failures of embedded systems [162, 202].

In addition to functional requirements, embedded software applications are required to fulfill important and restrictive NFRs, such as reliability, real-time, and power consumption, among others described, e.g., in [332]. Note that for embedded systems in specific domains, the number of NFRs the system has to satisfy exceeds the number of functional requirements [247]. Reliability, for instance, defines the probability that a system works as intended. Since the software application is affected by the non-deterministic physical environment and may react to spontaneous events and condition changes [35, 36], reliability is important in the embedded domain. Soft or hard real-time NFRs [285] are especially important for safety-related systems if, for instance, the execution time between data sampling and analysis and the reaction of the system should not exceed a predefined time limit. Power consumption is an important aspect that can be a critical bottleneck for embedded systems [35]. A violation of such requirements can lead to disastrous consequences.

The software application itself does not consume any power. However, the power and energy consumption of an embedded system can be interpreted as the result of the software application's execution and behavior. This connection can also be interpreted as a causeeffect relationship between the software level and the hardware level [160]. Actions taken by the software application, for instance, executing commands on the MCU or interacting with a sensor to obtain readings, are causing effects, e.g., increased power consumption, on the hardware component due to the execution of the requested action. As mentioned in [160], improved hardware designs aim to lower the static portion of the power consumption (cf. Section 2.1 , p. 17 ff .). In contrast, the dynamic power consumption caused by the software application during runtime may be optimized on the software level. However, while this statement is valid and the software level cannot change the physical properties of electronic parts, it is worth mentioning that on a higher view, the software application might be able to power off hardware components at exact points during execution to lower the overall static power consumption. To address the power consumption of individual hardware components, software applications may affect the following parameters as part of the introduced equations in Section 2.1 (p. 17 ff .):

- Voltage: By adjusting the voltage of the system and single components, the power consumption may be lowered. This concept is also called DVS and DVFS [65, 223, 300]. Alternatively, the power from separated parts of the system can be turned off, which requires hardware layer support. Software applications do not always have control over those features.
- Frequency: The software application may adjust the operating frequency of components, e.g., the MCU, in particular situations to reduce power consumption. Techniques such as Dynamic Frequency Scaling (DFS) and DVFS [300] are not or only partially supported by low-cost and low-end MCUs like the ARM Cortex-M family, which are often used in battery-powered embedded systems. On a higher abstraction level, software applications can also adjust the sample rate to reduce the power consumption of specific sensors.
- Capacity: Functional units can be completely disabled to lower the power consumption of a component and avoid thermal issues (dark silicon). Strategies must be implemented to control the active states of hardware components and functional units.
- Time: The time a system or component operates in active mode with high power consumption can be minimized if the software application's workflow is optimized, and effective algorithms are used.

The growing complexity of embedded software applications leads to increased softwarebased quality problems in the industry [222] and, thus, the non-fulfillment of quality attributes, expressed as functional and non-functional requirements $[14,137]$. To manage the complexity and shift the focus of developers on the essential complexity, MDD, as introduced in Section 2.5 (p. 37 ff .), has been used for decades as a development methodology for software applications in the embedded domain $[222,244,349]$. In MDD, a model representation of the software application as a higher level of abstraction is used. The methodology also copes with the ability to use code-generation approaches to derive source code from models to native programming languages such as C and $\mathrm{C}++$. Therefore, MDD can increase the software quality due to more expressive notations and automation while reducing the overall development costs and the time-to-market.

### 2.2.3 Internet of Things

The Internet of Things (IoT) is an important and one of the fastest-growing technologies where embedded systems play a significant role [26]. The actual estimation of active devices and the annual growth rate may vary depending on the type of research and institution. As shown in Figure 2.3, starting from 2022 with 13.2 billion devices, [257] predicts almost a threefold increase to more than 34.4 billion active IoT devices in 2032, a compound annual growth rate of $10 \%$.


Figure 2.3: Number of worldwide active IoT devices in billion from 2019 to 2022 and forecasts to 2032, adapted from [257, 401].

The term IoT does not have a universally accepted definition and is interpreted differently in research and industry depending on the view and scope, for example, w.r.t. domains, devices, platforms, and communication protocols [47, 142, 354]. However, common to most of the significant definitions, the concept of IoT describes a network with the ability to connect smart objects which can interact with the environment, humans, and other smart objects and compute and share information across platforms. As a key technology of Industry 4.0 [215], IIoT [333] describes a subset of IoT in which solutions are used in industrial environments, e.g., for manufacturing machines in production facilities [218]. A broad overview of the application domains of IoT is pictured in Figure 2.4. It contains domains like smart city, smart agriculture, healthcare, and manufacturing, which can be further subdivided into various subcategories as proposed, for example, in $[28,218]$. One of the main goals of IoT and IIoT is the transformation of objects, such as consumer products, machines, or plants, into smart objects. The concept of smart objects was introduced by Kallmann and Thalmann (1999) [192] as a definition for objects able to describe their possible interactions with virtual human agents in a virtual world. However, smart objects have become a key component in the IoT concept [208]. They are defined as physical objects with unique identities and decision-making capabilities that can sense the environment, store data, and communicate autonomously with other participants.

The transformation of an object into a smart object is typically realized using embedded technology, as introduced in Figure 2.2 (p. 22). Such embedded systems are considered


Figure 2.4: Common application domains of IoT [28, 187, 218, 257].
particularly constrained and have a stronger focus on security and privacy. Additionally, constraints in size may result in smaller batteries being used. As a result, the embedded system must be operating even more energy-efficient to reach the expected lifetime. Especially the power consumption of wireless transmission interfaces often exceeds the power consumption of the remaining components of the embedded system (cf. Table 2.2 , p. 24). Imagine a batterypowered embedded system that is inaccessible, for instance, buried in the soil, as described in [146]. Specific Low Power Wide Area Network (LPWAN) protocols for small data volumes and large ranges have been developed to achieve a long battery life. For instance, Long Range Wide Area Network (LoRaWAN) [230] and Narrowband Internet of Things (NB-IoT) [1] are frequently used in IoT [256, 415].

This work refers to IoT concentrates on areas where embedded systems are utilized, such as smart devices. A more in-depth description of the other main parts included in the IoT ecosystem, such as technologies, platforms, infrastructures, cloud solutions, and applications of IoT, may be found in $[25,76,218,219,240]$.

### 2.3 Software Requirements

This section introduces requirements as an essential part of software development and testing. In this thesis, requirements are used to document non-functional aspects related to electric current, power, and energy consumption. A definition and a classification of requirements in software engineering are introduced in Section 2.3.1. Section 2.3.2 discusses Non-functional Requirements ( $N F R s$ ) as the main type of requirements used in this thesis. Section 2.3.3 covers the energy-related misbehavior of a system, which can be detected if corresponding NFRs are violated during testing. In addition to documentation, the analysis and validation of requirements are further steps in the requirements engineering process covered by software testing, which is discussed in Section 2.7 (p. 49 ff).

### 2.3.1 Overview

Requirements define capabilities that the system should meet or conditions under which the system should operate. For embedded systems, requirements may be based on electric current, power, and energy consumption. Therefore, energy-aware design patterns (cf. Chapter 4, p. 89 ff .) may be applied to the software application to satisfy a given NFR. In addition, energy bugs (cf. Section 3.3, p. 84 ff .) may also be detected if corresponding NFRs are violated.

Requirements engineering describes a systematic approach in the software engineering process consisting of the four main activities of eliciting, documenting, validating, and managing requirements [303]. A requirement itself can be defined as a "provision that contains criteria to be fulfilled" or, in more technical terms, as a "condition or capability that must be met or possessed by a system, system component, product, or service to satisfy an agreement, standard, specification, or other formally imposed documents" [174]. According to Pohl and Rupp (2015) [303], elicitation describes the process of obtaining requirements from stakeholders and other sources and refining requirements in greater detail. Validation refers to the validation process of requirements, while management refers to structuring and preparing requirements so that different stakeholders can use and interpret them. The scope of this thesis is limited to the documentation and validation activities, and it is assumed that the requirements are already defined by other stakeholders earlier in the software development process. A common classification approach of requirements in software engineering [303] is the division into functional requirements, NFRs, and constraints, as illustrated in Figure 2.5. According to Sommerville (2016) [362], requirements can be defined more generally on a higher


Figure 2.5: Classification of requirements in software engineering.
level, denoted as user requirements, and more detailed on a lower level in the form of system requirements. Functional requirements define the behavior and functionality of the system and, thus, describe the most intuitive requirements for software developers on which most testing approaches focus. An example of a functional requirement may be: The system shall be able to assign a unique identifier to each temperature measurement of the environment. Constraints may not be part of the software application and are defined for the system or software development process. The main purpose of constraints is to limit the solution space, for instance, by defining a constraint such as the software should be implemented using $C++$ to restrict development to a specific programming language. $\mathrm{NFRs}^{2}$, as the third class of requirements shown in Figure 2.5, are essential in the context of this thesis and are introduced in more detail.

[^3]
### 2.3.2 Non-functional Requirements

Instead of a generally accepted and used definition, different definitions of the term NFRs can be found in the literature [137]. A definition that corresponds to the context of the thesis is given in [185], where NFRs specify "[...] system properties, such as environmental and implementation constraints, performance, platform dependencies, maintainability, extensibility, and reliability" and additionally "[...] physical constraints on a functional requirement". Where functional requirements address the system's behavior and, thus, targeting on what the system has to do, NFRs, according to the provided definition, refer to how the system should perform w.r.t. observable attributes [214]. Such observable attributes are denoted as quality attributes. Therefore, a system must have certain quality attributes for which NFRs define the evaluation criteria. However, there exists no unified description for quality attributes. Instead, as described in [235], several software quality models exist to define, group, and


Figure 2.6: Categories of quality attributes to define NFRs [36, 235, 332, 362].
describe the characteristics or quality factors of software applications. Figure 2.6 illustrates typical categories of quality attributes used to define NFRs.

In general, non-functional behavior refers to the aspects of the SUT that are not directly related to its primary function but rather to its performance, reliability, and other quality attributes illustrated by Figure 2.6. However, depending on the nature of the problem and the complexity of the SUT, detecting non-functional misbehavior may be challenging and requires domain knowledge, specialized tools, and techniques. It also may be harder to detect and reproduce non-functional misbehavior than functional misbehavior since complex interactions between different components of the SUT and factors such as hardware configuration or system workload may be involved. The power consumption level, for instance, may not affect the functional behavior of a mains-powered SUT. However, battery-powered SUTs may suffer from high power consumption leading to downtimes or errors, directly affecting the system's functionality. Therefore, it is crucial to use NFRs to specify the expected non-functional behavior as accurately as possible.

Quality attributes considered in this thesis are related to the performance, efficiency, and reliability aspects of the system. Power and energy consumption are generally related to performance and efficiency NFRs in systems engineering:

- As a performance requirement, power and energy consumption directly affect the ability of a SUT to function effectively. For instance, the power consumed by an embedded system SUT may affect the response time or processing speed and, thus, the overall performance.
- As an efficiency requirement, power and energy consumption are concerned with how efficiently the SUT uses this resource to perform its tasks. By reducing power consumption, the SUT may operate for longer periods or generate less heat, which also contributes to the overall system efficiency.

In [207], power and energy consumption are also associated with security issues, for instance, when attackers infiltrate a battery-powered embedded system to cause system failures by attempting to drain the battery. Terms such as software energy consumption and energy consumption of software [18, 289, 301, 360] indicate that power- and energy-related requirements can also be defined for software applications w.r.t. the utilization of hardware resources and behavior-related aspects. The impact of software applications on power consumption has been discussed in-depth in Section 2.2.2 (p. 24 ff .).

### 2.3.3 Related Work in the Field of Energy-related Misbehavior

This section presents related work in the field of energy-related misbehavior that has been considered during the elaboration of the novel energy bug and scenario definitions described in Chapter 3 (p. 77 ff .) to answer RQ1. As illustrated in Figure 2.6, power and energy consumption can be both a performance and efficiency quality attribute of the SUT. The violation of corresponding NFRs may indicate the existence of energy-related misbehavior.

The behavior of a system to consume more energy than required to fulfill the intended task is already known. The term energy bug to describe such behavior has gained more attention due to the increasing number of battery-powered embedded systems over the last few years. Researchers have published numerous works [83, 101, 221, 424] to analyze energy consumption and to detect and describe energy bugs for smartphones and mobile applications [34, 294, 293].

Besides energy bugs, energy hotspots, as a further term, are often mentioned when considering the energy-related behavior of software applications. However, the term is interpreted differently by researchers. In [264, 265], energy hotspots describe parts of the software application where (the most) energy is being consumed. The authors of [264, 265] focus on Java-based applications for general-purpose systems. For such a definition, it is important to note that energy hotspots may not be understood as bugs but may indicate abnormal functional behavior. In [34], an energy hotspot for mobile systems, e.g., smartphones, is described as a scenario where the software application causes the systems to consume an abnormally high amount of battery power, even if the utilization of hardware resources is low. This kind of behavior is more related to energy bugs. The first taxonomy of energy bugs is presented in [293]. It distinguishes between hardware-related (e.g., faulty battery and damaged hardware), softwarerelated (e.g., no-sleep bugs and configuration changes), external (e.g., wireless signal strength), and unknown types of energy bugs. Another type of bug is denoted as an energy leak bug [226] describing the cost-ineffective use of peripheral devices or network data.

In [295], the no-sleep bug as a variant of an energy bug is analyzed through a static source code analysis. The identified main causes, e.g., programming errors and higher-level conditions, prevent the system from entering a lower power mode. Wakelocks, a type of energy bug common in mobile software applications, are analyzed in [8, 227, 296]. A wakelock describes the behavior of the software application or the underlying operating system to keep certain hardware components in an active operating state, even if they are currently not being used, leading to unnecessary power consumption.

In [34], a classification of energy bugs and energy hotspots for smartphones is presented. The classification includes four different classes:

1. hardware resources
2. sleep-state transition heuristics
3. background services
4. defective functionality

Each class can be divided into energy bugs and hotspots describing resource leaks, wakelocks, and suboptimal resource bindings. However, the proposed definition of an energy bug is limited to scenarios in which a malfunctioning application prevents parts of the system "[...] from becoming idle even after it has completed execution" [34]. Banerjee et al. (2014) [34] also measure the energy inefficiency of an application by introducing an energy-consumption-toutilization ratio. A high ratio during the execution of the software applications defines an indicator for an energy hotspot. In contrast, a persistently high ratio, even after the software application has completed the execution, is interpreted as the presence of an energy bug.

Related work considering energy bugs discussed in this section provides an informal description in a natural language while focusing more on their effects rather than their causes. Instead, this thesis follows a different approach. To address RQ1, the energy-related behavior of the SUT is formally defined by the use of energy-related NFRs. The non-compliance of the defined energy-related NFRs during testing leads to the derivation of energy bugs, for which a more comprehensive categorization will be introduced. Furthermore, related work does not consider the environment as an essential factor affecting the energy-related behavior of embedded systems, which will be addressed by further concepts presented in Chapter 3 (p. 77 ff .).

### 2.4 Software Design Patterns

This section presents background on design patterns related to the definition of the novel framework for describing energy-aware software design patterns introduced in Chapter 4 (p. 89 ff .). In Section 2.4.1, pattern formats and pattern classifications are discussed. Powerand energy-related aspects in design patterns as related work are presented in Section 2.4.2.

### 2.4.1 Formats and Classification of Patterns

This section briefly discusses formats and descriptions of software design patterns while focusing on the form of presentation instead of single design patterns or design pattern characteristics.

Christopher Alexander first introduced the term design pattern in [10] as a concept that aims to describe a "problem that occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice." As problem-solution pairs, design patterns describe best practices for particular recurring design problems. They provide a well-proven generic scheme for their solution of the design problem, typically originating from design knowledge gained by experienced practitioners [67]. With the first catalog of well-described design patterns, the work proposed by Gamma et al. (1994) [131] has become one of the most common and widely accepted sources of software design patterns in software engineering of object-oriented software applications. However, design patterns and design pattern catalogs have been defined for several sub-domains related to the engineering and design of software and systems, including cloud computing [121], human-machine interaction [40, 50, 386], security [345], enterprise applications [124], software architecture [67, 68], messaging systems [159], real-time systems [98], embedded systems [99], or programming language-specific design patterns [41, 82]. Various key aspects may be identified to define design patterns uniformly. This section further presents formats to describe patterns and discusses classifications of design patterns based on their granularity, level of abstraction, scope, and purpose.

## Pattern Formats

A pattern format ${ }^{3}$ is a uniform and detailed structure in which essential elements of a design pattern can be described. Such a uniform description of patterns within the same catalog or domain enhances the understanding of developers and engineers. It also enables a direct comparison between patterns, e.g., to identify alternative solutions for a design problem. As stated in $[10,67]$, a pattern consists of the elements context, problem, and solution. By this, a pattern construct creates a relationship "between a given context, a certain problem arising in that context, and an appropriate solution to the problem" [67]. In [131], patterns are defined by the four essential elements of a pattern name, a problem description, a solution description, and consequences to describe tradeoffs. Since no domain-specific or universal pattern format exists, several domain and author-specific representation formats have been proposed in the previous decades. However, certain pattern formats, such as the Alexandrian form [45], GOF form [131], or POSA form [67], have become widely accepted and used by other authors either unchanged, adapted, or extended [98, 99, 121, 124, 159].

[^4]The Alexandrian form follows a narrative style and contains the following sections [10, 45]:

- A picture to show a typical example of the pattern.
- An introduction to set the context for the pattern.
- A headline to explain the problem in one or two sentences.
- A problem body to describe the empirical background of the pattern, the range of ways to manifest the pattern, the evidence for its validity, and a set of forces involved in resolving the problem. Forces can be interpreted as requirements and constraints that the pattern must be balanced within its context [67].
- A solution described in the form of instructions.
- A diagram with labels to illustrate the solution and the main components of the pattern.
- A discussion of how the pattern is connected and related to other patterns in the pattern language.

In addition to the elements, each pattern is associated with a name describing what the pattern accomplishes. Compared to the Alexandrian form, the GOF form focuses on design patterns that describe "communicating objects and classes that are customized to solve a general design problem in a particular context". By defining a larger number of elements, the pattern format becomes more structured. The sections building the GOF form are [131]:

- Pattern name and classification.
- Intent: Statement about the goal and design issue addressed.
- Also Known As: Other names of the design pattern.
- Motivation: A scenario to illustrate the design problem and how it will be solved.
- Applicability: Description of the situation in which the design pattern can be applied.
- Structure: A graphical representation to illustrate the structure of the design pattern.
- Participants: Classes or objects that are part of the design pattern along with their responsibilities.
- Collaborations: Description of participants collaborating to fulfill their responsibilities.
- Consequences: Tradeoffs and results when applying the design pattern.
- Implementation: Description of pitfalls, hints, or techniques.
- Sample Code: Example source code to illustrate the implementation.
- Known Uses: Examples of successfully applied design patterns.
- Related Patterns: Relations between the described pattern and other design patterns.

The POSA form is structured similarly to the GOF form but uses different section names with similar meanings. The elements of the POSA form are: name, also known as, example, context, problem, solution, structure, dynamics addressing runtime aspects, implementation, example resolved, variants, known uses, consequences, and see also. A more detailed comparison and discussion of different design pattern formats can be found in $[21,67,68]$.

## Pattern Classifications

Different types of patterns in software development and engineering exist, which vary in their granularity, level of abstraction, scope, and purpose. Some patterns may address domainspecific design issues for a particular programming language, whereas others are domain and programming language-independent. In order to group related patterns, pattern classifications have been introduced, for example, in [67], where patterns are categorized into architectural patterns, design patterns, and idioms as follows:

- Architectural patterns refer to a category with the highest abstraction providing templates for concrete software architectures, e.g., predefined subsystems with rules and guidelines for organizing their relationships.
- Design patterns provide solutions for refining subsystems or components of a software system along with their relationships between them. Typically, design patterns are independent of a particular programming language or paradigm.
- Idioms represent low-level, programming language-specific patterns that deal with the realization of particular design issues. The introduced programming and design techniques are often applicable to a particular programming language, such as C++ [82].

Design patterns are further classified in [131] based on their purpose and scope. A design pattern's purpose can be either creational, structural, or behavioral. Creational design patterns describe problems and solutions related to object creation mechanisms, while structural design patterns consider the composition of classes or objects. Behavioral design patterns provide solutions for the interaction and distribution of responsibilities between classes and objects. Additionally, the scope specifies whether the pattern addresses classes or objects.

### 2.4.2 Related Work on Power and Energy Aspects of Design Patterns

This section provides an overview of existing work related to the energy-aware design pattern framework presented in Chapter 4 (p. 89 ff.). Existing research considers power- and energy-related aspects of software design patterns from two orthogonal perspectives. The first perspective focuses on improving design patterns w.r.t. their impact on power and energy consumption. The second perspective focuses on enhancing software applications by domain-specific design patterns addressing power- and energy-related aspects.

## Improvement of Design Patterns

Several approaches aim to analyze the effect of structural software design patterns described in [131] on power consumption when applied to software applications. In [224], the power consumption and performance of software applications for embedded systems are analyzed before and after design patterns such as factory method, observer, and adapter have been applied. Another approach by Maleki et al. (2017) [234] compares the power consumption of object-oriented programming concepts, e.g., inheritance, polymorphism, dynamic binding, and overloading, as well as different software design patterns, such as decorator, flyweight, and facade, which are utilizing or based on those concepts. Other publications have also dealt with the impact of various software design patterns defined in [131] on power consumption using C++ [331] and Java [64] as programming languages. For instance, Feitosa et al. (2017)
[122] analyzed the impact of different well-known behavioral design patterns, e.g., template method and strategy, on energy consumption and implemented respective alternative design solutions for comparison with expected lower power consumption. Approaches such as [263] aim to optimize software design patterns automatically at compile time and, thus, close to the instruction level by optimizing object creations, function calls, and memory accesses while taking compiler optimizations automatically into account.

The analyzes of design patterns presented in $[64,122,224,234,331]$ focus on implementationspecific issues based on mechanisms of object-oriented languages such as inheritance, polymorphism, and overloading. Since the realization and the effects of such mechanisms may differ for specific programming languages such as C++ and Java, the approaches consider the realization of the design pattern, e.g., as idioms, rather than the concept of the design pattern itself. However, the impact on power consumption can vary widely for different programming languages and concepts. Since the compiler, e.g., settings and optimization levels, also directly affects power consumption, these findings cannot be generalized. This is confirmed in [4], where results showed that the change of programming languages and compiler settings heavily influence the overall performance and the impact of the software on power consumption in particular. Bunse and Höpfner (2008) [63] stated that source code optimization during compile time is often inefficient since the usage of existing resources cannot be predicted. Moreover, accessing and using connected resources, such as peripheral devices, is an important factor of power and energy efficiency considerations for embedded systems, which is not covered by the analyzed design patterns in related work.

Related work discussed in this section focuses on the MCU and low-level aspects of objectoriented programming languages, which are not generalizable due to the variance of programming languages and compiler setting possibilities. The energy-aware design patterns specified with the novel design pattern template as part of the framework presented in Chapter 4 (p. 89 ff .) do not represent language-specific design pattern implementations or idioms but rather common solutions to design issues related to energy and power. Due to this, discussed related work is considered out of the scope of this thesis.

## Enhancement by Design Pattern

This section deals with design patterns and pattern templates aiming to enhance a quality aspect of the system, such as power consumption. The main drawback of behavioral software design pattern templates introduced in Section 2.4.1 (p. 32 ff .) is the lack of sections to cover quality aspects used in typical NFRs, e.g., power consumption and time behavior as important aspects of embedded systems.

The general relationship between software design patterns and NFRs is discussed in [145]. The authors propose goal graphs for design patterns as a systematic approach to describe properties and a reasoning structure of design patterns with NFPs as goals. The traces defined in [145] between the non-functional goals of a pattern may be used to evaluate, analyze, and discuss NFP-related design decisions during the system design phase.

In [204], the authors introduce the concept of requirements patterns. Based on a modified variant of the design pattern template introduced in Section 2.4.1 (p. 32 ff .), sections covering constraints have been added, while other sections, such as implementation and sample code, have been removed from the template. The constraints section contains functional or nonfunctional restrictions that are applied to the system. Examples listed in [204] include hardware, timing, and environmental constraints. The basic concept has also been applied to object
analysis patterns in follow-up work [205], in which the constraints section includes specifications of different property types written in a temporal-logic-based format that should be fulfilled when using a given pattern.

In common representations introduced in Section 2.4 .1 (p. 32 ff .), only time-related aspects are briefly addressed for a subset of patterns, e.g., in [98]. However, none of the aforementioned approaches considers the impact on NFRs as part of the software design pattern template. The approach in [21] extends common representations to consider safety aspects as part of NFRs in the pattern description for safety-critical applications. It also provides a quantifiable measure for safety-related NFRs, such as reliability, safety, costs, modifiability, and execution time. However, power- and energy-related aspects are not part of the proposed template.

In [307], the authors identify energy-efficient software solutions, which are transferred into a catalog of green architectural tactics in subsequent work [308, 309]. These tactics refer to domains such as energy monitoring, self-adaptation, and cloud federation specifically to address cloud software architectures. The design pattern template includes the fields motivation, description, constraints, example, and dependency for the textual description.

An analysis and a catalog for synchronization design patterns for multi-threaded software applications are presented in [228]. The main idea is to use DVFS for each design pattern to achieve a more energy-efficient solution. The pattern template includes fields for the pattern name, a figure, the main strategy, and example scenarios. However, the proposed design patterns are limited to MCUs with DVFS support.

Reinfurt et al. (2016) [321] propose a pattern framework and catalog describing abstract design patterns for IoT. In later work, the authors also presented general design patterns for IoT devices [322], for powering, operating, and sensing of IoT devices [323], bootstrapping and registration [324], and communication and management in IoT [325]. The catalog includes categories partly based on [51], like device operating modes, energy supply types, e.g., eventbased harvesting and battery- or mains-powered, communication, management, and sensing for design patterns that address the characteristics and the behavior of IoT devices. Exemplary Io T design patterns of the catalog schedule-based sensing, normally-sleeping device, and device wakeup trigger. The proposed design pattern template includes fields such as the name, aliases, icon for a graphical representation, context, problem, forces to describe considerations that must be taken into account, solution, variants, related patterns, and an example implementation as key aspects of the design pattern. Energy efficiency is considered w.r.t. energy harvesting and energy-saving approaches in system architectures of IoT ecosystems, such as server systems and infrastructure. However, to the best of our knowledge, the aforementioned work does not consider the actual software application of IoT nodes and their close connection to the hardware layer.

Further work related to this thesis is presented in [85, 86]. The authors propose design patterns to develop more energy-efficient software applications for mobile devices. Examples of proposed design patters are WakeLock: Incorrect wake lock usage, UnusedResources, Push over Poll, and Cache.

Although energy-aware source code optimization is not in the scope of this thesis, it should be noted that design patterns may also be expressed as a set of design rules for specific hardware components. For instance, the Ultra-Low Power Advisor [378] is a tool released by Texas Instruments to assist software developers in creating more energy-efficient source code for the MSP430 MCU family [379]. The tool provides a set of rules, for example, to reduce excessive cycles of the MCU, to encourage the use of specific functional blocks such as the Direct Memory Access (DMA), and to avoid uninitialized interfaces such as GPIOs. While
some rules are generally applicable and independent of the MCUs architecture, others may be product-line or vendor specific. However, the design rules are limited to MCUs, which are not necessarily the primary source of energy consumption within an embedded system [294].

The approaches discussed in this section, e.g., [85, 86, 228, 323], address the impact of design patterns on the power consumption of the system. However, to the best of our knowledge, related work does not include power consumption and execution time as closely related aspects in the description of software design patterns. Additionally, the approaches lack metrics to specify the impact of design patterns on NFPs, especially power consumption, as the subject of NFRs. To address this gap and answer RQ2, Chapter 4 (p. 89 ff.) proposes a novel software design pattern framework to describe best practices as energy-aware software design patterns in a comprehensive, quantifiable, and comparable manner.

### 2.5 Model-driven Development (MDD)

This thesis aims to provide a workflow for an early power consumption estimation of software application models in Model-driven Development (MDD). As a methodology for a software development process, MDD is often also referred to as Model-driven Software Development (MDSD) [369]. However, since the term MDD is more common than MDSD, MDD will be used in the remainder of this thesis. It describes a software development methodology that uses models as the primary artifact of the development process and not just for documentation purposes [56]. The increasing complexity of software applications makes the development process error-prone and costly [282]. Compared to traditional code-centric approaches, MDD provides advantages such as increased development speed and productivity [193] and enhanced software quality due to the partial or complete generation of source code. Furthermore, MDD may improve the manageability of complexity through abstraction [369]. The code generation process is automated in theory, but in practice, it is often semi-automated with manual post-processing. MDD is related to other model-driven concepts, as shown in Figure 2.7.


Figure 2.7: Relations between the model-driven concepts, adapted from [56].

In Model-based Engineering (MBE), also denoted as Model-based Development (MBD), models are not the key artifacts and are used, e.g., in the analysis phase, to define the system while they serve as templates for manual code-writing activities [56]. Model-driven Engineering ( $M D E$ ) is a superset of MDD and includes other aspects of the engineering process, such as model-driven reverse engineering [56]. A concept closely related to MDD is Modeldriven Architecture (MDA). Since MDA relies on standards for modeling and transformation
languages introduced by the Object Management Group (OMG), such as the Meta Object Facility (MOF) (cf. Appendix A.1.2, p. 264 ff.) and the UML (cf. Appendix A.3, p. 266 ff .), it can be considered as a subset of MDD and a particular vision of the OMG [272]. However, the terminology for MDA introduced by the OMG is suitable to further explain the basic concepts of MDD.

Section 2.5.1 discusses modeling languages used in MDD, while Section 2.5.2 summarizes the concept of model transformations. Additional background on the architectural layer and the abstraction levels of MDD, including the definition of Computing Independent Model (CIM), Platform Independent Model (PIM), and Platform Specific Model (PSM) and the relation between models, metamodels, and meta-metamodels, can be found in Appendix A. 1 (p. 263 ff .).

### 2.5.1 Modeling Languages

This section discusses modeling languages in MDD, focusing on characteristics such as extensibility, domain independence, and popularity. Extensibility targets the property of a modeling language to provide mechanisms for extending the modeling language itself or specific concepts of the language. The extensibility of a modeling language is especially important for addressing RQ3 (cf. Section 1.2.2, p. 8). Modeling languages can be domain-dependent, with concepts only applicable within the specific domain. A more general intention of this thesis is domain independence and, thus, the ability to adapt the presented concepts to different domains. Because of this, a general-purpose modeling language is preferred, which also impacts RQ3 and RQ4. The popularity, however, indicates a modeling language's suitability in academic and industrial fields. While being a more tenuous criterion, the popularity of a modeling language is correlated to its tool support. A comparison of MDD tools for UML and their modeling languages support is provided in Appendix A. 2 (p. 24 ff .) since tool support is not directly related to any characteristic of the modeling language itself. In the following, the criteria and characteristics mentioned above are discussed for a selection of available modeling languages.

The Unified Modeling Language (UML) [275] is a general-purpose modeling language standardized by OMG used to specify, design, implement, and analyze software-based systems. The UML specification provides a standardized semi-formal metamodel for modeling objectoriented systems and a set of human-readable diagram types as a graphical notation to visualize elements and aspects of such models. With a focus on software engineering and software-based systems, the UML diagram types may be applied in different phases of the engineering process to describe structural and behavioral aspects of a software-based system. Moreover, UML is independent of any specific domain, programming language, target platform, or development tool by definition. With profiles, however, UML provides a generic mechanism for extensions, which may be used to refine the standard notation of the UML metamodel and, e.g., to add domain-specific concepts and notations. For this, profiles contain stereotypes, tagged value definitions, and constraints that can be applied to various UML elements. UML has been identified as the de-facto standard language for modeling software-based systems [74, 213] and also as the most widely used modeling language in the embedded software industry [7, 407].

The Foundational UML (fUML) [281] is another standard specified by the OMG and specifies foundational execution semantics. As a subset of the UML, fUML contains parts of the UML packages for composite structures and classes to model the structure of a system as well as activities, common behavior, and actions for the behavior of the system. Along with the Action Language for Foundational UML (ALF) [277] to specify executable
behaviors using primitive types, actions, and control flow mechanisms, fUML provides precise semantics for executing the UML-based model within a virtual machine. Profiles and, therefore, stereotypes are stated as out of scope in the specification [281], which limits the extensibility of fUML to model domain-specific and non-functional aspects. The fUML specification does not cover UML state machines, but a definition of the execution semantics is available through extensions [280]. The lack of support for profiles and stereotypes has been addressed by researchers, i.e., in $[44,377]$. However, the OMG has not considered the proposed solutions for inclusion in the specification, nor have they been adopted by vendors or developers of MDD tools.

The Systems Modeling Language (SysML) [279] is a general-purpose modeling language for systems engineering applications adopted and further refined by the OMG. Utilizing the profile mechanism of UML, SysML is itself defined as a profile and therefore adopts parts of the specification and semantics of UML. SysML reuses some UML diagrams (e.g., state machine diagram and package diagram) and introduces modified diagram types, such as the block definition diagram, which is based on the UML class diagram. While UML focuses on software engineering, the scope of SysML is systems engineering, which includes areas such as requirements engineering and system modeling, e.g., hardware, mechanical, and software parts. For this, SysML introduces two new diagrams: the requirements diagram and the parametric diagram. According to Akdur et al. (2018) [7], SysML is less common in the embedded software industry than traditional UML and UML profiles such as MARTE.

The Modeling and Analysis of Real-Time and Embedded systems (MARTE) [278] UML profile is an extension of UML and a Domain-specific Language (DSL) specified by the OMG intended to support the modeling and analysis of real-time and embedded software applications in MDD. UML has a software-centric view from a logical perspective while lacking the ability to describe the properties and characteristics of the underlying embedded systems [348]. MARTE fills this gap and provides extensions, e.g., for real-time modeling and performance and scheduling analysis of system designs in a standardized format. More interestingly, MARTE introduces the specification and modeling of NFPs based on energy consumption, provides time modeling aspects, and enables a high-level analysis, e.g., of software-related behavior on aspects such as timing, power, and energy. The specification offers a set of predefined NFP definitions while the definition of custom NFPs is also supported. MARTE can be applied to both UML and SysML. Further aspects of MARTE related to the concepts presented in this thesis are discussed in-depth in Section 2.6 (p. 41 ff .).

Simulink $\boldsymbol{E}^{3}$ Stateflow are parts of the MATLAB platform developed by MathWorks [380]. Simulink [383] is a graphical modeling language for the model-based development of dynamic systems. Models in Simulink are defined as hierarchical block diagrams and can be simulated by a simulation engine. The main concepts of Simulink are signal flows for time-continuous and time-discrete systems, whose models consist of, e.g., differential equations and difference equations, respectively. The simulation is based on so-called solvers to compute the states of a model. Stateflow [384] is another modeling language that extends Simulink and provides event modeling for discrete systems. To achieve this, Stateflow introduces state transition diagrams and flow charts. Simulink and Stateflow are proprietary modeling languages with graphical programming environments based on and provided by MATLAB [380]. Both languages are not restricted to a specific domain. Since they are proprietary and part of MATLAB, the extensibility of both languages is limited. However, there are attempts in research [149, $210,376]$ to achieve a model transformation (cf. Section 2.5.2, p. 40 ff .) between UML and Simulink/Stateflow models.

### 2.5.2 Model Transformations

Besides the definitions of models, model transformations are also an important aspect of MDD and MDA, which allow the definition of mappings between different models, e.g., PIM to PIM or PIM to one or more PSMs. In general, MDA distinguishes between model-to-model and model-to-text transformations. The following formal description of model transformations is based on a unified notation originally published in [69, 70] and [229].

Let $s$ be a system, $m$ a model, and $f m$ a formalism so that $m(s) / f m$ defines a model of a system using the specific formalism fm . To describe a formalism's model, a metamodel may be defined as $m m_{1}\left(f m_{1}\right) / f m_{2}$ to denote a metamodel $m m_{1}$ of the formalism $f m_{1}$ expressed in the formalism $\mathrm{fm}_{2}$. For instance, the metamodel $m m(\mathrm{UML}) / \mathrm{MOF}$ uses the MOF to define and describe the meaning of any model $m(s) / U M L$. For more information about the architectural layer of MDD and metamodels, see Appendix A. 1 (p. 263 ff.).

Model transformations allow the definition of mappings between different models. In general, transformations are defined at the metamodel level and applied on the model level, which enables the reuse of the transformation for all models that conform to the metamodel addressed by the transformation. A mapping between $m_{1} / f m_{1}$ and $m_{2} / f m_{2}$ is expressed as $m_{1} / f m_{1} \rightarrow m_{2} / f m_{2}$ and requires a set of mapping rules $R_{m m_{1} \rightarrow m m_{2}} / f m_{R}$, which are also described using a formalism $f m_{R}$. Note that transformations may be considered as models themselves and can be expressed as $m(t) / f m_{t}$ with $t$ as an instance of a transformation and $f m_{t}$ as the formalism, e.g., the Atlas Transformation Language (ATL). Due to this, the execution of a transformation between two models may be defined as a function $t\left(m_{1} / f m_{1}, R_{m m_{1} \rightarrow m m_{2}} / f m_{R}\right) \rightarrow m_{2} / f m_{2}$, where a transformation instance executes the transformation process based on the mapping rules. The concept of model transformation is shown in Figure 2.8. According to [246], model transformations may be defined as a multi-dimensional process, where the most common dimensions describe:

- The number of source and target models involved.
- The type of metamodel used, denoted as endogenous and exogenous transformation.
- The abstraction level, described as horizontal and vertical transformation.


Figure 2.8: Transformation process between models, adapted from [56]. Artifacts are illustrated as rectangles and the model transformation activity is pictures as rectangle with rounded corners. Solid lines describe the transformation process while dotted lines indicate the conformance between artifacts.

In model-to-model transformations, models are used as the input and output of the transformation process. The transformation may be performed on multiple target and destination models, defined as one-to-one, many-to-one, or one-to-many transformation. Furthermore, model transformations can be endogenous or exogenous. Imagine two models, $m_{i}$ and $m_{j}$, confirming to metamodel $m m_{i}$ and $m m_{j}$, respectively. In endogenous transformations, the metamodel of the input model is equal to the metamodel of the output model, i.e., $m_{i}=m_{j}$, while the metamodel differs ( $m_{i} \neq m_{j}$ ) for exogenous model transformations. In fact, exogenous model transformations require a set of rules which describe how elements of the input model are mapped to the elements of the output model. If a transformation rule does not address elements of the input model, they will be ignored during the transformation process, and no element will be created in the output model. The last dimension mentioned above distinguishes between horizontal and vertical transformations. In horizontal transformations, the abstraction level between the input model $m_{i}$ and $m_{j}$ remains the same, e.g., when refactoring or migrating models. Vertical transformation refers to a transformation where the input and output models have a different level of abstraction. For instance, transforming one PIM into multiple PSMs is described as a vertical exogenous one-to-many transformation, e.g., $m / \mathrm{UML} \rightarrow(m / \mathrm{C}++, m / \mathrm{Java})$. A model exchange between different modeling tools is an example of a horizontal transformation. As described in [179, 180, 181, 182], the analysis of models, e.g., developed in UML or Simulink, may also require model-to-model transformations. Code generation, for instance, may be described as a vertical transition from models, e.g., a PSM, to lower-level artifacts, e.g., C++ or Java source code, which is a typical example of a model-to-text transformation [56].

### 2.6 Modeling of Embedded Systems with UML and MARTE

To apply MDD in software engineering, modeling languages are used to specify, visualize, and document models. As a general-purpose graphical modeling language, UML has been established as the standard modeling language in MDD and represents the most used modeling language in the embedded software industry [7, 407]. As a central part of this thesis, UML is used to model hardware components (cf. Section 5.2, p. 117 ff .), specify the UML-based Power Analysis Profile (PAP) (cf. Section 5.3, p. 124 ff.), and define the software application model of the case study (cf. Section 7.2, p. 176 ff .). A description of the UML diagrams used in this thesis can be found in Appendix A. 3 (p. 266).

This section discusses the MARTE UML profile as the basis for the definition of the PAP. A brief overview of MARTE is given in Section 2.6.1. The basic structure and profiles of MARTE are introduced in Section 2.6.2, while Section 2.6.3 covers the Value Specification Language ( $V S L$ ), a textual language to specify quantitative information. The modeling of NFPs is discussed in Section 2.6.4.

### 2.6.1 Overview

UML can be customized and extended with the concept of UML profiles (cf. Section A.3.2, p. 270 ff .) to take domain-specific aspects into account. A UML profile generally represents a domain-specific interpretation of the general UML language. While focusing on functional aspects, basic UML offers no support to model NFPs nor NFRs in software development. Two early UML extensions standardized by the OMG which are using NFR-specific annotations [46, 108] for the analysis of NFPs are the UML Profile for Modeling Quality of Service
and Fault Tolerance Characteristics and Mechanisms (QoS民FT) [271] and the UML Profile for Schedulability, Performance, and Time Specification (SPTP) [270].

The SPTP profile extends UML with basic Quality of Service ( $Q o S)^{4}$, concurrency, resource, and timing concepts specific to real-time systems. Furthermore, SPTP adds requirements and properties needed for the two types of quantitative analysis, namely, schedulability and performance [46]. The QoS\&FT profile has a broader scope than SPTP, allowing a larger extent of QoS requirements and properties to be considered, which may be fixed at design time or managed dynamically $[46,91]$. However, the QoS\&FT profile neither includes typical results of scheduling analysis like end-to-end response time and the schedulability of tasks when describing workloads [271] nor enables tools to extract basic concepts like triggers or tasks [109] needed to fully support the process of analysis modeling. Multiple sources [108, 110] have referred to the two-step annotation process as being too heavy-weight and requiring too much effort compared to SPTP. Furthermore, the profile lacks variable specifications. The additional objects to be created for annotation purposes and the use of long Object Constraint Language ( $O C L$ ) expressions may also negatively affect the readability of the model ${ }^{5}$.

The OMG issued a request for proposal to upgrade the SPTP to the UML 2.0 specification [108]. As a result, the MARTE specification has been released as a direct replacement for the SPTP [108, 278, 348]. MARTE is based on features of the SPTP and reuses structural components of the QoS\&FT and corresponding stereotypes of the SysML profile. As stated in [348], MARTE enhances UML with several capabilities, such as:

- Methods to define and specify types of quantitative and qualitative NFPs and their relationships for UML models and model elements.
- A generic framework to model NFPs, including power-related properties.
- The ability to model hardware resources accurately.
- Methods to model software applications specifically for real-time and embedded systems.
- Methods to model the relationship between the software application and the underlying hardware platform.

With the capabilities added by MARTE, the basis for a formal analysis may be defined, which enables the ability to predict and evaluate key aspects such as power consumption automatically or semi-automatically in early design phases before a hardware platform may be available, which addresses RQ3 and RQ4. In the following, the basic structure of MARTE will be introduced, and aspects such as the Value Specification Language (VSL) and the modeling of NFPs will be explained in detail.

### 2.6.2 Basic Structure and Profiles

According to [278], the definition of profiles in MARTE relies on a two-stage process, namely the domain model specification and the definition of underlying UML profile design:

- The first stage covers the definition of domain elements representing required concepts related to a specific concern, e.g., NFP modeling. A metamodel and detailed semantics descriptions of each containing element formalize the resulting domain model.

[^5]- In the second stage, UML profiles are designed as UML-based representations of MARTE domain model elements.

Profiles defined by MARTE provide extensions based on stereotypes, tagged values, and specific notations intended to integrate a complementary DSL for designing, analyzing, and building embedded and real-time systems into the concepts of UML. The general structure of MARTE is shown in Figure 2.9. Packages and profiles (partly) used in this thesis are highlighted in blue.


Figure 2.9: MARTE architecture and profile overview, adapted from [278]. Elements (partly) used in this thesis are highlighted in blue (UML 2.5 package diagram notation).

To address RQ3 and RQ4, MARTE is used for two basic concepts: the definition of the PAP and the specification of NFPs for hardware components (cf. Section 5.3, p. 124 ff .). For the PAP, stereotypes of different MARTE profiles, such as the Generic Resource Model (GRM) and the Hardware Resource Modeling (HRM), are considered, which provide tagged values for the definition of NFPs.

The GRM profile is a core framework of MARTE used to model a general platform for executing embedded applications. For instance, the MCU can be a resource that provides processing capabilities as a resource service. The use or demand of resources is addressed by the ResourceUsage package of the GRM, which enables an evaluation of requirements based on resources needed during execution. For this, the metamodel of UML can be extended with stereotypes of the GRM. However, the utilization of the GRM profile in the context of this thesis is limited to the Resource and ResourceUsage stereotypes, as shown in Figure 2.10.

Besides the general Resource stereotype, the GRM package also provides specializations such as StorageResource, TimingResource, ComputingResource, and DeviceResource [278]. The ResourceUsage stereotype contains tagged values that may be suitable


Figure 2.10: Excerpt of the Resource and ResourceUsage stereotype definitions (GRM profile), adapted from [278] (UML 2.5 profile diagram notation).
to model aspects related to power and timing. Furthermore, the stereotype may be a reasonable basis for more complex scenarios in which multiple resources of different types are used. Such information can be modeled within a single stereotype instead of being spread across the model [348]. Since the ResourceUsage stereotype is an extension of the UML NamedElement, it can be applied to nearly all elements of the UML model, including classes, state machines, states, and transitions.


Figure 2.11: Structure of the HRM profile, adapted from [278] (UML 2.5 package diagram notation).

A specialization of the GRM profile is the HRM profile to model hardware parts of embedded system platforms. The HRM profile illustrated in Figure 2.11 aims to structure hardware concepts under a hierarchical taxonomy with categories depending on their structure, functionality, and technology [278]. For this, the HRM offers two views: a logical view (HwLogical) to classify hardware resources by their functional properties and a physical view (HwPhysical) for a classification related to physical properties. The HRM profile illustrated in Figure 2.11 consists of the following packages (sub-profiles):

- The HwGeneral package provides a HwResource stereotype, which inherits from the Resource stereotype (GRM package) and provides at least a HwResourceService, as
illustrated in Figure 2.12. The stereotypes HwComponent and HwResourceService provide tagged values to describe NFPs such as power consumption and heat dissipation.
- The HwLogical package consists of sub-profiles such as HwComputing to model, e.g., MCUs, HwStorage to model, e.g., memory, and HwCommunication for communication interfaces. Further sub-profiles of the package are HwTiming for clocks and timers and HwDevice to model sensors and actuators.
- The HwPhysical package consists of the sub-profiles HwLayout and HwPower. The HwLayout sub-profile provides a generic HwComponent stereotype to describe physical components with tagged values such as dimension, position, price, and weight. With the HwPower profile, models may be annotated with power properties.

Figure 2.12 illustrates the HwPower sub-profile as part of the HwPhysical profile. The tagged values staticConsumption and staticDissipation define the consumption and dissipation of a non-operating or non-active hardware component, while the tagged values consumption and dissipation define the (dynamic) consumption and dissipation of the HwComponent when powering the HwResourceService. Furthermore, the HwPower sub-profile shown in Figure 2.12 defines the HwPowerSupply stereotype, which inherits from the HwComponent to model aspects of power supplies and batteries. Note that the layout and physical-specific attributes such as position, weight, and price of the HwComponent stereotype have been omitted in Figure 2.12. For the description of NFPs, the VSL and NFP profiles and the MARTE model library are used (cf. Figure 2.9, p. 43). Aspects of the VSL and NFP modeling are discussed in the following.


Figure 2.12: The HwPower sub-profile as part of the HRM profile, adapted from [278].

### 2.6.3 Value Specification Language (VSL)

MARTE introduces the Value Specification Language (VSL) to specify non-functional aspects based on quantitative information. The VSL is used to specify values for properties of stereotypes and to define constraints and complex data types. Since the Tag Value Language (TVL) of the SPTP lacks the ability to model user-defined NFPs, the VSL extends concepts of the TVL, e.g., to annotate constant, variable, tuple, and expression values [278]. According to the OMG specification for MARTE [278], VSL provides concepts to specify parameters, constants, and expressions in a textual form. Additionally, the VSL is able to express relationships
between elements by using arithmetic, logical, relational, and conditional expressions. To extend UML with complex data structures, the VSL provides stereotypes for composite data types such as collection, interval, choice, and tuple types. By this, values can be specified with the VSL as literal data types representing single values and composite data types for structured data types with additional attributes.

- Literal values represent basic data types in text-based formats that are common to most programming languages, such as boolean, string, and number (integer, real) literals.
- The VSL predefines four composite data types. The IntervalType data type defines a valid range of data values with two boundary values or as an enumeration. The collectionType defines data structures as arrays, the ChoiceType combines structurally unrelated data types into a single type, and the TupleType expresses ordered collections of typed attributes [348]. A formal specification of each type can be found in [278].

VSL is also used to define variables and describe relationships between attribute values. According to the MARTE specification [278], VSL variables must be explicitly declared using a dollar sign (\$) as a keyword for variable declaration, placed before the variable name. Optionally, a direction information can be defined before the variable name using the keyword in for an input variable, out for an output variable, or inout if the variable is used for both. Also optional are the data types, which can be specified with a colon after the variable name, and the init expression, which can be specified with an equal sign. Listing 2.1 shows the definitions of three variables using a literal data type (line 1), a composite data type with and without an init expression (lines 2 and 3), and an expression assignment (line 5). The TupleType defines the basic structure for defining NFPs, e.g., used for the variables currentTime and threshold in Listing 2.1, and is explained in the following Section 2.6.4.

```
1 out $setAlarm : Boolean
    in $currentTime : NFP_Duration
    $threshold : NFP_Duration = (500, ms)
    setAlarm = (currentTime > threshold) ? true : false
```

Listing 2.1: Examples of VSL variable definitions and expression usage.

### 2.6.4 Non-functional Properties

For the modeling of NFPs, MARTE provides a domain model and a UML profile. The UML profile diagram in Figure 2.13 shows an excerpt of the NFP profile used in this thesis, namely the stereotypes «unit», «dimension», and «nfpType». The «unit» stereotype can be considered as an extended description of the entity to be modeled. Properties introduced by the «unit» stereotype are [348]:

- baseUnit (optional): Symbol representing the base for the measurement unit to be modeled, e.g., W or J as defined in Section 2.1.1 (p. 17 ff .)
- offsetFactor (optional): Numerical offset for the conversion between the units of the measurement unit, e.g., between Celsius and Fahrenheit [348].
- convFactor (optional): Quantitative relationship between the baseUnit and other units of this the measurement unit, e.g., $10^{-3}$ for the conversion from $m W$ to $W$.


Figure 2.13: Excerpt of the MARTE NFP profile, adapted from [278] (UML 2.5 profile diagram notation).

The «dimension» stereotype shown in Figure 2.13 extends the UML enumeration concept and represents the composition of a NFP in terms of the three fundamental physical units length (L), mass (M), and time (T), as well as data (D) to measure information. Note that the dimension may be a single fundamental dimension, such as length, or a combination of multiple fundamental dimensions. To model physical information, the «dimension» stereotypes provide a set of properties [348]:

- symbol (optional): Used for physical base dimensions L, M, T, or D.
- baseDimension (optional): An ordered list used for derived dimensions to specify the relationship between the dimension to be modeled and the physical base dimensions, e.g. $\{L, M, T\}$ for the PowerUnitKind (cf. Figure 2.14).
- baseExponent (optional): An ordered list used to specify the exponents for each physical base dimension defined in baseDimension, e.g., $\{2,1,-3\}$ for the PowerUnitKind.

The «nfpType» stereotype as a UML representation of the NFP_Type domain element [278] inherits from the VSL TupleType. It is used as a detailed specification of quantitative values, e.g., to model physical values. Properties of the «nfpType» stereotype include [348]:

- valueAttrib: Placeholder to specify a value of NFPs as numerical quantity or string.
- unitAttrib: Declaration of the physical measurement unit corresponding to the value specifications of the NFPs, e.g., PowerUnitKind.
- exprAttrib (optional): Value of NFPs as VSL expression.

With the MARTE_Library (cf. Figure 2.9, p. 43), MARTE also provides a standard library, which contains basic NFP data types with appropriate measurement unit definitions to represent physical aspects. Figure 2.14 shows selected elements of the MARTE model library for measurement units and basic NFP types. The MARTE model library can be extended with additional domain-specific and application-specific physical data types and basic physical measurement units. The extension of the MARTE model library is a sub-step for the definition of the PAP discussed in Section 5.3 (p. 124 ff .). The abstract data type NFP_CommonType

| «modelLibrary» |
| :--- |
| MARTE_Library::MeasurementUnits |


| ```«dimension» \\ PowerUnitKind \\ \(\{\) baseDimension \(=\{\mathbf{L}, \mathbf{M}, \mathbf{T}\}\), baseExponent \(=\{2,1,-3\}\}\)``` | «dimension» TimeUnitKind \{symbol=T $\}$ | «dimension» <br> EnergyUnitKind <br> $\{$ baseDimension $=\{\mathbf{L}, \mathbf{M}, \mathbf{T}\}$, <br> baseExponent=\{2,1,-2\}\} |
| :---: | :---: | :---: |
| «unit» W <br> «unit» mW \{baseUnit=W, convFactor=1E-3\} <br> «unit» kW \{baseUnit=W, convFactor=1E3\} | «unit» s <br> «unit» tick <br> «unit» ms \{baseUnit=s, convFactor=1E-3\} «unit» us \{baseUnit=ms, convFactor=1E-3\} «unit» min \{baseUnit=s, convFactor=60\} «unit» hr \{baseUnit=min, convFactor=60\} «unit» day $\{$ baseUnit=uA, convFactor=24\} | «unit» J <br> «unit» kJ \{baseUnit=J, convFactor=1E3\} <br> «unit» Wh \{baseUnit=J, convFactor=2.778E-4\} <br> «unit» kWh \{baseUnit=Wh, convFactor=1E3\} <br> «unit» $\mathrm{mWh}\{$ baseUnit=uA, convFactor=1E-3 $\}$ |


| «modelLibrary» <br> MARTE_Library::BasicNFP_Types |
| :--- |



Figure 2.14: Excerpt of the MARTE model library with measurement units and basic NFP data types, adapted from [278] (UML 2.5 package diagram notation).
is defined in the MARTE model library to introduce additional properties as a basis for all derived NFP data types in Figure 2.14, such as NFP_Power and NFP_Energy. If the additional properties are taken into account, a NFP data type for the MARTE model library may be defined by the VSL TupleType (value, expr, unit, statQ, dir, source, precision), with:

- value: The actual value expressed as a numerical quantity or string. The value property is bound to the default property valueAttrib provided by the «nfpType» stereotype.
- expr (optional): Contains a VSL expression and is used instead of a the value property. The expr property is bound to the default property expAttrib provided by the «nfpType» stereotype.
- unit: Contains the physical measurement unit. The unit property is bound to the default property unitAttrib provided by the «nfpType» stereotype.
- statQ (optional): Statistical qualifier used if the value is a statistical quantity to indicate the type of statistical measure, e.g., max, min, mean, variance, or range.
- dir (optional): Enables a comparison for two values of the same NFP type by using the two directions of increasing (incr) and decreasing (decr) for the order of quality.
- source (optional): Describes the origin of the value, e.g., measured (meas), estimated (est), or calculated (calc).
- precision (optional): Defines the standard deviation of the real measurement.

As a basic example for the tuple notation, the data type NFP_Power may be expressed as (value $=1.5$, expr $=-$, unit $=m s$, stat $Q=-$, dir $=-$, source $=-$, precision $=-$ ) or (value $=1.5$, unit $=m s)$. If the shortened notation ${ }^{6}$ is used, it may be expressed as (1.5,ms).

This section introduced the structure and concepts of MARTE. While UML is used for the functional modeling of software, MARTE extends UML with the ability to model NFPs, which are used in this thesis to describe energy-related properties for power consumption estimation as a form of testing.

### 2.7 Software Testing Principles

Software testing is an important step in the software development process, which takes up to $50 \%$ of the total time and more than $50 \%$ of the total cost [38, 258]. The approach to estimating power consumption presented in Chapter 5 (p. 115) describes a specific software test method for NFRs partly based on the concepts presented in this section. In addition to a general introduction to the field of software testing, various concepts and methodologies are presented in order to classify the concepts of this thesis and to point out differences with existing approaches.

Since no single definition of software testing exists, the term is interpreted differently in the literature. For instance, Myers et al. (2012) [258] define software testing as " $\ldots .$. ] the process of executing a program with the intent of finding errors", while McGregor and Sykes (2001) [241] define software testing as "the process of uncovering evidence of defects in software systems". In standardized and accepted glossaries, (software) testing is referred to as "activity in which a system or component is executed under specified conditions, the results are observed or recorded, and an evaluation is made of some aspect of the system or component" [174] and as the process of "[...] all lifecycle activities, both static and dynamic, concerned with planning, preparation, and evaluation of a component or system and related work products to determine that they satisfy specified requirements, to demonstrate that they are fit for purpose and to detect defects" [172]. While focusing on NFRs, aspects of the hardware platform must also be considered in addition to the software application. Since this widely corresponds to the system concept, software testing in this thesis is referred to the definition provided in [174]. A main part of software engineering is verification and validation [235, 367], also known as $V 8 V$ [174]. Verification is located at different steps of the development phase. Based on static methods, verification describes a process to determine whether a unit, component, or system conforms to requirements and standards defined at the specific development phase. Validation is located at the end of the development process and uses software testing methods to check whether a

[^6]component or system solves the assigned problem, meets requirements, and satisfies specified customer expectations. As part of the Quality Assurance ( $Q A$ ) process [57], however, software testing is a key element of the entire development cycle used in different phases during the software development process and performed on different abstraction levels. Figure 2.15 shows the most common levels of software tests.


Figure 2.15: Levels of software testing.

Unit testing, for example, is performed on the lowest level to evaluate the functionality of single units as the smallest possible artifacts of a software application against its specification. A single procedure, individual functions in procedural languages, and combinations of operations, e.g., organized in classes as used by object-oriented languages, are typically defined as units [57, 81, 189]. During the test execution, each unit is tested independently and in isolation [235]. Writing tests for all units of a software application results in a large number of test cases. Component testing, or module testing, is similar to unit testing. Instead of individual units, a component as a set of units, e.g., a group of related classes combined in a file or package, is tested independently and in isolation to verify the interaction of contained units and related data structures $[16,394,397]$. Since each unit of a component has already been tested with unit tests, fewer test cases have to be defined. As the next testing level, the integration test focuses on interfaces and interactions between integrated components. In comparison, system testing describes the first stage of testing, where a fully functional SUT, containing the complete software application, hardware components, and documentation, is used to validate the compliance of high-level functional requirements and NFRs [31, 57, 81]. Typically performed by QA teams, system testing focuses on detecting errors at the highest integration level. Besides the architectural design and behavior of the SUT covered by functional requirements, NFRs such as performance, usability, security, reliability, and availability are evaluated $[16,81]$. Since no inner details need to be tested, even fewer test cases are required. In acceptance tests, as the highest level of software testing, the software application is evaluated for compliance with the business requirements and tested by end users for its acceptance. Further information about software testing levels can be found in [81, 172, 235, 332, 367].

Section 2.7.1 introduces the dimensions of software testing, while Section 2.7.2 discusses the concept of dynamic testing. Section 2.7.3 introduces Model-based Testing (MBT) and describes how this thesis relates to and fits within this systematic testing method. In Section 2.7.4,

X-in-the-Loop (XiL) concepts are discussed, which are used in MDD to evaluate software models. Background on performance analysis and runtime monitoring as an approach complementing conventional software testing is presented in Section 2.7.5. Section 2.7.6 discusses the integration of virtual and physical embedded systems into the testing process.

### 2.7.1 Dimensions

The characteristics of a software test for a SUT may differ in multiple aspects. A classification based on the granularity level, goal, or technique may be elaborated to describe software tests based on typical characteristics. In previous works [260, 397, 421], domain-specific classification approaches have been presented. For instance, Neukirchen (2004) [260] provides a three-dimensional classification including test goal, distribution, and scope. Software testing describes a vast field, and it is almost impossible to accurately transfer all attributes and aspects of software testing into (orthogonal) dimensions to define a single classification scheme. Nevertheless, Figure 2.16 shows a six-dimensional characterization of software testing as a simplified and more comprehensive representation, elaborated to provide a basic vocabulary for the software testing concepts described in the subsequent sections. The characteristics presented in Figure 2.16 are divided into dimensions, categories, and options, highlighted in bold if used or addressed in this thesis.

The first dimension is referred to as the Objective [260, 421] and describes the purpose of the test, which can be divided into dynamic and static testing.

Static testing includes all testing activities performed on software development artifacts, such as the architecture and source code of the SUT and work created around the SUT, e.g., documentation, requirements, and models [31, 421]. As the term static implies, software development artifacts are not executed during testing. Instead, they are statistically analyzed to evaluate logical aspects, such as unreachable code, uncalled functions, or undeclared variables.
Dynamic testing describes all types of testing where the SUT is executed using test cases. The main goal of dynamic testing is to evaluate the structural aspects and functional and non-functional behavior of a SUT by comparing the result of test cases with the expected results and requirements [260]. Types of dynamic testing include structural, functional, and non-functional testing.

- Structural testing covers the evaluation of the internal structure of the SUT, e.g., the data flow, during execution. However, the structure must be known in advance in order to derive test cases.
- Functional testing aims to evaluate the behavior of the SUT based on functional requirements. For the execution of functional tests, knowledge about the inner structure of the SUT is not necessarily required. A systematic, planned, executed, and documented workflow has to be defined to successfully use functional tests [81, 421], including a test plan, test suits, test cases, and test verdicts [332].
- Non-functional testing is similar to functional testing, but test cases are executed against NFRs to evaluate non-functional characteristics of the SUT.

The Level dimension has already been covered in the introduction of the chapter and refers to the scope of a test $[260,421]$. The Technique dimension can be divided into the static and dynamic execution of tests.

Static testing techniques cover automated analysis, static analysis, and manual examinations, e.g., reviews, to analyze the source code of the SUT [258, 367].
Dynamic testing techniques can be categorized into white-box, grey-box, and blackbox testing. Since dynamic testing is important in the context of this thesis, it is discussed in detail in Section 2.7.2 (p. 53 ff .).


Figure 2.16: Dimensions of software testing, adapted from [260, 397, 421]. Dimensions may be divided in categories while options represent aspects of software testing. Options corresponding to the concepts presented in this thesis are highlighted in bold.

The Approach dimension describes the practice of how software tests are defined, represented, and executed as part of the test strategy. Figure 2.16 shows the most common approaches for software testing, such as test case-based testing, exploratory testing, and MBT. As a traditional method, test case-based testing refers to a practice where test cases are planned and defined in advance and derived from existing requirements. Instead of pre-defined test cases, in exploratory testing, the experience, knowledge, and intuition of software developers and testers are used to create test cases, also known as unscripted testing [6, 175]. MBT is a method in which software models are used as SUT and as a source for the test case derivation. This testing method is discussed in Section 2.7.3 (pp. 55 ff .).

The Abstraction of software testing refers to whether test cases can be executed directly or have to be transformed into executable test cases. UML sequence diagrams or a series of highlevel procedure calls are examples of abstract test cases [397] that must be transformed into executable test cases [299]. Non-abstract or concrete test cases provide values for preconditions, input data, expected results, and a detailed description of actions [172].

The Execution of software tests shown in Figure 2.16 is limited to properties related to the concepts of this thesis, such as reactiveness and timing.

Reactiveness specifies if software tests depend on and respond to the behavior of the SUT to obtain results [172, 422], for instance, if data sent to the SUT depends on previous outputs. By this, the execution of reactive test cases is influenced by the behavior of the SUT, which allows test cases to be modified dynamically during execution. Reactive software tests require runtime monitoring of the SUT as described in Section 2.7.5 (p. 61 ff .). Since outputs of the SUT are used as inputs, reactive tests may be executed in a closed loop, while non-reactive tests are defined as open-loop tests. Open and closed-loop tests are elaborated in Section 2.7.4 (p. 57 ff .).
The Timing characteristic of test cases may include real-time aspects or requirements. Since time-related behavior strongly depends on the architecture, the test execution must be performed on the target platform or closely related prototype implementations under real-time conditions. If the requirements to be evaluated are not related to real-time or the execution time is not significant, test cases may be executed delayed.

### 2.7.2 Dynamic Testing

This section gives a brief overview of dynamic software testing methods. As mentioned before, software testing refers to the systematic analysis of software applications in controlled scenarios to discover errors and evaluate the behavior and quality level of source code w.r.t. requirements. Based on the availability of information about the SUT and the focus of tests to be created, a distinction can be made between black-box, grey-box, and white-box tests. Figure 2.17 illustrates these software testing methods related to their granularity level and required knowledge level.


Figure 2.17: Black-box, grey-box, and white-box testing in relation to their level of granularity and required level of knowledge.

Black-box, grey-box, and white-box tests can be applied on different levels during software testing. In traditional approaches [59], black-box tests are used for acceptance and system tests, grey-box tests for integration and component tests, and white-box tests are mainly used for unit tests [406]. However, the assignment of these testing techniques to specific levels is not strict and may be adapted to the characteristics of the SUT, aspects to be tested (functional or structural), and the development process. As mentioned in [31, 57, 81], black-box techniques may also be applied on lower levels, e.g., as unit and component tests. In MBT, for instance, test cases are derived from models instead of source code, which defines MBT as a blackbox testing approach [343, 397] applicable at different levels depending on the abstraction level of the model [306, 421]. Note that MBT can also be used, e.g., to automate white-box tests [421]. In the following, the three testing methods pictured in Figure 2.17 are introduced in more detail since they are part of MBD (cf. Section 2.7.3, p. 55 ff .) and XiL tests (cf. Section 2.7.4, p. 57 ff.).

White-box testing is a structure-oriented testing method used to evaluate the structure, source code, and control flow, e.g., functions and procedures, of a SUT, typically a software application or single software components [57, 235, 298]. Since test cases are derived from source code, white-box tests have the highest level of granularity. In order to specify white-box tests, developers must have in-depth knowledge of the programming language used and access to the internal structure and source code of the SUT. Due to the required knowledge, white-box testing is more extensive than other methods w.r.t. the selection of input data and the proof-ofcorrectness of the SUT [343]. White-box testing strategies include coverage-based tests such as statement coverage, branch coverage, and multiple condition coverage [57, 235, 258, 298, 406]. Regarding software testing levels (cf. Figure 2.15, p. 50), testing may be applied at the unit, integration, and system levels.

Grey-box testing defines a combination of white-box and black-box testing where an abstract model represents the system. While the internal algorithms and data structures are accessible to derive specific tests, inner low-level implementation details, such as the source code, are still hidden [35, 343]. Typically, grey-box tests evaluate the interaction between parts of the software application, e.g., on the integration level (cf. Figure 2.15, p. 50). According to Banerjee et al. (2016) [35], grey-box testing is closely related to MBT (cf. Section 2.7.3, p. 55 ff .). To derive and execute test cases, a model-generating process, a technique to generate test cases based on model explorations, and a test oracle are required. The test oracle compares the output of the SUT with the input defined by the test case to determine whether a test is valid or has failed. Possible model representations of the SUT may be timed state machines, e.g., Markov decision processes [148, 225], Markov chain usage models [311], and extensions such as timed usage models [357, 358]. Moreover, UML may be used for the model representation, e.g., based on component, object, class, use case, and state machine diagrams [35, 235]. In fact, Mall (2018) [235] describes grey-box testing specifically for UML diagram types, for instance, with state, state transition, and state transition path coverage for UML state machine diagrams and association, aggregation, and derived class tests for UML class diagrams. The test execution is similar to the black-box testing approach but with more specific test cases. Grey-box testing is typically applied on the unit, component, and integration levels [31].

Black-box testing corresponds to a functional testing method where the behavior of the SUT is evaluated. This method explores possible inputs and analyzes the corresponding outputs to validate that the SUT conforms to a specification. Operations provided by public interfaces can be used for all interactions with the SUT. At the same time, the internal structure
and implementation details of the SUT are hidden and unknown during the specification and execution of tests. Therefore, black-box testing requires the least level of knowledge and has the lowest granularity (cf. Figure 2.17). Test cases are derived based on requirements and interface specifications. The most common black-box testing methods are equivalence class partitioning and boundary value analysis $[57,184,235,258,367]$. Both methods aim to reduce the number of test cases by selecting only a few representatives of each class. Other black-box testing methods, such as error guessing, decision table, and pair-wise testing, are discussed in $[81,258,367]$. For UML-based models and model representations, the UML Testing Profile 2 (UTP2) provides a basis for systematic testing [31]. Usually, NFRs are evaluated implicitly when executing functional test cases on critical parts of the software application during blackbox testing [367]. However, for the power consumption estimation approach presented in this thesis, access to inner details (grey box) is required during test case execution, e.g., to values of attributes and states of the software application. This topic is further discussed in Section 2.7 .5 (p. 61 ff .). Black-box testing is typically performed in MBT [343], as discussed in the next section.

### 2.7.3 Model-based Testing (MBT)

Model-based Testing (MBT) is widely used in research and industry with slightly different interpretations. Utting et al. (2006) [398] introduce MBT as "[...] a variant of testing that relies on explicit behavior models that encode the intended behavior of a system and possibly the behavior of its environment" and define the term w.r.t. generative aspects as "the automatable derivation of concrete test cases from abstract formal models, and their execution". Test cases may be described by pairs of input and output values. Schieferdecker and Hoffmann (2010) [343] describe MBT as a form of "software testing where test cases are derived in whole or in part from a model that describes selected, often structural, functional, sometimes nonfunctional aspects of a SUT" and define the concepts as "the automation of the design of black-box tests". In [95], MBT is defined as a "[...] testing technique aimed at the automatic generation of tests using models extracted from the software artifacts produced throughout the development process". For the automotive domain, Bringmann and Krämer (2008) [58] define MBT as "all testing activities in the context of MBD projects". In [113], MBT is described as an "umbrella of approaches that generate tests from models", and a more generic definition of MBT as "testing based on or involving models" is provided in [172].

MBT is mainly used for functional testing of the SUT and enables the execution of test cases at early development stages. Since the concept is based on models, software application tests are possible without the need for platform-specific source code to be available. Furthermore, MBT provides an efficient way to reduce the efforts to be made when defining and performing software tests leading to a reduction of costs for the overall software development process [343].

In the following, a taxonomy is introduced for a brief overview of the details and core elements of MBT. In [398, 397], the first comprehensive taxonomy for MBT was introduced and adapted in later work [399]. Additionally, it has been further extended for specific domains such as embedded systems in general [421, 422] and safety-critical hard real-time embedded control systems [29]. Figure 2.18 shows the basic structure of the taxonomy as a consolidation of the concepts presented in $[398,421]$. The $A \mid B$ notation at the leaves indicates mutually exclusive alternatives. The taxonomy consists of the four main dimensions Model, Test Generation, Test Execution, and Test Evaluation, with eleven associated categories. It should be noted that the taxonomy of the category $M B T$ Basis described in [397, 398] differs significantly


Figure 2.18: Taxonomy of MBT with dimensions, categories and options, adapted from [29, 398, 421]. Options related to the concepts of this thesis are highlighted in bold.
from [421]. Since the testing of environmental models is neither in the scope of this thesis nor relevant to the software engineering process, the definition introduced in [421] has been selected over [397, 398] as it is more suitable for this thesis.

Considering the definitions of MBT at the beginning of this section, the power consumption estimation approach of this thesis for MDD (cf. Chapter 5, p. 115 ff .) can be mapped to parts
of the MBT workflow based on the options of the taxonomy shown in Figure 2.18. As the MBT basis, a UML-based system model is investigated, which specifies the behavior of the software application extended with functional and non-functional aspects of hardware components. The system model has a deterministic discrete behavior and a transition-based notation, e.g., in UML state charts [275, 329]. Tests for requirements coverage are developed manually, resulting in executable test models. The test model can represent the complete software application or specific aspects, e.g., as UML sequence diagrams. The test execution is based on a system model and XiL approach. The power consumption estimation approach is used for NFR coverage performed online and offline in a manual or semi-automatic manner. In summary, parts of the concepts of this thesis can be integrated into the MBT domain based on the presented taxonomy. However, for the following reasons, the power consumption estimation approach for MDD does not aim to define an MBT approach. First, the automatic derivation and generation of test cases from models as a key factor of MBT is not part of the estimation approach and not covered by this thesis. Second, MBT has limited support for the generation of NFP-related test cases and the evaluation of NFRs [95, 96]. Even with UML extensions such as the UTP2 [276] to model test cases and environments, the capabilities to define non-functional tests are limited [31, 327]. Instead, a more general approach is provided to evaluate power- and energy-related aspects in early development stages of MDD based on a new UML profile (cf. Section 5.3, p. 124 ff.), methods (cf. Section 5.4, p. 135 ff .), and evaluation platforms (cf. Section 6.5, p. 161 ff.). The reader is referred to [397, 398, 421] for further information about the dimensions, categories, and options of the MDD taxonomy shown in Figure 2.18.

### 2.7.4 X-in-the-Loop (XiL) Testing

To evaluate software applications in MDD, X-in-the-Loop (XiL) testing can be used as a consistent testing process for the initial (partial) model, the generated source code, and the final software application executed on the embedded target system [59, 355]. The architecture of XiL tests can be divided into two main groups: open-loop and closed-loop tests. In openloop tests, the SUT, e.g., the model of a software application, is executed in an isolated setup and evaluated without the impact of the environment. Inputs such as signals, parameters, or events are sent to the SUT, and outputs are monitored and analyzed. The general concept of an open-loop test $[59,186]$ is shown in Figure 2.19, where a test case is used to derive the test data as input for the SUT and the expected output of the test case. During test execution, the output of the SUT is monitored, captured, and compared with the expected output. This testing setup is denoted as an open loop since neither the output of SUT nor the behavior of the environment does affect the SUT and is returned as an input.


Figure 2.19: Diagram of an open-loop testing setup (block diagram notation).

For closed-loop tests, an environmental model, also known as plant model, has to be developed. It defines the behavior of the environment in which the SUT is tested. Instead of an isolated execution, both models are coupled, forming a closed loop [59, 203] that enables interaction between the SUT and the environmental model, as shown in Figure 2.20. The structure and scope of the environmental model may vary depending on the target domain, the defined SUT, and the abstraction level of the in-the-loop test used. If the SUT represents the software application of an embedded system, the environmental model can reflect a set of interfaces (e.g., sensors and actuators), define a set of physical properties (e.g., temperature and humidity), and simulate user-defined behavior. The test case is used to derive the expected output, input for the SUT, and the configuration of the environment model. The outputs of the SUT are used as inputs to the environmental model. The reaction of the environmental model is fed back as an additional input into the SUT, representing the idea of a closed loop between the SUT and the environment. An advantage of closed-loop tests is the ability to evaluate the interaction of the SUT with its environment before hardware platforms are available, which makes closed-loop testing suitable for early analysis.


Figure 2.20: Diagram of a closed-loop testing setup (block diagram notation).

Open-loop testing is commonly used to evaluate the behavior of the software application model for static systems, which is equal to unit testing. In contrast, closed-loop testing is used for dynamic systems and focuses more on the interaction between the SUT and the environmental model.

Different in-the-loop test approaches exist, which can be used in various phases of the development cycle. This section uses the V-model development process ${ }^{7}$ to illustrate in which development phases in-the-loop tests are typically performed and their time-related execution order. Figure 2.21 shows an abstract version of the V-model development process from a software development perspective for embedded systems with XiL tests assigned to the development phases. The V-model defines a standardized development process [404] as an extension of the waterfall model and describes the relationship between the development and testing phases. The y -axis defines the abstraction of the development process from defining requirements (high) to the design of the software application (low), while the x axis defines the time of the development. The V-model is frequently used for developing software applications in domains related to embedded systems such as automotive [158, 249], space [255], or healthcare [242]. Note that different domain-specific definitions of the V-model

[^7]

Figure 2.21: Illustration of the V-model with XiL tests to verify quality gates, adapted from [147, 158, 404].
approach instead of a uniform one exist [147, 404, 411]. Additionally, the V-model is the basis for other development processes. Examples are the multiple V-model [59] and the Wmodel [31, 343], which itself has different domain-specific interpretations, e.g., for software testing [368] and component-based software development [216]. Different levels of XiL tests, as shown in Figure 2.21, may be used to verify quality gates. A quality gate defines a decision point in the development process consisting of a set of quality criteria that must be met in order to enter the next development phase [59, 186, 355]. In the following, each in-the-loop test is explained in more detail.

Model-in-the-Loop (MiL) is the first level of in-the-loop testing, typically used in early phases of MDD to evaluate functional aspects of software application models. It aims to evaluate the architecture and functions to verify the developed software application regarding requirements defined in previous steps (cf. left side of Figure 2.21). To execute a MiL test, a runtime environment is required to provide the context for the SUT and to simulate other aspects required for the interaction with the software application model. For the simulation, laboratory and development computers are typically used. MiL can be seen as a hardwareindependent testing approach for functional aspects and can be defined as open-loop or closedloop environments. However, if MiL is also used to evaluate non-functional aspects, additional information about the embedded target system is required, e.g., for the evaluation or the environmental model. The testing process can be performed manually by developers or executed in a (fully) automated manner, e.g., using a model checker to inspect the software application model for compliance with the modeling guidelines and calculate the model coverage. Such tests can also be used to generate reference results for subsequent testing, e.g., Hardware-in-the-Loop (HiL).

Software-in-the-Loop (SiL). In the next stage, the SUT is derived from the model representation and consists of hand-written or fully generated source code due to the use of code
generators. Broekman and Notenboom (2003) [59] refer to SiL as host/target testing, where the source code is compiled for the execution and evaluation in a simulated environment on the host computer. SiL tests can be executed in real-time using high-performance systems or fast and slow motion. Moreover, SiL may be applied in closed-loop and open-loop configurations with or without environmental models, e.g., to evaluate sequential and parallel aspects of the generated source code [102]. The primary use of SiL tests is to identify and fix inconsistencies in the functionality between the model representation and the executable object code. The automatic source code generation process requires a certain amount of preliminary work. The software application model may need to be adjusted using specific data types or libraries so that code generators can auto-generate platform-specific executable object code, which may impact the execution behavior. Design flaws, e.g., buffer overflows and arithmetic problems such as division-by-zero fault, are identified during SiL testing. Additionally, non-functional aspects such as memory usage or efficiency can be derived from SiL tests.

Processor-in-the-Loop (PiL). Described as software unit tests or software integration tests [59], PiL aims to test the real object code for the MCU that will later be used in the embedded target system. For this purpose, commercially available evaluation boards are typically used. Alternatively, target MCU emulators can be considered as an execution platform. As preliminary work, the cross-compiled source code is generated with predefined optimization options of the compiler and flashed on the target embedded system or integrated into the emulation platform. The embedded system, e.g., the evaluation board, executes the test management code as part of the PiL environment along with the compiled software application. The simulation tool performing the PiL executed on a host computer interacts with the management code, e.g., by using a serial communication interface, to send test values and obtain output results. Since the simulation tool and management code are involved in the PiL test, the real-time behavior of the software application cannot be evaluated. However, PiL aims to detect faults in the processor architecture and defects such as bugs in the code generator and compiler and undesirable side effects resulting from compiler options and optimization levels used. As the last level that provides inexpensive and manageable debugging during test execution [421], PiL fills the gap between the simulations-based testings (MiL and SiL) and the real-time level testing introduced next.

Hardware-in-the-Loop (HiL) tests are located in the last steps of the verification and validation process defined by the V-model shown in Figure 2.21. For HiL testing, the software application generated from the model is executed with a real-time operating system and other components such as network management stacks and drivers, e.g., for controlling peripheral devices and interfaces. Instead of an environmental model used in MiL, SiL, and PiL, a dedicated hardware setup (HiL simulator) specially designed to simulate the physical environment is required [259]. The HiL simulator has to be capable of performing actions in real-time, where a response must be guaranteed within specified time constraints. Since the environment can be simulated in real-time, the behavior of the SUT corresponds to the expected true behavior. Sensors, actuators, and additional components of the embedded system can be simulated or physically connected to the SUT as real components if no real-time models with the required accuracy are available [43, 77, 134, 173] or the creation of such models is too expensive or complicated [118, 232, 237, 390]. HiL testing aims to verify the correct functional execution of the software application on the target MCU while using the surrounding peripheral interfaces and connected hardware components [259]. Examples are scheduling misbehavior of the software application and performance issues due to the underlying hardware or latency issues based on the hardware-software interactions. Fault injections and edge cases can be
executed in a non-destructive manner to evaluate the safety and diagnostic functions of the SUT [259]. Furthermore, HiL simulators can simulate fluctuations and peaks of the supply voltage and peripheral misbehavior to evaluate the robustness of the SUT. By considering the entire embedded system, e.g., software and hardware, during the test case execution, HiL is the first level allowing the evaluation of NFRs, e.g., real-time performance [203]. Another use of application for HiL is the evaluation of interactions between embedded systems, which is why HiL can be executed in multiple stages of the V-model development cycle, as shown in Figure 2.21. It is also possible to achieve standardization and automatic execution of test series. However, HiL testing is considered to be time-consuming, expensive, and error-prone [319, 150]. The design of HiL tests requires a high effort while, at the same time, the physical SUT and the required environmental simulation are difficult to maintain. It also requires more time and costs to resolve bugs found at this stage of the development process compared to earlier phases, e.g., during MiL.

### 2.7.5 Performance Analysis and Runtime Monitoring

An important part of the software testing process is the execution and monitoring of the SUT, as well as the verification of compliance with requirements. As introduced in Section 2.2.2 (p. 24 ff .), software applications for embedded systems have specific requirements and unique constraints, which makes the validation process more challenging. The need to interact with the environment to obtain input data adds to the complexity of testing and validating software applications, as the environment may be dynamic, non-deterministic, and challenging to simulate or control $[24,35]$.

Performance analysis [84] is used to evaluate non-functional aspects of the software application (cf. Section 2.3, p. 27 ff .), which are typically related to the processing speed and response times of the SUT. However, power consumption as an important performance metric is often not associated with the software layer because a software application does not directly consume power [289]. As a driving factor of hardware activities, software applications significantly impact the dynamic power and energy demand of an embedded system since they define the actual behavior during runtime, which is also described as the cause-effect relationship [160, 231].

Non-functional testing is a central part of the testing process and differs significantly from functional testing. While many approaches exist to define functional tests, non-functional tests are difficult to describe without referring to functional behavior. Furthermore, NFRs are typically formulated abstractly and have to be converted into specific and executable test cases. According to Spillner and Linz (2021) [367], existing functional test scenarios are used to measure NFPs of the SUT for the verification of NFRs. However, the execution of performance tests, especially for estimating power consumption, is only considered useful if software applications have passed functional tests in advance.

The SUT is typically represented as a black box when evaluating non-functional aspects. To obtain the necessary data that test oracles may use for a test case evaluation, NFPs of the SUT have to be visible and measurable during the test run. For example, evaluating time characteristics, such as the response time as a non-functional aspect, does not require additional effort and can be measured and analyzed along with the execution of a functional test case. However, especially for estimating power consumption, an observation of the internal states is necessary, which causes the need for detailed and in-depth instrumentation and probing. As a consequence, the power consumption estimation approach requires the use of grey-box
tests. Nevertheless, observing internal states is not always a trivial task, especially for software applications used in embedded systems due to the lack of human-readable interfaces [133].

Runtime monitoring refers to an analysis paradigm where the execution of a SUT is observed and examined against the expected behavior [37, 117, 156]. It may be used as a practical application of formal verification and as an approach to complement conventional software testing and debugging [334, 412]. Besides the SUT, runtime monitoring requires a set of properties to be evaluated, which can be expressed, e.g., as a test using a formal specification language. According to Falcone et al. (2013) [116], the runtime verification process can be described as a three-step process:

## 1. Monitor synthesis

2. System instrumentation

## 3. Execution analysis

In the monitoring synthesis step, the monitor is generated, defining a runtime object used for the evaluation [116]. The monitor can receive traces, such as events or logs produced by parts of the SUT, and can evaluate the data considering the expected values [220]. The monitoring process can be performed during the execution of the SUT (online) or after the test run has been finished with log files (offline). Additionally, for online monitoring, the simultaneous execution of the test case and the monitoring can be synchronous, asynchronous, or a combination of both [72]. The synchronous approach defines a step-by-step analysis where a single event generated from the SUT is analyzed and processed by the monitoring instance before the SUT proceeds with the execution and generates the next event. In asynchronous monitoring, the SUT and the monitoring are detached and executed separately, which reduces the impact of the monitoring instance on the SUT and has lower overheads [71]. Additionally, the monitor is also able to send information to another source or back to the SUT if necessary. In terms of software testing, cf. Section 2.7 (p. 49 ff .), the monitor includes the role of the test oracle [220].

In the second step, namely the system instrumentation, the SUT is instrumented so that relevant events and signals from the SUT during runtime can be probed, extracted, and sent to the monitor. As instrumentation techniques, hardware-based and software-based instrumentation are used to obtain analog and digital signals of the hardware platform and generate the software application's output.

In the third step, the behavior of the SUT is analyzed by the monitor either online or offline, denoted as execution analysis. For the power consumption estimation approach, a hybrid monitoring approach of the SUT illustrated by Figure 2.22 is required to obtain data from the software application and hardware platform simultaneously during test case execution. Since runtime monitoring can also be applied after the SUT is placed in an environment, bugs in the software application that have not appeared in the testing phase may be detected [334].

The hardware instrumentation aims to measure the power consumption of the SUT during runtime. Data obtained by the software instrumentation may include extensive traces of hardware accesses, events, and signals [117]. Some variants of hardware-based instrumentation may require additional monitoring hardware (e.g., bus monitoring) or depend on specific hardware components (e.g., on-chip monitoring), which are out of scope for this thesis. However, further information can be found, e.g., in [412]. By combining hardware and software instrumentation, the monitor is able to correlate changes in current consumption with the behavior of the


Figure 2.22: Runtime monitoring for the power consumption estimation approach, adapted from [412]. Dashed lines indicate information flow, e.g., logs, readings, expected output, and configuration parameters. Solid lines indicate data flow related to the test case execution.
software application. Sánchez et al. (2019) [334] published a survey on challenges for runtime monitoring. For the power consumption estimation approach presented in this thesis, the challenges of observability and non-intrusiveness are particularly significant. An ideal monitoring implementation should not interfere with the behavior of the SUT used for test case execution. However, power consumption can be measured without interfering the SUT during runtime, which makes the hardware instrumentation in this thesis inherently non-intrusive.

The software instrumentation is executed along or included in the software application of the SUT, which can affect functional and non-functional aspects and, thus, the behavior of the SUT during runtime. Consequently, the result of the test case execution may be different compared to the execution without instrumentation. This effect is also known as the observer or probe effect $[129,367]$. Examples of such negative effects may include a higher response time or a more intensive hardware utilization, which in turn affect the power consumption estimation. Therefore, it is common practice to use software instrumentation with care while aiming for low latency to keep the effect as minimal as possible [334].

### 2.7.6 Related Work on the Integration of Virtual and Physical Hardware

This section discusses related work considering the integration of virtual and physical hardware for simulation and testing. For the power consumption estimation of software applications in MDD, the hardware behavior must part of the simulation to reflect hardware-software interactions due to the cause-effect relationship between software and hardware. The proposed power analysis methods (cf. Section 5.4, p 135 ff .) introduce concepts to couple and integrate virtual and physical embedded systems into the simulation environment for a system-wide power estimation in early development phases. Previous research has proposed approaches related to the basic conceptual ideas of the proposed power analysis methods but with a different focus and only slightly related to topics such as MDD, software testing, the modeling of energy and power-related aspects, and the influence of the software application on energy consumption.

An approach on the program level to automatically determine the energy demand of an MCU is presented in [161]. The authors introduce indirect and direct energy measurement
techniques to give developers energy consumption measurements and optimization hints at the function level. In contrast to the approaches presented in Sections 5.4.1 to 5.4.2, the source code must be compiled and flashed. The concept of direct measurement is somewhat similar to the power analysis method based on the integration of physical embedded systems presented in Section 5.4 .2 (p. 136 ff .), which describes the use of a measuring device to obtain measurements. The indirect measurement in [161] uses performance counters to determine the energy consumption of the software application directly executed on the target platform. The work aims to optimize software applications on the source code level and to detect the best suitable compiler and compiler flags. The authors also state that their approach is used in early stages of the software development process. However, in MDD, source code-level approaches are no longer considered as early. Suppose further peripheral devices in addition to the MCU are included in the evaluation process. In that case, a full-blown platform-specific software application has to be available. Additionally, the approach in [161] only considers the energy consumption of the MCU and does not take other components, such as wireless interfaces or sensors, into account.

In MBD, co-simulation is an area of research where frameworks are used to couple simulation environments and models executed on different hosts, which may be placed in various geographical locations. Protocols such as the Distributed Co-Simulation Protocol (DCP) [254] have been specified for the interoperability and communication between distributed tools and simulated models. The DCP implements a master-slave principle and specifies a data model, a Finite State Machine (FSM) [410], a set of protocol data units, and a communication protocol that supports IPv4, Controller Area Network (CAN), USB, and Bluetooth for data transport. For each system involved in the communication process, a particular DCP slave has to be executed on the target host in addition to the simulation. DCP has been used in related work, e.g., in [39, 209, 346], to achieve XiL tests. A co-simulation scenario with a remote embedded platform has been presented in [346]. However, embedded systems do not always provide interfaces such as Ethernet. In addition, wireless communication interfaces are not suitable as an interface between simulations for a power analysis due to their high power consumption, which would negatively affect the overall measurement of the embedded system. Furthermore, the embedded system used in [346] is not considered resource-constrained, which makes the approach not suitable for the requirements of this thesis.

A model-based rapid prototyping process is presented in [305]. The authors describe the integration of software and hardware models based on a model-based integration environment and a newly defined graphical architecture description language [304]. The language is a subset of Simulink and Stateflow and provides time-triggered semantics, which restricts the functionality of software applications to periodic executions. The hardware platform is abstracted and virtualized while supporting communication interfaces to collect sensor data and provide signals. However, the approach uses Simulink and Stateflow while this thesis is focused on UML-based models. Furthermore, the authors do not consider NFPs in the software and hardware model description, which makes the rapid prototyping process unsuitable for an early power consumption estimation.

A MiL framework to validate algorithms for autonomous driving and advanced driver assistant systems is presented in [61]. As part of the proposed approach, a hardware-agnostic middleware is used as a communication framework to interconnect data sources, e.g., sensors, the algorithms under test, and the vehicle model. Inputs are collected from either real or simulated virtual sensors. Although the work in [61] defines a MiL approach, it differs significantly from the approaches presented in Sections 5.4.1 to 5.4.2. The approach aims to perform func-
tional tests for algorithms written in C++ instead of non-functional tests of software models or artifacts in the context of MDD. Additionally, the framework is not focused on energy and power-related aspects. The middleware may provide data from actual sensors. However, the algorithms do neither directly nor indirectly interact with the data sources, e.g., sensors. The algorithms are platform-independent, while all data sources and the vehicle model are defined within the same physics-based simulation platform, which makes the middleware proprietary. Furthermore, no real sensors were used for the evaluation.

In [365] and follow-up work [366], the authors present a robot simulation and monitoring system. Their approach is able to communicate with simulated and real devices similar to the approaches presented in Sections 5.4.1 to 5.4.2. However, while proposed power analysis methods (cf. Section 5.4, p. 135 ff .) aim to provide an environment for early testing and evaluation of software applications, the work proposed in [365, 366] provides a Graphical User Interface (GUI)-based solution for remote control of robots by users. Additionally, the authors do not consider aspects related to energy and power.

### 2.8 Related Work on Power Consumption Modeling and Estimation

This section discusses work in the area of power modeling and estimation that is related to the overall concept of this thesis. In [143, 375], the authors state that optimizations on higher abstractions levels for hardware and software lead to significantly higher power savings and faster estimations. Figure 2.23 illustrates different abstraction levels of hardware and software design. In MDD, models inherently represent the software application in an abstracted sense on the architecture and behavior levels and are transformed by, e.g., model-to-text transformations (cf. Section 2.5 .2 , p. 40 ff .), into program code. As shown by the left y-axis of the diagram in Figure 2.23, power savings due to higher-level changes are expected to be orders of magnitude higher than lower-level changes. Moreover, the time required to perform estimations is expected to be orders of magnitude lower for each level of abstraction (right y-axis in Figure 2.23).


Figure 2.23: Power reduction and estimation efficiency for different hardware and software levels, adapted from [375].

As illustrated by Figure 2.23, the power consumption estimation can be addressed at various levels of hardware and software design. Related work is summarized and compared in Figure 2.24 based on their ability to consider the entire system (system view), e.g., hardware and software aspects, as well as the level of abstraction and, thus, their suitability to be used in MDD, specifically in early development phases. In Figure 2.24, groups of thematically similar approaches are indicated by a specific color. The composition of the groups is discussed below. This section does not distinguish between related work on power modeling and estimation since most research provides both within the same work.


Figure 2.24: A 4-quadrant diagram comparing related work in power consumption modeling and estimation according to the system view and level of abstraction criteria. Thematically similar work is grouped together. A distinction is made between low-level (yellow), codebased (dark yellow/orange), various model-based (brown), and UML-based approaches (red). Hexagons describe work with a stronger focus on software. The approach of this thesis is shown in green.

### 2.8.1 Low-level and Source Code-based Approaches

Low-level approaches at the transistor level, gate level, and Register Transfer Level (RTL) [103, $236,316]$ offer highly accurate simulations but require a deep understanding of the internal structure of the hardware component to be modeled. Due to the complexity, these techniques are often used to simulate single components or Intellectual Properties (IPs) of a component. Provided approaches, e.g., [103, 236, 316], can be considered very accurate with low overhead. However, existing models mainly cover parts of the CPU and, thus, address only a specific part of embedded systems. Low-level approaches are also unsuitable for complex structures, including multiple hardware components. In Figure 2.24, low-level approaches are colored yellow and located in the bottom left corner of the diagram.

Instruction-level Power Analysis (ILPA) and Functional-level Power Analysis (FLPA) are higher-level approaches compared to transistor level, gate level, and RTL approaches. In ILPA, the power consumption is estimated based on instruction and instruction pairs [79, 387, 370]. ILPA and FLPA are located on the assembly level, while the FLPA concepts also have been applied to algorithms written in the C programming language [191]. The energy cost for each instruction has to be measured in detail using experimental environments of the CPU, which can quickly become unmanageable for complex architectures with large instruction sets. FLPA decreases the time needed to build energy models and has been first mentioned in [315], where basic instructions, built-in library functions as a sequence of basic instructions, and user-defined functions as a combination of both are used to estimate power consumption. More recent variants of FLPA, however, are focused on the functional level of the CPU itself. For this, the CPU is modeled as a block [191] or divided into multiple functional blocks [217, 344, 352], while the consumption depends on algorithmic and configuration parameters. Energy models are typically based on equations or represented as tables providing the consumption for each instruction. Approaches such as ILPA and FLPA primarily focus on estimating the power consumption of CPUs. They are not intended to be used for a system-wide analysis where software applications interact with other hardware components. Hao et al. (2013) [154] proposed a static analysis of Java byte code extracted from smartphone applications to estimate the overall energy behavior of mobile applications. The energy model used is based on per-instruction energy cost functions for each hardware component of the device, such as the MCU, RAM, and wireless communication module. For the estimation process, the whole application, execution paths, or single methods may be used. The effort required to create the energy models based on instruction-accurate measurements for various hardware components should not be underestimated. However, further details on the energy model are not provided in [154]. Finally, the need for hardware-specific assembly code or source code in low-level languages such as C makes those approaches unsuitable for power estimation in early design phases for software applications in MDD (cf. Section 2.5, p 37 ff.), mainly since source code is automatically generated at later stages of the MDD approach. Still, approaches such as $[154,161]$ may be used in later stages to optimize generated source code on the task level considering MCU-specific properties.

In [66], a concept for an energy-aware device driver is presented, which contains a powerannotated state machine to trace and map the current state of the hardware component to a driver state for an overall power consumption estimation. The concept presented in [66] uses the state machine model of a hardware component to generate function signatures for an energy-aware device drivers. Software developers have to manually refine each of the generated functions afterward. Although the basic idea to trace software-hardware interactions as the
behavior of the software application is similar to the approach presented in this thesis, their concept does not relate to MDD, where standardized modeling languages for the description of state machines and NFPs are used as an integrative part of software application models. Instead, drivers with hardware-specific aspects must be directly implemented on the source code level to enable power consumption estimations. Furthermore, the proposed power model is based on scalar values and does not support parameters that can be influenced by the software application during runtime. Although device-specific source code generation is not in the scope of this thesis, the approach in this thesis may be used as a basis for generating energy-aware device drivers.

Since the aforementioned approaches are based on second-generation and third-generation languages such as assembly and C, the level of abstraction is low, and the approaches do not fit into MDD. Regarding the level of abstraction, ILPA, FLPA, and source code-based approaches are located in the lower part of the diagram presented in Figure 2.24. However, some approaches consider multiple hardware components so that the system view may vary. Approaches based on assembly language or lower are colored in a darker yellow tone, whereas approaches using more high-level languages are highlighted in orange.

### 2.8.2 Model-based Approaches

Power and energy models for embedded systems are typically considered on the hardware component level, with individual models for each component. With a focus on power consumption modeling and estimation, the following related work provides concepts for hardware component and system modeling along with NFP and NFR modeling approaches. In Figure 2.24, the introduced work is illustrated with a brown color and combines model-based approaches of different domains, e.g., mathematical, SystemC, or Architecture Analysis $\mathcal{B}$ Design Language (AADL) models.

Concepts for power consumption modeling and estimation have been proposed in a set of research approaches based on workflow models [427] with stages of the system (e.g., initializing, sensing) that specify the power level of each modeled hardware component, Petri nets [19] to represent the power-related behavior of the system, and high-level mathematical models [55, 239, 426] to address power estimation on higher abstraction levels. In addition, manufacturers of hardware components also offer tools that developers may use to estimate the power consumption of hardware components. For instance, as part of the STM32CubeMX graphical configuration and low-level code generation tool published by STMicroelectronics [372], the Power Consumption Calculator provides a power estimation for MCUs. With this tool, developers can define profiles based on power state sequences with hardware-specific configurations. Similar approaches are available for other hardware components. The company Nordic Semiconductor offers an Online Power Profiler [262] for their nRF52 Bluetooth low-energy and nRF91 low-power wide-area network radio communication product lines. The mentioned tools use mathematical models based on measured values to estimate power consumption. Measurements are typically derived under ideal conditions in a controlled test environment, which may not be reproducible in a real scenario. Other work, such as [42], focuses on the system level, where, for example, multiple components are modeled as functional blocks and state machine representations. However, none of the mentioned related work does consider the integration into MDD and the impact of software applications.

In [127], an algorithm for the automatic generation of parameter-aware energy models of single hardware components for embedded systems is presented. An energy model is represented
as a state machine in which each state is related to a distinct state of the hardware component. Transitions correspond to functions of a simplified driver or interrupts. The approach is not related to MDD, and generated energy models are not described with a standardized modeling language such as UML. However, the proposed approach for generating energy models may be used as a source for hardware component models (cf. Section 5.2.2, p. 119 ff .) by applying appropriate model-transformation techniques described in Section 2.5.2 (p. 40 ff .).

Zhang et al. (2010) [424] describe a concept to estimate the power consumption for smartphones executing compiled applications. The power model is represented as a linear equation with zero-one indicators derived from traces of hardware components. In contrast, this thesis aims to provide a power consumption modeling and estimation approach as part of the MDD process, where software applications can already be evaluated in early development phases without requiring compiled source code. Additionally, mathematical models proposed in [424] can be integrated into hardware component models using UML state machines and VSL to model NFPs as extensions of state machine descriptions.

A MDA framework to estimate the power consumption of Near Field Communication (NFC) devices and to verify power-related NFRs is presented in [245]. The proposed models are based on SystemC [170], where each module (e.g., hardware component) is extended with a power state machine. Furthermore, use cases defined as sequence diagrams represent the software application. Although the basic idea of integrating physical hardware into the simulation process is similar to the approach of this thesis, the presented power consumption estimation is limited to use cases for the communication between the NFC-Reader and NFCBridge, supplied by the NFC-Reader during communication. In contrast, the approach of this thesis is designed to consider the complete system. A more fundamental difference compared to [245] is that the approach of this thesis aims to evaluate software application models instead of hardware components (e.g., NFC-Readers) that supply power to and interact with existing systems.

Another approach for a system-level power and energy consumption estimation based on the AADL is presented in $[94,353]$. The authors focus on real-time operating systems, Fieldprogrammable Gate Arrays (FPGAs), and data transfers for the Ethernet communication of client-server architectures, for which an estimation approach based on power models presented in [93] is provided. In AADL, software components consist of data, threads, and process components and are bound to hardware platform components (e.g., CPU or buses). As part of the estimation process, software and hardware platform components are extended with power capacity and power budget properties, calculated in a two-step process. For instance, a bus system may have a power capacity property while every hardware component accessing the bus declares power budget draws from the bus. In the first phase of the process, the power budget for every software component (thread) is computed as an power estimation. In the second phase, the power budgets are combined to calculate the power budgets for every hardware component as the basis for the energy analysis. The basic power model for each hardware component is defined as a set of consumption laws for different parameter combinations. Instead of AADL, this thesis focuses on UML as the most used modeling language in the embedded software industry [7] and relies on UML class and UML state machine definitions. By using the same modeling language and elements as the software application to describe hardware components, the analysis is eased since the system is represented by a single model in the same representation. The PAP presented in this thesis (cf. Section 5.3, p. 124 ff .) uses MARTE, which is also compatible with AADL component models [278, 119]. Additionally, embedded systems used in IoT and IIoT are typically not based on FPGAs. The consumption laws
specified as linear equations in $[94,353]$ are not integrated into AADL models. In contrast, the approach in this thesis provides model annotations for all power and time-related properties and methods to define the dynamic behavior of hardware component models enabling a model-to-model transformation without information loss.

### 2.8.3 UML-related Approaches

The following approaches are based on UML, SysML, and partly on MARTE, which makes them more related to the concepts presented in this thesis. Related work discussed below is colored red in the diagram shown in Figure 2.24. To outline related work with a stronger focus on software applications and, thus, with the closest relation to the approach presented in this thesis, a hexagon is used as an illustration.

A model-based power consumption analysis technique based on UML models is presented in [199]. The introduced systematic process transforms the software application modeled with UML-based sequence diagrams into control flow graphs. Each node of the control flow graph is associated with a set of virtual functions (primitive instructions and system functions) for which an energy measurement must be performed in advance. However, the energy analysis is still code-based, even if a model-based approach with UML as the source is used. Basic instructions and functions abstracted in the model are defined by an action language (cf. Section 2.5.1, p. 38 ff .). The approach presented in [199] may provide an earlier power consumption analysis compared to other code- or function-based approaches mentioned above. However, it focuses exclusively on the MCU and does not consider the overall system.

Trabelsi et al. (2011) [389] propose a model-driven hybrid power estimation for embedded systems architecture and application models in UML, extended with MARTE. Their work focuses on the CPU, cache, shared memory, and communication buses as part of an SoC and provides power estimation modules for black-box and white-box IPs. The simulated architecture and the power estimators are generated automatically using an MDE approach, while the estimation is still based on cycle- and bit-accurate simulations in SystemC [170]. However, the approach presented in [389] is not intended to consider a complete embedded system. Additionally, if the system consists of multiple complex components, e.g., dedicated sensors and wireless communication modules, an in-depth analysis of each component and subcomponent must be performed to derive the behavior of internal memory and communication buses. Furthermore, their proposed energy estimation approach is only suitable for offline estimations. While this thesis focuses on software models and hardware-software interactions for the estimation process supporting online and offline estimations, their work is more concerned with the design space exploration of SoCs.

In [27], for instance, a low-level device modeling and high-level power estimation solution are described. The approach uses the IP-XACT standard [171] to describe hardware models, while UML state machines and UML profiles define the appropriate power-related behavior. In MDD, models of low-level hardware components (e.g., clock generators) are not suitable for evaluating software application models in early design phases due to the high complexity and amount of sub-models needed to specify a hardware model of a sensor or MCU, especially if the analysis has to take the interaction and impact of the software application on single components (e.g., sensors) or the entire system into account. Moreover, the approach does not consider the dynamic behavior of peripheral devices. For example, environmental or configuration changes can cause the peripheral device to consume different amounts of power in an operating or power state.

In [178], an approach for energy-aware scheduling and timing analysis of software applications is presented. The concept is based on a timing-energy analysis model obtained by reverse engineering processes of existing source code resulting in UML class representations [183]. However, the timing-energy analysis model does not include any implementation details. As a result, the evaluation is based on task level and predefined execution times. While the approach of this thesis is able to take dynamic behavior and multiple hardware components into account, the work in [178] focuses on analyzing the power consumption of the MCU.

An approach for power estimation and optimization of CPUs using UML profiles is proposed in [3]. The application is modeled using tasks and UML activity diagrams. The CPU model consists of a state machine with associated operating modes, defined as a tuple of voltage and frequency values and thresholds for over- and under-utilization. For each additional operating mode mapped to a logical state of the CPU (e.g., execution, sleep, and idle), an additional state has to be defined, which makes the approach prone to the state explosion problem [342]. State transitions are executed at the start or end of a task based on the current utilization of the CPU. While the approach presented in this thesis focuses on the application level and interactions between software and hardware components, their work is concerned with finding the best CPU utilization while not taking any other system components into account. Additionally, the approach does not consider the dynamics originating from software applications, and no measurements were performed to validate the results.

Another profile based on UML and MARTE for power consumption and real-time analysis of embedded systems is introduced in [151]. Stereotypes of the proposed profile contain tagged values to model the switching capacitance, leakage power consumption, and voltagefrequency pairs used to distinguish between working modes of CPUs. Battery models are extended with voltage and capacity descriptions, while other component models, like displays, are limited to their static power consumption. To consider the software application, tasks without implementation details are defined. Instead, the characteristic of a task is defined by proper stereotypes, which provide the execution interval, worst-case execution time, and worst-case execution cycles. Tagged values are extracted and used in simulations to find the most power-efficient task-by-task working mode for a CPU while considering DVS and realtime requirements for every task and task chain. However, while the approach in [151] focuses on simulating task execution on CPU models based on their modeling timing characteristics, the approach presented in this thesis is designed to take software application models for the power estimation process into account. By providing stereotypes for class and state machine diagrams, both static and dynamic aspects of hardware components can be considered.

As an extension of MARTE, the authors in [22] and follow-up work [23] introduce a profile to model system-wide dynamic power management aspects of embedded systems. A state machine is defined for each hardware component to model their behavior. States represent operating modes and are extended with power-related aspects, e.g., frequencies, static power consumption and maximum energy per cycle, provided by the defined UML profile. The system-level view is defined by power configurations. A power configuration is associated with a system-level power mode and specifies a set of power states of hardware components to be active within the specific system state. The concept introduced in [23] provides two use case scenarios for the proposed UML profile. The first scenario defines a power state machine for a many-core CPU, including states for each core configuration with associated power configuration. Based on over- and under-utilization measurements, the number of active cores can be adjusted during simulation. In the second scenario, the application is modeled as use cases directly bound to power configurations. The concept of dynamics is limited to
the idea that hardware components may have different states depending on the current use case. Besides the MCU, only a video codec accelerator is considered. However, configuration details of hardware components are only addressed slightly.

### 2.9 Summary

This section concludes the introduced background and related work to discuss identified gaps w.r.t. each of the four RQs introduced in Section 1.2.2 (p. 8 ff.). Furthermore, methodological, technological, and design choices based on findings are elaborated.

## RQ1 - Formal Definition of Energy-related Behavior and Defects

RQ1 aims to answer how NFRs may be described to specify energy-related behavior. For this, it is necessary to revise the definition of energy bugs and define a more general classification. To prevent a violation of power- and energy-related NFPs from being interpreted as an energy bug instead of an unconsidered behavior, an additional definition of the environment is required, which is used along with the formal specification of NFRs during testing for the detection of energy bugs in a more precise manner.

The related work and findings introduced in Section 2.3 .3 mainly focus on smartphones [34, $83,101,221,293,424]$ as only one possible embedded system. Some related work [34, 264, 265] analyzed the primary sources of energy consumption, denoted as energy hotspots. However, energy hotspots do not represent bugs per se but may indicate abnormal functional behavior. The introduced taxonomy and classification of energy bugs in [34] are insufficient as a basis for the specification of extensive power- and energy-related NFRs by embedded system designers and engineers. First, software applications for constrained embedded systems use specialpurpose and resource-efficient operating systems with less functionality than mobile devices such as smartphones. Second, the precise control of individual sub-components of the system is not reflected in the classification mentioned in [34]. Some types of energy bugs discussed in [293], such as the wireless signal strength, describe the behavior of hardware components, occurring rather unexpectedly than unintentionally, which does not fit into the definition of a traditional bug. Furthermore, energy bugs discussed in [34, 226, 293] mainly refer to effects without providing a quantitative definition that can be expressed as an NFR and used directly as a criterion in testing. Due to the significant influence of the environment on the behavior of embedded systems used in IoT, properties that can influence energy behavior must also be considered. Such properties include parameters and configurations of sensors and actuators as a direct interface to the environment and parameters of the environment itself to avoid false-positive detections of energy bugs that only indicate unconsidered behavior.

## RQ2 - Best Practices and Design of Energy-aware Software Applications

RQ2 aims to answer how energy-aware software design patterns are described uniformly. To address RQ2, the analysis of related work emphasizes the need for a novel framework to describe energy-aware software design patterns in a more general and quantifiable manner. By this, a direct comparison between different design patterns may be achieved, which helps developers to select the most suitable solution.

Related work presented in Section 2.4.2 (p. 34 ff .) discusses power- and energy-related aspects of software design patterns from two perspectives. The first perspective discusses
related work on improving software design patterns by optimizing or developing alternative solutions for language-specific design pattern implementations [64, 122, 224, 234, 263, 331]. However, the improvement of design patterns is not in the scope of this thesis. The second perspective contains related work on domain-specific design patterns enhancing software applications addressing NFPs such as safety or power and energy consumption. This is achieved by integrating the impact on NFPs as the subject of NFRs into the design pattern template and, thus, describing the consequences and impact on NFRs. Alternative design pattern templates considering consequences and effects on requirements, NFRs, and constraints have been presented in $[21,204,321,322,325]$. While some design patterns target the architecture of the ecosystem [321, 325] in which an embedded system may operate, other approaches strictly divide design patterns into software- and hardware-based patterns [21]. However, mentioned related work does not consider power- and energy-related properties. In $[85,86,228,308,309,323]$, the authors propose design patterns that may be used to develop more energy-efficient software applications. However, only part of the related research, e.g., [85, 86, 228, 323], describes design patterns addressing power and energy aspects of software applications executed on embedded systems. To the best of our knowledge, the design pattern templates discussed do not integrate the impact on power consumption and time behavior as two closely related NFPs, in their structure and fields. They also do not provide a quantification of the energy-related cause-effect relationship between software and hardware. The description of the design patterns is only expressed in natural language without providing information about the impact on power- and energy-related NFPs and NFRs. Therefore, developers cannot consider the impact, side effects, and tradeoffs before applying a specific design pattern. Moreover, as stated in [38], there is still no catalog of design patterns targeting energy efficiency in software engineering. To demonstrate the applicability of the introduced framework, a first catalog of energy-aware design patterns based on the introduced design pattern template is presented in this thesis.

## RQ3 - Joint Modeling of Functional Software Application Models and Energy Behavior

RQ3 deals with software application models and how they can be extended with energyrelated hardware characteristics to make the software-related impact visible and traceable. An analysis of related work indicated a lack of modeling approaches for proper power consumption estimation of software applications. To answer RQ3, concepts are required to model powerrelated properties of hardware components and define the dynamic power-related behavior of an embedded system. By this, the cause-effect relationship between software and hardware may be considered and analyzed to estimate power consumption.

UML is selected as a basic modeling language since it is well-suited for embedded systems designs and the most used modeling language in the embedded software industry [7, 407]. Furthermore, UML provides domain-specific extension mechanisms, and developers can access various MDD tools with UML support. For the approach presented in this thesis, IBM Rhapsody has been selected as an MDD tool for modeling and simulating software application models and the prototypical implementation of the concepts introduced in Section 6 (p. 139 ff .). In MARTE (cf. Section 2.6, p. 41 ff .), power consumption is not specified with the required granularity, and concepts to model dynamic power-related behavior are missing. With the PAP, this thesis introduces a UML profile to fill these gaps providing novel concepts to model the dynamic power-related behavior of an embedded system.

Related work presented in Section 2.8 (p. 65 ff .) discusses power consumption modeling at different levels of abstraction. Considering MDD, low-level and source code-based approaches (cf. [79, 154, 217, 344, 352, 370, 387]) are unsuitable for a power consumption estimation in early design phases due to the need for hardware-specific assembly code or source code in low-level languages such as C, which is automatically generated at later stages of the MDD process. Moreover, these approaches are limited to single components, typically the MCU. In further model-based approaches, e.g., based on mathematical models [55, 239, 262, 372, 426], workflow models [427], or AADL models [94, 353], aspects of the software application are either not considered at all or are modeled as abstract parts, e.g., as thread models with NFPs, such as minimum and maximum execution times. Such approaches are less suitable for analyzing the application or business logic of software in MDD. When simulated, the dynamic behavior is determined at runtime and depends on inputs defined by test cases. Work on power consumption modeling based on UML, SysML, or MARTE is more closely related to the approach presented in this thesis. However, existing related work is focused on estimating the power consumption of CPUs [3, 151], MCUs [23, 178, 199], SoCs [389], or even lower-level components such as clock generators [27]. For the simulation, UML class diagrams and UML sequence diagrams defining the software application are transformed into low-level and code-based approaches [199, 389] or represented as task models with expected characteristics [3, 151, 178]. Moreover, the dynamic behavior of the embedded system is limited to a set of predefined states for each hardware component associated with the operating modes of the software application [22, 23]. None of the concepts consider hardware models as an integral part of software applications for building system models. Since presented concepts for hardware models lack standardized descriptions for power- and energy-related NFPs, the impact of software applications on the overall power consumption is rarely considered.

Estimating the power consumption of software applications requires a software model with at least some application and business logic and models of all hardware components controlled or affected by the software application. A general modeling concept for hardware components is required for such a system view, which can model functional and non-functional aspects, reflect dynamic power-related behavior, and interact with software models. With the concept of hardware component models presented in Section 5.2 (p. 117 ff .), these gaps are addressed.

## RQ4 - Early Evaluation of Energy-aware Software Applications in MDD

RQ4 aims to determine how the energy-related impact of software application models can be estimated and energy-related misbehavior detected when the hardware platform is not or is only partially available. To address RQ4, a novel system-wide approach is required to enable a power consumption estimation in early development phases based on virtual and physical hardware platforms.

Due to the cause-effect relationship between software and hardware, a grey-box approach is required causing the need for instrumentation and probing [367] for the power analysis to observe the internal state of the SUT during testing (cf. Section 2.7.5, p. 61 ff .). However, different challenges exist, especially for hardware instrumentation:

- Depending on the current state of each hardware component, the SUT may operate in the mA or $\mu \mathrm{A}$ range. A highly accurate measurement of such dynamics requires the use of different probes or advanced and expensive measuring devices.
- If a high level of granularity is required, each hardware component of the SUT has to be measured individually during execution which raises the need for multiple measuring devices while data has to be synchronized for the analysis.

To overcome this challenge, the complete SUT is considered as a single unit, accepting a loss of precision in the measurement. To still obtain the current state of each hardware component, simulation logs have to be generated and analyzed. Another topic to consider is the selection of proper MDD tools. While most of the MDD tools can simulate UML models, they lack support in analyzing NFPs, especially related to efficiency and performance attributes such as power and energy consumption [15]. Due to this, it is necessary to define a concept in which an external analysis tool can be coupled with the simulation environment of an MDD tool.

If the impact of the software application is taken into account early in MDD, e.g., by using simulation environments instead of source code execution, power-optimization measures are expected to be more significant and faster to implement (cf. Section 2.8, p. 65 ff .). Following the V-model development process used in MDD (cf. Figure 2.21, p. 59), MiL is the first method used as a quality gate to test and evaluate the software application model design. On the other hand, HiL, the latest in-the-loop testing paradigm, is used to identify issues with hardware components and hardware-software interactions. If NFRs are not fulfilled in HiL tests, especially if the problem is software-related (e.g., architecture, algorithms, or control of hardware components), all stages of the V-model have to be passed again before the evaluation can be repeated. To avoid an increased number of rework phases and higher costs to fix detected power-related issues [153, 361, 367], the evaluation of power- and energyrelated NFRs should already be a testing goal in early development phases, as discussed in the problem statement (cf. Section 1.2, p. 4 ff .). Approaches such as rapid prototyping can be used to overcome the additional development and planning effort of the V-model development process when considering power- and energy-related NFRs. Rapid prototyping comprises techniques for rapidly implementing software applications and embedded systems as models and prototypes for early and fast testing [298]. The software application, which can be executable code or a simulated model [59, 240, 305], is evaluated in a real-world environment or a close equivalent [59] by using a fully-functional embedded system as a testbed in the later field of application.

However, the related work does not address the integration of a physical embedded system for early non-functional testing. In [161], hardware-specific source code is executed directly on the MCU, which is part of later MDD phases. Besides the MCU, other components of the embedded system are not considered. A middleware for communication with virtual and physical embedded systems is used in [61, 365, 366]. However, the software application model is not able to directly interact with embedded system components, e.g., sensors and actuators, which are only integrated as data sources on a functional level. Co-simulation [39, 209, 346] focuses on coupling simulation environments and models executed on different hosts, e.g., as a possibility to integrate physical hardware platforms into XiL testing environments. Protocols such as the DCP [254] are used for interoperability between simulated models, but they are not suitable for resource-constrained embedded systems.

Source code level approaches (e.g., [161]) are performed later in MDD after model transformations, followed by hardware-specific manual adjustment, compiling, and flashing steps. In $[3,22,23,151,178]$, simulations are used as a virtual hardware representation of the MCUs to estimate power consumption. Other peripheral devices are not considered, which constitute a significant part of the system's power consumption [396, 429].

For an early estimation, e.g., when using MiL, related work has shown that no suitable approach exists to couple and integrate hardware behavior into the simulation environment so that the energy-related impact of software models can be estimated in early development phases of MDD. Finally, to the best of our knowledge, with discussed related work, software developers in MDD can hardly quantify the power-related impact of software application models. This also includes the detection of energy bugs located at the application level. To fill these gaps, this thesis provides novel concepts for a power consumption estimation in early development phases based on virtual and physical hardware without needing edit-cross-compile-flash-debug cycles [30, 393] for each test run. Furthermore, concepts for a low-level interaction between the software application model and the embedded system are presented. The analysis of the related work has pointed out the need to address energy-related aspects in software engineering. Considering design patterns for structuring software applications, no framework exists to document best practices focusing on energy and power properties. Additionally, there are still open questions for software applications in MDD regarding the system-wide modeling and evaluation of power- and energy-related properties in early development phases. The following chapters introduce solutions to address RQ1 to RQ4.

## Chapter 3

## Overview

This chapter provides an overview of the overall approach of this thesis and introduces fundamental concepts used in modeling and estimating the power consumption of software applications as carried out in this thesis. Section 3.1 introduces a workflow from a developer's perspective as an illustration of the synergy and combined use of the main contributions described in-depth in Chapter 4 (p. 89 ff.) and Chapter 5 (p. 115 ff .). Furthermore, concepts that provide fundamental definitions for various parts of the overall approach are presented. Section 3.2 presents the concept of scenarios, which describe a set of constraints, requirements, and properties of the system and environment that are valid during a test case execution. In Section 3.3, introduces energy bugs as a description of the non-functional misbehavior of a system. Scenarios and energy bugs are two closely related concepts. A violation of energyrelated NFRs defined within a given scenario may indicate the presence of energy bugs. Thus, a scenario describes the boundaries between normal behavior and misbehavior (energy bug) of the system and allows the power estimation process (cf. Chapter 5, p. 115 ff .) to decide whether a prediction is within or outside the acceptable range.

### 3.1 Developer Workflow

This section presents the developer workflow as an overview to demonstrate how the proposed concepts complement and interact with each other and to illustrate their application in different phases of the MDD process. The workflow is illustrated as a UML activity diagram in Figure 3.1 and consists of a set of roles, twelve actions and sub-actions, and six artifacts. To categorize activities based on responsibilities, three roles, namely requirements engineer, software engineer, and test engineer, have been defined and expressed as swimlanes. Note that these roles are more illustrative and not final in any sense.

The first action of the developer workflow shown in Figure 3.1 is performed during requirements analysis. In sub-action 1(a), functional and non-functional requirements and scenarios (cf. Section 3.2, p. 81 ff .) are defined. Scenarios describe a set of conditions and constraints to specify the actual environment in which the software application is evaluated. In addition, scenarios also specify configuration parameters and parameters for hardware components that are valid during the execution of test cases. NFRs are based on the formal description proposed in Section 3.3 (p. 84 ff .) to address RQ1. The result of action 1(a) is a list of scenarios and requirements (artifact A1). The test engineer may use the list to set up the test environment in later steps. It also defines the basis for detecting energy bugs of the SUT. In action 1(b),


Figure 3.1: Developer workflow describing the usage of the presented concepts (UML 2.5 activity diagram notation).
the requirements engineer creates a list of hardware components (artifact A2), e.g., MCUs and peripheral devices such as sensors and actuators. The hardware components may be selected to fulfill requirements or specifications from other divisions omitted in Figure 3.1, such as the hardware engineering or costing department.

The resulting artifacts A1 and A2 also serve as input for the software engineer who defines a functional UML model of the software application (artifact A3) in actions 2(a)-2(b). Addressing RQ2, energy-aware software design patterns introduced in Chapter 4 (p. 89 ff .) may be used during the initial design phase of the software application model in action 2(a) as structural and behavioral solutions to explicitly address energy-related aspects. However, applying energy-aware software design patterns from the design pattern catalog (cf. Section 4.4, p. 94 ff .) is an optional design choice that depends on the problem to be solved and the target system used. In parallel to the development of the software application model, hardware component models are defined in actions 3 to 4 . If no predefined hardware component models exist, they have to be created by the software engineer in action 3(a) and annotated with the Power Analysis Profile (PAP) in action 3(b) to apply a set of stereotypes to model energy-
related NFPs resulting in an energy model containing energy-, power-, and time-related aspects. The process of creating hardware component models and the definition and usage of the PAP are part of the power estimation design concept for MDD described in-depth in Chapter 5 (p. 115 ff .). The resulting hardware component models with the PAP-based energy model (artifact 4) in Figure 3.1 represent abstractions and proxies of hardware components that can interact with the software application model. Both hardware component models and the UML-based PAP are contributions of this thesis to answer RQ3 and are introduced in Sections 5.2 (p. 117 ff .) and 5.3 (p. 124 ff. ), respectively. If hardware component models already exist, for example, stored in a model repository of an MDD tool, they can be imported into the MDD project described as action 4. Note that the definition of a model repository, as shown in Figure 3.1, is only conceptual and outside the scope of the thesis. The model repository contains hardware models from existing projects or uses model transformations as mentioned in Section 2.5.2 (p. 40 f.) to derive hardware component models obtained by other approaches, e.g., as described in [127]. To achieve a system-wide view, the software application model (artifact A3) and hardware component models (artifact A4) are combined into a system model (artifact A5) as a result of action 5 . The system model facilitates the analysis process by combining software and hardware aspects of the system into a single representation based on UML. For the exchange of model information between the MDD tool and the analysis tool, a model-to-text transformation of hardware component models is performed in action 6. As an interchange format, the lightweight and JavaScript Object Notation (JSON)-based transformation format [338] specified in Section 6.1.1 (p. 140 ff .) is used.

In action 7, the test engineer uses the resulting hardware component model descriptions as an import for the analysis tool as the first steps of the evaluation process. As proof-ofwork to address RQ4, an exemplary analysis tool denoted as Unit for Central Control and Estimation ( $U C^{2} E$ ) has been developed in this thesis, which is introduced in Section 6.4 (p. 155 ff.). It parses hardware component model descriptions and extracts information necessary to derive energy models of each hardware component for the estimation process. In action 8, the list of scenarios and requirements (artifact A1) is used to further configure the $\mathrm{UC}^{2} \mathrm{E}$ tool, e.g., the test environment. Depending on the selected power analysis method (cf. Section 5.4, p. 135 ff.), the measuring device and the Model-Testbed (cf. Section 6.5, p. 161 ff.) have to be configured in action 9 before the simulation of the system model (artifact A5) is performed in action 10. As further contributions to address RQ4, extensions such as a HAL (cf. Section 6.3, p. 149 ff .) and protocols for data exchange (cf. Section 6.2, p. 145 ff. ) are developed for the simulation of system models (artifact A5) to achieve a power consumption estimation in early design phases. By this, an extensive tracing can be achieved, which enables an online and offline estimation by the $\mathrm{UC}^{2} \mathrm{E}$ tool. As a result of the simulation, energy traces (artifact A6) are obtained and used to evaluate NFRs and estimate the power consumption in action 11. The developer workflow is completed, if no power-related NFRs are violated. When violations exist, the software application model must be optimized by fixing detected energy bugs in action 12 . Similar to the development of the software application model in action 2(a) to 2(b), energy-aware design patterns may also be used by software engineers for adjustments during the re-design phases in action 12. Afterward, the simulation and analysis process may be repeated, starting from action 10 . Note that actions 5 to 6 may be executed automatically by the MDD tool, while extensive algorithms of the analysis tool may automate actions 9 and 11 .

Figure 3.2 illustrates the vision of the enhanced MDD process with applied developer workflow for the model-based design and development of software applications. Following the V-model shown in Figure 2.21 (p. 59), the MDD process can be divided into five distinct phases. It starts with the architecture phase of the software application on the left side of Figure 3.2, followed by a design, simulation, and integration phase until reaching the rollout and operational phase of the final product, e.g., an IoT sensor node, on the right side of Figure 3.2. The x -axis shows the time spent on development, which increases from the left to the right. The time and cost required to analyze and correct defects increases with each completed MDD phase. The y-axis shows the consideration of power-related aspects and the accuracy of the power consumption estimation as two mutually dependent parameters.


Figure 3.2: Vision of the enhanced MDD process with applied developer workflow.

By applying the developer workflow as depicted in Figure 3.1 (p. 78), power aspects may already be considered during the architecture and design phase. For example, energy-aware design patterns may be used in the architecture phase to define an energy-aware software application (cf. Chapter 4, p. 89 ff.). The software application model may be extended during the design phase with hardware component models (cf. Section 5.2, p. 117 ff ). Compared to traditional approaches that do not consider energy-related aspects in early development phases, a static analysis based on the integrated energy models of hardware component models may be performed to evaluate, e.g., NFRs. However, the most considerable improvement may be achieved when applying the power consumption estimation approach during the simulation phase. Based on the power analysis methods presented in Section 5.4, the software application model is executed within a simulation that enables the evaluation of NFRs and the detection of energy bugs (cf. Section 3.3, p. 84 ff .). The approach presented in this thesis not only increases the accuracy of power analysis in early development phases but may also save time and reduce costs by avoiding time-consuming and cost-intensive redesign loops due to the early detection of energy-related misbehavior and violations of NFRs. In traditional approaches, those aspects are typically evaluated during the integration phase of the software application and hardware platform (cf. Section 2.7.4, p. 57 ff .).

### 3.2 Scenarios

Embedded systems, such as IoT smart objects introduced in Section 2.2 (p. 21 ff .), are considered reactive. Unlike transformative systems, reactive systems are characterized by a non-terminating and event-driven behavior continuously reacting to external and internal events [155]. External events typically arise through interaction with the environment. The system accepts inputs from the environment, e.g., by using sensors, and changes the internal state in response to the input event. Defining the expected reactive behavior while executing test cases is crucial when testing embedded systems. For instance, when measuring the power consumption of the System Under Test (SUT) during test case execution, developers need to know the context, e.g., what kind of behavior caused the measured current draw. For this, an essential element in the specification of tests is the need for clear definitions of aspects that may affect the SUT during execution.

The behavior of a software application generally depends on the environment and context in which it is executed. As a result, the context directly or indirectly influences power demand and consumption, which is not sufficiently considered during testing. For an improved test specification, the concept of scenarios tries to address this problem by defining a set of conditions and constraints that apply for a time period $T$ under consideration. For example, some smoke or fire detectors are sensitive to the current ambient temperature, which affects their behavior and, thus, the expected power consumption. Poor network connectivity can result in multiple transmit or receive cycles increasing the power consumption of a wireless module.

In general, a scenario $S$ covers the following aspects for the evaluation of a SUT:

- Conditions and properties of the environment affecting the functional or non-functional behavior of the SUT.
- Initial values for parameters of the system or individual components with an influence on the power-related behavior. These parameters are either unaffected or cannot be addressed by the software application.
- Power and energy characteristics to specify the expected energy-related behavior and limits.

Considering the introduced aspects, a scenario $S$ may be expressed as a list of conditions, constraints, and requirements. From a test case perspective, a scenario requires specific parameters to be configured and constraints to be met, allowing them to be also interpreted as requirements for a given scenario. Since a requirement is typically described using a unique identifier, each group of requirements and properties can be expressed as a vector, resulting in Definition 3.1.
Definition 3.1 We define a scenario $S=\left\{\vec{R}_{g}, \vec{R}_{e}, \vec{R}_{p}, \vec{R}_{e n}\right\}$ as a list of requirements and conditions valid for the time period in which the scenario $S$ is active within a test case. The elements of a scenario $S$ are:

```
\(\vec{R}_{g}=\left(r_{g_{1}}, \ldots, r_{g_{n}}\right)\), as a vector of general requirements,
\(\vec{R}_{e}=\left(r_{e_{1}}, \ldots, r_{e_{n}}\right)\), as a vector of environmental requirements,
    \(\vec{R}_{p}=\left(r_{p_{1}}, \ldots, r_{p_{n}}\right)\), as a vector of (predefined) system- and component-specific properties,
\(\vec{R}_{e n}=\left(r_{e n_{1}}, \ldots, r_{e n_{n}}\right)\), as energy-related requirements (cf. Definition 3.2, p. 85).
```

The description of scenarios is not limited to a specific form of expression. The requirements diagram introduced in the SysML specification [279] is particularly suitable for describing and representing requirements in MDD. In SysML, requirements are expressed from a system perspective with stereotypes available for the description of behavior in terms of functional requirements («functionalRequirement»), physical constraints («physicalRequirement»), or performance-related requirements («performanceRequirement») [279]. However, the SysML specification lacks stereotypes to specify energy-related and environmental-related requirements and does not consider parameter definitions that may affect functional and nonfunctional behavior. The extension mechanism of UML has been used to design a set of new stereotypes for SysML, as shown in Figure 3.3. With the newly defined stereotypes


Figure 3.3: Stereotypes to describe requirements for scenarios (UML 2.5.1 profile diagram).
«environmentalRequirement»,«hardwarePropertyRequirement», and «electricalRequirement», the requirements of a scenario can be described and grouped logically. An excerpt of a scenario definition with different requirements utilizing the newly introduced stereotypes is pictured in Figure 3.4. For the exchange of scenarios between MDD tools, interchange formats such as the Requirements Interchange Format (ReqIF) [274] may be used.

In the exemplary scenario definition for a generic environmental sensor shown in Figure 3.4, the atmospheric pressure and ambient temperature, as environmental requirements, may vary between $1000-1005$ mbar and $12-35^{\circ} \mathrm{C}$ while the scenario is active during test case execution. As predefined hardware properties, the oversampling rate of the sensor is defined by the requirement ReqS1.2.1.2. Since such properties may affect the behavior of the environmental sensor, their specification is necessary for the power consumption estimation process. The requirements annotated with the «electricalRequirement» stereotype may be used to specify an energy-related NFR, as explained in Section 3.3 (p. 84 ff .). A single scenario $S_{t c}$ may be defined for the test case $t c$ if the defined requirements are considered constant. However, defining a list of scenarios for a single test case is also possible. Imagine a test case where the SUT should send a notification message whenever the ambient temperature reaches a threshold value of, e.g., $20^{\circ} \mathrm{C}$, for which two distinct scenarios may be defined. The first scenario may specify an ambient temperature below $20^{\circ} \mathrm{C}$, while for the second scenario, the requirement for the ambient temperature is set to a value equal to or greater than $20^{\circ} \mathrm{C}$ while


Figure 3.4: Excerpt of a scenario definition with applied scenario-specific stereotypes (SysML 1.6 requirement diagram notation).
leaving other requirements unchanged. Both scenarios may be defined as sub-scenarios for the overall scenario $S_{t c}$ of test case $t c$ with different thresholds for energy-related behavior. To specify the order of sub-scenarios for a test case execution with a time period $T$, a notation is introduced in Equation (3.1) to define a sequence of scenarios $S_{i}$ along with points in time $t_{i} \in T$ as their end of execution:

$$
S_{t c}=\left[\left\langle S_{0}, t_{0}\right\rangle,\left\langle S_{1}, t_{1}\right\rangle, \ldots,\left\langle S_{n-1}, t_{n-1}\right\rangle,\left\langle S_{n}, t_{n}\right\rangle\right](t) \begin{cases}S_{0} & 0 \leq t<t_{0}  \tag{3.1}\\ S_{1} & t_{0} \leq t<t_{1} \\ \vdots & \\ S_{n-1} & t_{n-2} \leq t<t_{n-1} \\ S_{n} & t_{n-1} \leq t \leq t_{n}\end{cases}
$$

It is also possible to define the scenarios of a test case as periodic, denoted as $\bar{S}_{t c}$, which can be written as:

$$
\begin{equation*}
\bar{S}_{t c}=\left[\left\langle S_{0},(i \cdot T)+t_{0}\right\rangle,\left\langle S_{1},(i \cdot T)+t_{1}\right\rangle, \ldots,\left\langle S_{n-1},(i \cdot T)+t_{n-1}\right\rangle,\left\langle S_{n},(i \cdot T)+t_{n}\right\rangle\right](t) \tag{3.2}
\end{equation*}
$$

where $i \geq 0$ defines the number of iterations in zero-based numbering. For instance, if $i=1$, each scenario is active for two time periods within a test case executed for a total execution time of $2 \cdot T$.

Scenarios may also be extended with probabilities to describe more realistic test cases, especially for the event-driven domain of embedded systems. A scenario with sub-scenarios containing probabilities is denoted as $\widehat{S}_{t c}$ and can be defined similarly to Equation (3.1), for
instance:

$$
\begin{equation*}
\widehat{S}_{t c}=\left[\left\langle S_{0}, P_{t_{0} S_{0}}, t_{1}\right\rangle,\left\langle S_{1}, P_{t_{1} S_{1}}, t_{2}\right\rangle,\left\langle S_{2}, P_{t_{2} S_{2}}, t_{3}\right\rangle,\left\langle S_{3}, P_{t_{3} S_{3}}, t_{4}\right\rangle,\left\langle S_{4}, P_{t_{3} S_{4}}, t_{5}\right\rangle\right](t) \tag{3.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{i=0}^{n} P_{t_{m} S_{i}}=1, \text { for each } t \in T \tag{3.4}
\end{equation*}
$$

Equation (3.4) describes the probability of $S_{i}$ being active at a specific time $t_{m}$. In Equations (3.1) to (3.2), scenarios are executed sequentially. By introducing probabilities, one of several possible scenarios $S_{n} \in \widehat{S}_{t c}$ will be active at a given time $t \in T$. Therefore, the tuple definition is extended with an additional parameter to define the probability of a scenario being executed at a specific point in time. For instance, one may consider the last two scenarios of $\widehat{S}_{t c}$ in Equation (3.3), namely $\left\langle S_{3}, P_{t_{3} S_{3}}, t_{4}\right\rangle$ and $\left\langle S_{4}, P_{t_{3} S_{4}}, t_{5}\right\rangle$. Both have a probability of being active at $t_{3}$ which defines the point in time where the execution of $S_{2}$ ends. If $S_{3}$ is selected, the scenario will be active from $t_{3}$ to $t_{4}$. Otherwise, $S_{4}$ will be active from $t_{3}$ to $t_{5}$. Developers may also be able to graphically model scenarios of a test case, e.g., as defined in Equation (3.3), using UML state machine diagrams (cf. Appendix A.3, p. 266 ff.). With such a model-based representation, scenarios are suitable to be used in MBT.

### 3.3 Energy Bugs

To describe the behavior of a SUT consuming more energy than required to fulfill the intended task, the term energy bug has been introduced as an umbrella term to describe a broad range of bugs associated with energy consumption. Ideally, energy bugs should be addressed in early development stages, for instance, during the software architecture or component design phase, as illustrated by the V-model in Figure 2.21 (p. 59) and discussed in Section 2.9 (p. 72 ff .), using accurate simulations. By this, time and resources, e.g., financial and human resources, can be saved compared to an evaluation of non-functional aspects later in the development cycle resulting in multiple re-design phases. As previously stated in Section 2.3.3 (p. 30 ff .) and Section 2.8 (p. 65 ff .), researchers have published numerous works to analyze energy consumption (cf. Figure 2.24, p. 66) and to detect and describe energy bugs. Since energy bugs in previous work mainly refer to the effects, but neither a clear definition nor specific sources of energy bugs have been provided, a revision of the energy bug definition is required.

An initial version of the definition and classification of energy bugs has been published in [341] and revised in this thesis due to new findings. The section provides definitions for the terms energy bug and energy-aware systems in Section 3.3.1, as well as a classification scheme in Section 3.3.2. Moreover, a basic example to illustrate the relationship between energy bugs, scenarios (cf. Section 3.2, p. 81 ff .), and NFRs (cf. Section 2.3, p. 27 ff .) is presented in Section 3.3.3.

### 3.3.1 Energy Misbehavior

In the context of this thesis, the term energy bug refers to an unintended behavior of an embedded system causing a higher power consumption, which is unnecessary to provide the current functionality. Generally, energy bugs refer to the behavior of a SUT, defined as a hardware platform with a finite set of $n$ independent hardware components $C$, so that:

$$
S U T=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\}
$$

Each hardware component $C_{i}$ has its own energy-related behavior. The power level of the SUT at a specific time is defined by the active state of each hardware component $C_{i} \in S U T$. When considering Equations (2.1) and (2.7) of Section 2.1.1 (p. 17 ff.$)$, the electric power consumption $P_{C_{i}}$ for a specific time $t \in T$ and the energy consumption $E_{C_{i}}$ for a time period $T$ of a hardware component $C_{i}$ can be expressed as:

$$
\begin{align*}
P_{C_{i}}(t) & =U_{C_{i}}(t) \cdot I_{C_{i}}(t)  \tag{3.5}\\
E_{C_{i}}(T) & =\int_{t=0}^{T} P_{C_{i}}(t) d t \tag{3.6}
\end{align*}
$$

Note that the definition of the SUT depends on the test case and may consist of the complete system or a set of hardware components required for the test case execution, e.g., an MCU, a set of sensors, or a radio module. Considering previous calculations, the electric power $P$ and energy $E$ of a system consisting of $n$ hardware components may be defined as:

$$
\begin{align*}
P_{S}(t) & =\sum_{i=1}^{n} P_{C_{i}}(t)  \tag{3.7}\\
E_{S}(T) & =\int_{t=0}^{T} P_{S}(t) d t=\int_{t=0}^{T}\left(\sum_{i=1}^{n} P_{C_{i}}(t)\right) \tag{3.8}
\end{align*}
$$

A new definition of energy bugs is introduced to address RQ1, incorporating previous considerations presented in Section 2.3 .3 (p. 30 f.) and considering new aspects. A tuple of two parameters $\left\langle E_{q u}, I_{d m a x}\right\rangle$ is specified to describe the energy-realted behavior of a SUT. The energy quota $E_{q u}$ describes the energy available for a period $T$. The second parameter $I_{d m a x}$ specifies the maximum current demand for a point in time $t \in T$. An energy bug infringes at least one of the two conditions and, thus, describes a deviation from a previously defined NFR. If no NFRs are violated, the SUT can be considered energy bug-free.

Definition 3.2 We define a SUT (or a subset of components $C_{i}$ ) to be energy bug-free if the conditions in Equations (3.9) to (3.10), as part of a single NFR or scenario S, are satisfied:

$$
\begin{align*}
E_{S}(T) & \leq E_{q u}  \tag{3.9}\\
\max \left(I_{S}(t)\right) & \leq I_{d \max } \tag{3.10}
\end{align*}
$$

When an energy bug occurs during test case execution, at least one of the rules presented in Definition 3.2 is violated. The definition of energy bugs is not limited to specific elements, can be phrased on multiple levels, and can be hardware and software related. Hardware-related definitions may be defined for the complete system or the behavior of single components. On the other hand, software-related definitions may refer to single functions of the software application or a program flow, e.g., expressed as a UML sequence diagram [275].

In addition, non-functional misbehavior of a SUT and unused energy-saving opportunities have to be considered. For this, the notion of an energy-aware or energy-efficient SUT is introduced, which relates to the parameters for defining energy bugs in Definition 3.2.

Definition 3.3 We define a SUT as energy-aware or energy-efficient if we apply a set of measures that minimize $E_{S}(t)$ and/or $\max \left(I_{S}(t)\right)$.

In general, the measures are not subject to any restrictions as long as they positively affect one or both parameters. It is important to note that they should not negatively impact the system's
functional behavior but may still influence other NFRs such as security, real-time behavior, and response times as a side effect. Examples of measures are energy-aware software design patterns as part of the design pattern catalog introduced in Chapter 4 (p. 89 ff .). The provided framework to describe energy-aware software design patterns aims to minimize the parameters mentioned in Definition 3.3 by adapting the architecture and behavior of software applications. Other measures not related to design patterns may include compiler optimizations, which are not in the scope of this thesis.

### 3.3.2 Classification

As elaborated in a previous publication [341], energy bugs can arise from various sources. The first distinction can be made between hardware-related and software-related energy bugs. With subcategories for both sources to aggregate groups of energy bugs with similar causes, the following classification is introduced:

- Hardware-related Energy Bugs
- Type A: An incorrect hardware design or a faulty component leading to unexpected power consumption during runtime.
- Type B: Unknown or unconsidered consumers, primarily hardware components, leading to unexpected power demand.
- Software-related Energy Bugs
- Type C: Flaws in the software design, inappropriate design patterns, or incorrect hardware usage causing increased power consumption.
- Type D: Software preventing hardware components (e.g., MCUs, peripheral devices) from entering low-power modes, increasing the system's power consumption.

The presented classification provides a more general categorization of energy bugs in the embedded systems domain, which goes beyond the scope of mobile devices described in Section 2.3.3 (p. 30 ff .). The presented approach introduced in Chapter 5 (p. 115 ff .) is able to detect both sources of energy bugs, as the case study in Chapter 7 (p. 175 ff .) demonstrates.

The energy bug types $A$ and $B$ are located on the hardware layer of the SUT. Type $A$ energy bugs may be caused by the hardware layout and become visible when environmental conditions change. An example of Type $B$ energy bugs may be additional Light-emitting Diodes (LEDs) in the layout to indicate the system's status, leading to unexpected power demand. Such components can easily be overlooked when predicting the energy consumption of a SUT. Troubleshooting may require extensive hardware analysis using additional equipment such as multimeters, oscilloscopes, or logic analyzers. In the worst case, it may be necessary to replace faulty hardware components or redesign the underlying hardware layout.

Type $C$ and $D$ energy bugs are related to the software layer of the embedded system. Type $C$ energy bugs may arise from software design flaws, unsuitable design patterns, a faulty or unoptimized configuration, and unnecessary hardware-software interactions. Furthermore, an incorrect or non-optimized utilization strategy of system resources, e.g., peripheral devices, can lead to a higher power consumption and Type $C$ energy bugs [335]. For instance, peripheral devices can be locked into a higher power mode if they are enabled for a specific part of the software workflow and not disabled after the workflow has been finished. Furthermore, they
often have a fixed energy offset called the energy tail $[32,34]$ whenever certain operations are executed. If these operations are executed at a high frequency, the offset significantly affects the overall consumption of the system. In addition, unnecessarily high sampling rates for sensors may lead to avoidable extra power consumption. On a lower level, flaws in the software design, e.g., blocking method calls, may prevent peripheral devices or the complete system from entering a lower power state. Additionally, unoptimized source code (e.g., avoidable wait cycles) may lead to more extended execution times while keeping the MCU busy or active for a longer time frame. Programming errors such as unreachable code sections may prevent hardware accesses (e.g., configuration or power state changes) from being executed. Moreover, the inaccurate use of Application Programming Interfaces (APIs) and drivers (e.g., due to inexperienced software developers or exotic hardware components) affects the power consumption of a peripheral device.

In contrast, Type $D$ energy bugs are related to the influence of software applications on the power state of peripheral devices. Hardware components of an embedded system realize different low-power modes, also known as sleep modes, that may be active if the component is not in use. Unintentional accesses can prevent these components from switching into sleep mode (no-sleep bug [295]). They may also be bound to a part of the software application too early, too long, or both, causing them to operate at high power consumption for longer than necessary. An example of such an energy bug is described in [391], where the bootloader of the MCU, as part of its default behavior, generates debug messages on the UART interface as soon as the MCU is switched from an active into a low-power mode. Imagine a device already powered down by the software application. Messages on a communication bus, e.g., UART, may be interpreted falsely as a wake-up signal so that the peripheral device sets itself into a higher power mode, e.g., idle, without notifying the software layer. Because hardware components are not operating in their expected power mode, the power consumption of the system deviates from the expected level.

### 3.3.3 Example

This section provides a basic example for the appliance of the tuple definitions (cf. Definition 3.2 , p. 85) to demonstrate the relation between scenarios, requirements, and energy bugs. This example refers to the IoT sensor node example presented in [341] and used for the case study as part of the Evaluation in Chapter 7 (p. 175 ff .). However, a detailed understanding of the case study is not necessary at this point. Imagine an IoT sensor node as SUT, which uses LPWAN as a wireless communication technology to transfer measurement values to a server. The behavior of the SUT can be divided into different phases, while a scenario can be defined for each of these phases if the entire behavior is evaluated within a test case, for instance:

$$
\begin{equation*}
S_{t c}=\left[\left\langle S_{\text {measure }}, t_{\text {measure }}\right\rangle,\left\langle S_{\text {transmit }}, t_{\text {transmit }}\right\rangle,\left\langle S_{\text {sleep }}, t_{\text {sleep }}\right\rangle\right] \tag{3.11}
\end{equation*}
$$

Exemplary for the scenario $S_{\text {transmit }}$, the LPWAN module might be the most critical component to be considered. A requirement engineer may specify the following two NFRs to define limits considering the energy consumption and the peak demand during a single transmission to avoid excessive load on the energy source.

The total energy of the LPWAN module during a single transmission shall not exceed $42.2 \cdot 10^{-3} \mathrm{~J}$.

The LPWAN module shall not consume more than $64 m A$ when transmitting messages.

For the evaluation, further requirements according to Definition 3.1 (p. 81) have to be specified, e.g., of the environment and properties of the LPWAN module. Figure 3.5 shows an excerpt of the defined scenario $S_{\text {transmit }}$ as SysML 1.6 requirement diagram. The scenario not only


Figure 3.5: Requirements for a LPWAN module of an exemplary scenario (SysML 1.6 requirement diagram notation).
specifies the expected energy-related behavior of the SUT but also addresses aspects of the environment and the intended configuration of the LPWAN module as strong influencing factors on the non-functional behavior. Due to the definition requirements ReqS1.4 and ReqS1.5 in Figure 3.5, the energy consumption for a single transmission as the upper threshold and the maximum electric current consumption during the transmission can be considered. Both aspects are affected by the size of the data to be sent and the currently active configuration of the LPWAN module. An energy bug exists if at least one of the two introduced NFRs is violated. The limits of an energy bug-free system for the scenario $S_{\text {transmit }}$ can be defined as $\langle(42.24, m J),(64, m A)\rangle$. In addition, the energy quota $E_{q u}$ and the maximum current demand $I_{d \text { max }}$ may be used to express and quantify energy bugs themselves.

This chapter introduced the closely related concepts of scenarios as a structured collection of NFRs and energy bugs as violations of energy-related requirements. Both are expressed as a tuple with the energy quota and the maximum current demand. These two concepts form the basis for the energy-aware software design patterns in Chapter 4 (p. 89 ff .) and the modeling and estimation of power consumption in Chapter 5 (p. 115 ff .).

## Chapter 4

## Software Design Pattern Framework

This section provides a framework to derive and describe best practices for the design of energy-aware systems (cf. Definition 3.3, p. 85). Energy-aware design patterns may be used to initially design or optimize software applications after executing test cases and evaluating energy- and power-related NFRs. While the description of design patterns as a process must be completed in advance, their application is part of actions $2(\mathrm{a})$ and 12 in the proposed developer workflow shown in Figure 3.1 (p. 78). The following sections provide a set of contributions to overcome RQ2 for the design of energy-aware systems. Section 4.1 outlines the intended goal of the developed software design pattern framework. In Section 4.2, the process of identifying design patterns is briefly summarizes, while in Section 4.3, a novel template for the uniform description of software design patterns is presented. A first catalog of energy-aware software design patterns is introduced in Section 4.4.

Initial versions of the framework and the design pattern catalog have been published in [337] and revised and extended in follow-up work [338]. Selected novel energy-aware design patterns of the design pattern catalog have been published separately in [392].

### 4.1 Introduction

Software design patterns generally describe generic and programming language-independent "generalized solution[s] to a commonly occurring problem." [99]. In Section 2.4.1 (p. 32 ff .), different approaches for a systematic and abstract description of such software design patterns have been discussed. The main drawback of design pattern templates presented in Section 2.4.1 (p. 32 ff .) and scientific research mentioned in Section 2.4 .2 (p. 34 ff .) is the lack of including the impact and side effects on power- and energy-related NFPs as the subject of NFRs in the description of software design patterns. Additionally, metrics to estimate the impact of a design pattern on NFRs, e.g., related to power and energy, when applied to a software application, are not part of the proposed templates.

This chapter provides a novel solution to describe energy-aware software design patterns, explicitly addressing energy-related aspects of the software application while interacting with hardware resources. The proposed framework is intended to provide the following elements:

- A uniform template to describe the key elements of energy-aware design patterns regardless of programming languages and peripheral devices.
- A section to describe the impact on power and energy using a set of quantifiable values (metrics). By this, the gap between the hardware and software layers can be addressed, and the cause-effect relationship between software and hardware can be considered.
- A uniform graphical description of the behavior resulting from applying a design pattern w.r.t. power consumption and time behavior aspects.

The design pattern framework provides a template to describe reoccurring solutions for the design of software applications in an abstract manner which may help developers to understand the problem area more in-depth and provide a kind of guideline for the development phase. Moreover, with the proposed metrics, a direct comparison between different design patterns becomes possible, which supports developers in selecting the most appropriate design pattern without the need to implement and evaluate each design pattern beforehand. Due to different characteristics, it should be noted that not every design pattern is suitable for every type of hardware. Additionally, there might exist tradeoffs between functional and non-functional requirements associated with the use of design patterns. Optimizing the software application in terms of power consumption, for example, may have a negative impact on the time behavior, which developers must carefully monitor [291].

Before the adapted design pattern template and the design pattern catalog are introduced in Sections 4.3-4.4, the process for identifying energy-aware design patterns is briefly described in Section 4.2.

### 4.2 Design Pattern Identification Process

This section describes the method and sources used to discover energy-aware design patterns provided by the design pattern catalog in Section 4.4 (p. 94 ff ). Identifying design patterns and adding them to a catalog is often referred to as pattern mining [98, 99]. The process is naturally associated with discovering new design patterns rather than their invention [124], mainly because one has to notice that the solution covered by the design pattern in some context is similar to a solution in another context. However, there is no uniform process for the creation of design patterns. Instead, several guidelines for writing design patterns exist [248, 414]. An approach similar to the one described in this section has been presented in [120] as an iterative process containing the three phases of pattern identification, pattern authoring, and pattern application with multiple sub-activities for each phase.

For the pattern identification process carried out in this thesis, the research for energyaware design patterns has not been limited to specific domains such as automotive or IoT. The following sources have been elaborated and considered as part of the identification process:

- Literature to identify existing software design patterns, which may also impact powerand energy-related NFPs.
- Technical documentation and datasheets published by manufacturers for their product lines intended for embedded system developers.
- Whitepapers of manufacturers dealing with the ideal use of their products, e.g., sensors and actuators, or explain technologies and domains in which their products are intended to be used.
- Scientific publications with a focus on software design patterns and embedded systems.
- Own experience based on findings from lectures, seminars, and research projects, e.g., [286], carried out in cooperation with small and medium-sized enterprises.

If a problem solution described in at least one of the above sources has been identified as essential and generalizable (pattern identification), the solution approach has been transformed into a new energy-aware design pattern (pattern authoring) using the proposed design pattern template presented in Section 4.3 (p. 91 ff.). Afterward, the energy-aware design pattern was added to the catalog presented in Section 4.4 (p. 94 ff .).

Most energy-aware design patterns of the design pattern catalog have gone through the first two phases since they are based on existing principles whose effectiveness has already been proven. However, newly discovered energy-aware design patterns based on own research, e.g., as published in [392], have also gone through the pattern application phase [120] to validate the described solutions.

### 4.3 Adapted Design Pattern Template

This section introduces the novel design pattern template for energy-aware software design patterns. The notation of the pattern template is based on work and concepts presented in Section 2.4 (p. 32 ff.). However, it has been modified to consider energy and timing aspects. The template also provides a set of metrics to quantify the impact of the design pattern and a new graphical representation to illustrate the behavior in an abstract form. An overview of the design pattern template is shown in Figure 4.1. The structure is divided into three main elements: General Information, Description, and Impact on Non-functional Requirements.


Figure 4.1: Energy-aware design pattern template structure.

Sections of the first two elements provide general information and an in-depth description of the energy-aware software design pattern similar to well-known design pattern templates as classical representations discussed in Section 2.4 (p. 32 ff .). However, none of the discussed design pattern templates considered the impact and side effects on NFPs related to power and energy consumption which are highly important for restricted or battery-powered systems. Since NFRs specify criteria based on NFPs and thus form the basis for evaluation, they should be considered in the high-level description of design patterns. Due to this, the new element Impact on Non-functional Requirements is introduced and provides sections describing the
impact and side effects on NFRs related to power, energy, and execution time. The remainder of this section explains the design pattern template with its elements and sections.

## General Information

As part of the classical representation of design patterns, this element has been derived from $[67,131]$ and describes the meta-information of a design pattern by providing the following sections:

- Pattern Name: A name as a unique reference for the described design pattern.
- Other Names: Synonyms and well-known names for the design pattern, e.g., from other disciplines or domains.
- Strategy: A brief description of the basic strategic principles provided by the design pattern to address NFPs, e.g., power consumption. Developers may use this section for a broad filtering and selection process. A more in-depth description of the design pattern solution is provided in the Description section.
- Related Patterns: Names of other design patterns realizing the same or a closely related concept or solving related problems. Design patterns mentioned as related patterns may be combined with the described pattern. In addition, applying the described design pattern may result in the exclusion of other design patterns mentioned in this section. Therefore, this section provides the basis for an energy-aware design pattern language [10].
- Known Uses: Examples of existing solutions successfully using this design pattern, e.g., in other domains or disciplines such as electrical engineering.


## Description

This element covers the basic definitions of the design pattern concept and the general conditions for effective use. The structure is derived from [21, 67, 131] and contains the following sections:

- Abstract: A short description of the pattern to provide a first overview.
- Context: Description of the situation where this pattern may be applied.
- Preconditions: Conditions including requirements and properties of the underlying hardware architecture, which must be fulfilled to apply the pattern successfully.
- Problem: Description of the problem addressed by this design pattern expressed as a question.
- Realization: Description of the implementation details. Depending on the pattern type, e.g., structural or behavioral design patterns, the level of detail in this section may vary. Typically, a textual description is provided. Due to diagram-based modeling languages such as UML (cf. Appendix A.3, p. 266 ff .), graphical representations can be added to the description. For structural energy-aware design patterns, structure, class, and object diagrams may extend the textual description. In contrast, state, timing, activity, or sequence diagrams may be added for behavioral patterns. SysML diagrams, such as the SysML block definition diagram, are also suitable for less detailed visualizations.


## Impact on Non-functional Requirements

This novel element provides the following sections to describe the impact on NFRs related to electric energy and execution time:

- Electric Energy: This section is divided into two specializations with different sets of goals and metrics. Considering energy-aware systems (cf. Definitions 3.2-3.3, p. 85), energy-aware design patterns may address either the energy consumption or the maximum current demand. Additionally, each energy-aware design pattern description is extended with a standardized graphical representation to outline the energy-related and computational behavior of the defined design pattern. Figure 4.2 shows a variant of the graphical representation to illustrate the effects on energy consumption referred to as the power-timing diagram, first published by the author in [337]. In general, the graphical representation serves two purposes: On one hand, it visualizes the effects of design patterns uniformly. On the other hand, it helps to improve the understanding of each design pattern and thus eases the selection of suitable solutions. The basic structure of the power-timing diagram, as shown in Figure 4.2, consists of a two-part representation. The $y$-axis in the upper part of the diagram shows different power levels at which the system or a single hardware component may operate. The y-axis in the lower part of the diagram defines the computational power levels of the system or a single hardware component. Both parts of the diagram share the same x -axis representing the execution time $t$ to illustrate the behavior over time. A black dashed line characterizes the behavior without applying the described design pattern. The red line shows the adapted behavior resulting from the energy-aware design pattern. Moreover, for the power level in the upper part of the power-time diagram (cf. Figure 4.2), the impact of the energy-aware design pattern is highlighted by green-filled areas if additional energy is required and by blue-filled areas to indicate potential energy savings. The graphical comparison of the


Figure 4.2: Power-timing diagram as a variation of the developed graphical representation, adapted from [337].
behavior with and without applied design patterns visualizes the properties, which are used by the metrics. This section is split into two subsections, as follows:

- Energy Consumption: For this section, a set of metrics consisting of the energy balance $E B_{P}$ and the efficiency factor $\eta_{P}$ have been specified to describe the impact of design patterns on energy consumption uniformly. $E B_{P}$ defines a balance equation to indicate possible energy savings, where a higher value of $E B_{P}$ suggests more significant savings. $\eta_{P}$ is derived from $E B_{P}$ and describes an effort-saving ratio as a dimensionless factor ranging between 0 and 1 . In this context, $\eta_{P}$ enables a quantitative evaluation of the efficiency for possible energy savings resulting from applying an energy-aware design pattern. If $\eta_{P}=1$, an energy-aware software design pattern saves energy without additional effort, whereas $\eta_{P}=0$ means a design pattern is ineffective and does not save energy. Values within $] 0,1[$ describe a tradeoff between additional energy overhead and energy savings.
- Current Demand: The effect of design patterns on the maximum current demand is expressed by the metric $\eta_{C}$. In general, $\eta_{C}$ defines a cut-off factor expressed in percent, describing how much the current demand can be reduced. A value of 0 implies no improvement, while values for $\eta_{C} \geq 0.5$ can be considered a very effective improvement by the energy-aware design pattern. Note that the exemplary graphical representation in Figure 4.2 can also be applied to design patterns addressing the current demand. Such a representation is referred to as a current-timing diagram. It differs from a power-timing diagram only in the upper part, which describes the behavior related to current levels instead of power levels. However, since energyaware design patterns referring to the current demand have other properties and metrics, the upper part might have a different structure.
- Execution Time / Latency: Describes the impact of the energy-aware design pattern on the execution time. This section also covers additional overhead and latencies due to the applied design pattern, e.g., by using worst, average, and best-case scenarios.
- Consequences: Describes tradeoffs when a design pattern is applied since optimizing one requirement may affect other requirements. In most of the pattern templates introduced in Section 2.4 .1 (p. 32 ff .), this section deals with consequences related to development costs, portability, and modifiability. Design patterns addressing energy-related problems may have interrelations with other functional or non-functional properties [291]. Consequently, this section also contains a description of any disadvantages, drawbacks, and side effects introduced by the energy-aware design pattern, as well as changed or additional hardware requirements. This may lead to adaptations, which developers must address.


### 4.4 Energy-aware Design Pattern Catalog

This section provides the first catalog of energy-aware design patterns as a contribution to address RQ2. The lack of a catalog for design patterns targeting energy efficiency has also be identified by Bass et al. (2021) [38]. Energy-aware design patterns in this section are specified using the adapted design pattern template introduced in Section 4.3. The pattern catalog contains a total of six energy-aware design patterns with five design patterns based
on existing, well-known, and proven principles and one novel design pattern originating from own research published in [337, 392]. If not already done, the energy-aware design patterns presented were identified through the design pattern identification process and described using the new design pattern template proposed in Section 4.3 (p. 91 ff .). Their general validity is described by the corresponding definitions and equations. The examples are given for the sake of understandability and do not restrict design patterns in their use. Numerical values for the examples are assumed or taken from further literature. However, this section focuses on the fundamental and uniform consideration of best practices from an energy perspective as well as evaluation and efficiency measures. Energy-aware design patterns may be organized according to their main category, as shown in Table 4.1.

| Design Pattern | Classification | Category |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | Utilization | Res Mgmt. | Concurrency |
| Energy-aware Sampling | behavioral | $\checkmark$ |  |  |
| Event-based Computing | behavioral | $\checkmark$ |  |  |
| Power Monitor | behavioral |  | $\checkmark$ |  |
| Direct Memory Access Delegation | behavioral | $\checkmark$ |  | $\checkmark$ |
| Mirroring | behavioral |  |  | $\checkmark$ |
| Race-To-Sleep | behavioral | $\checkmark$ |  |  |

Table 4.1: Classification and Categorization of six energy-aware design patterns.

According to Table 4.1, most of the energy-aware design patterns address the control and utilization of individual hardware components during runtime (Utilization). Two of the design patterns deal with concurrency aspects to improve the energy efficiency of the embedded system, while only the Power Monitor design pattern focuses on resource management (Res. Mgmt.) of peripheral devices such as sensors and actuators. Although the introduced design pattern template is able to specify energy-related aspects of a software application from different perspectives, energy-aware design patterns presented in this section focus exclusively on energy consumption. However, future work may expand the design pattern catalog with design pattern descriptions focusing on electric current demand.

Each of the following energy-aware design pattern descriptions contains a uniform powertiming diagram as a graphical representation of the behavior related to power consumption, computational power, and execution time, as introduced in the previous Section 4.3 (p. 91 ff .). Based on the characteristics illustrated by the power-timing diagram, the impact of design patterns is described with the proposed metrics $E B_{P}$ and $\eta_{P}$.

### 4.4.1 Energy-aware Sampling (EAS)

This section describes the Energy-aware Sampling (EAS) design pattern.

## General Information

Other Names: Adaptive Sampling as used in literature, e.g., in [356].
Strategy: A (unnecessary) high sampling rate increases the power consumption of a hardware component due to a longer active period. EAS influences the time a peripheral device is operating in an active state. By lowering the sampling rate, a peripheral device can be inactive
for a longer period of time, and the CPU can enter a lower power state. This pattern may also be applied on CPUs to switch periodically between active and low-power states.

Related Patterns: Cost-Aware Sampling and Quality of Service Based Sampling as two specializations of the generic EAS pattern are described in [253]. The first pattern adjusts the sampling rate according to the sampling cost based on power consumption, memory size, and communication bandwidth, while the second pattern affects the sampling rate based on the transmission network performance.

Known Uses: A dynamically adapting sampling frequency is used in [356] to save approximately $31 \%$ of the system's battery energy during a three months continuous water quality monitoring period.

## Description

Abstract: The sampling rate has a strong impact on the energy consumption of the system [388]. The main strategy of EAS is to adjust the sampling rate of peripheral devices in an energyaware. This is achieved by selecting a sampling rate that fits the relevant frequencies to extract all the necessary information.

Context: EAS is highly suitable for periodic systems with constant sampling rates. It may be used for peripheral devices in situations where signal characteristics are known and algorithms for data processing can handle varying sampling rates. For CPUs, EAS can be applied when the execution of the software application contains a high percentage of idling time.

Preconditions: Peripheral devices addressed by this pattern must have the capability to adjust the sampling rate. In addition, the characteristics of the signal must be well known. When used in combination with a CPU, power state changes at runtime must be supported.

Problem: How can the energy consumption of a system be optimized by adjusting the sampling rate of a peripheral device or by reducing the period of the active state of a CPU?

Realization: A static adjustment of the sampling rate for peripheral devices can be achieved during the startup process of the software application. If the adjustment is supposed to vary during runtime, further software components, e.g., algorithms or data transmissions, need to be considered. If EAS is used for peripheral devices such as sensors, the lowest sample frequency $f_{\text {sample }}$ should be $f_{\text {sample }}>2 \cdot f_{\max }$, with $f_{\max }$ as the maximum frequency of the signal, to extract all the necessary information, also known as the Nyquist-Shannon sampling theorem [211]. To adjust the active time of CPUs, parts of the software application containing idling times need to be identified. For those parts, the CPU can be set to a lower power state. In general, EAS has a minimal impact on the software application and can be implemented rapidly. In the case of a static adjustment, this ideally takes place at the initializing phase of the software application. If the sampling interval varies dynamically at runtime, further software components may need to be adapted.

## Impact on Non-functional Requirements

Figure 4.3 shows the power-timing diagram for EAS applied to lower the energy consumption of a CPU without considering peripheral devices and sensors.


Figure 4.3: Power-timing diagram for the EAS design pattern (published in [337]).

Energy Consumption: The power states $P_{i}$ are defined in the upper part of Figure 4.3, with the sleep mode as $P_{0}$ and the normal mode as $P_{1}$. The lower part represents the computational power $C P$, where $C P_{1}$ describes the computational power in normal mode. The power (duty) cycle $D$ is defined as:

$$
\begin{equation*}
D=\frac{c}{T} \tag{4.1}
\end{equation*}
$$

with the duration $c$ as the duration, the CPU operates in normal (active) mode and $T$ as the period consisting of a sleep phase and an active phase defined as:

$$
\begin{align*}
c & =t_{3}-t_{1}  \tag{4.2}\\
T & =t_{3}-t_{0} \tag{4.3}
\end{align*}
$$

When EAS is applied, a new period $T^{\prime}>T$ is defined, leading to a new relaxed power cycle $D^{\prime}$, defined as:

$$
\begin{align*}
D^{\prime} & =\frac{c}{T^{\prime}}  \tag{4.4}\\
T^{\prime} & =t_{4}-t_{0} \tag{4.5}
\end{align*}
$$

Note that the duration $c$ in Equation (4.1) is unchanged while the new period $T^{\prime}$ is increased and thereby extends the time the CPU operates at $P_{0} . E B_{P}$, as defined in Equation (4.6), can be calculated using Equations (4.1) to (4.5) and $\Delta P_{10}=P_{1}-P_{0}$. When taking other
peripheral devices into account, Equation (4.6) needs to be extended.

$$
\begin{align*}
E B_{P} & =E_{\text {normal }}-E_{\text {relaxed }} \\
& =\left(D \cdot \Delta P_{10}\right)-\left(D^{\prime} \cdot \Delta P_{10}\right)  \tag{4.6}\\
& =\Delta P_{10}\left(D-D^{\prime}\right)
\end{align*}
$$

The relationship between relaxing the duty cycle and energy savings is linear. Since additional power or computational power effort is not required, the efficiency factor can be defined as $\eta_{P}=1$.

Execution Time / Latency: When adapting the duty cycle, the execution time of a software application may be affected. For example, periodic latencies where the system waits until measured values of a sensor are obtained may be reduced since the sensor is used less often during the same time period.

Consequences: When using EAS to adjust the reading of a sensor, the number of total data points decreases. EAS may also have an impact on the accuracy of the sampled signal due to the reduced sampling rate. Reducing the sampling rate of peripheral hardness or the active phase of a CPU may increase response times.

### 4.4.2 Event-based Computing (EBC)

This section describes the Event-based Computing (EBC) design pattern.

## General Information

Other Names: None known.
Strategy: CPUs can achieve low energy consumption by minimizing the time spent in active mode and maximizing the time operating in low-power mode. EBC reduces the active time of CPUs by using interrupts instead of polling loops. The CPU, which would otherwise only be active to execute polling loops with subsequent data processing, can be set into a low-power mode for the time between interrupts.

Related Patterns: A similar approach referred to as Event-Triggered Sampling is presented in [253], where events are used to reduce the communication between devices by avoiding the transmission of redundant data and, thus, reducing the number of transmitted messages.

Known Uses: In event-based development, internal and external interrupts can be used to trigger specific functions of the software application causing spontaneous behavioral changes. Peripheral devices like ADCs and external devices, such as the NXP CLRC663 plus NFC frontend [268], use interrupts to signal the host processor when thresholds are reached or changes are detected.

## Description

Abstract: The EBC design pattern optimizes the power consumption of a CPU by replacing polling loops in the software application with interrupt implementations. Interrupts may be
used by internal and external peripheral devices to indicate state changes directly. They serve as triggers for events and cause a spontaneous change in the state of a software application. By this, peripheral devices may operate independently of the CPU and, for example, use interrupts to signal the presence of new data.

Context: This pattern can be applied to software applications that need to respond to spontaneous events caused by peripheral devices. EBC is also suitable for time-critical systems.

Preconditions: This pattern requires peripheral devices with interrupt support and built-in trigger functionalities, e.g., ADCs combined with comparators or external peripheral devices with built-in interrupt support.

Problem: How can a system process discrete events but remain in a low-power state most of the time otherwise?

Realization: Polling forces the application to query peripheral devices constantly. This behavior produces wait cycles and keeps the CPU active, leading to a significantly increased power consumption. Avoidable wait cycles can be replaced by interrupts and Interrupt Service Routines (ISRs). A software application can direct the CPU to enter a low-power mode and configure peripherals to wake up the CPU if necessary.

## Impact on Non-functional Requirements

The basic power characteristics of the EBC design pattern are outlined by the power-timing diagram shown in Figure 4.4.


Figure 4.4: Power-timing diagram for the EBC design pattern (published in [338]).

Energy Consumption: The upper part of Figure 4.4 contains the power levels $P_{0}$ for the low power mode and $P_{1}$ for the active mode of a CPU. When no pattern is applied, the
application in the example represented in Figure 4.4 constantly queries a peripheral device at a fixed interval. For a better understanding of the behavior, the terms miss and hit are introduced. A miss defines a polling operation where the result does not lead to a behavioral change of the software application, for example, a follow-up data processing activity. In case of a hit, e.g., a threshold is exceeded. As a result, the software application obtains the data from the peripheral device and starts (computationally intensive) data processing operations. W.r.t. the power-timing diagram shown in Figure 4.4, miss and hit can be specified by:

$$
\begin{align*}
\Delta t_{\text {miss }} & =t_{1}-t_{0}  \tag{4.7}\\
\Delta t_{\text {hit }} & =\Delta t_{\text {interrupt }}=t_{3}-t_{2} \tag{4.8}
\end{align*}
$$

When this pattern is applied, the CPU will be notified and can query peripheral devices if necessary and directly start (computationally intensive) data processing operations. To reduce the complexity of the power-timing diagram shown in Figure 4.4, the duration of a hit (no pattern) and interrupt solution (with pattern) are equal in length, cf. Equation (4.8). To describe the behavior of the system even further, the following definitions are required:

$$
\begin{align*}
\Delta P_{10} & =P_{1}-P_{0}  \tag{4.9}\\
E_{\text {polling }} & =n \cdot\left(\Delta t_{\text {miss }} \cdot \Delta P_{10}\right)+\Delta t_{\text {hit }} \cdot \Delta P_{10}  \tag{4.10}\\
E_{\text {interrupt }} & =\Delta t_{\text {hit }} \cdot \Delta P_{10} \tag{4.11}
\end{align*}
$$

$E_{\text {polling }}$ in Equation (4.10) defines the energy if polling is used with the parameter $n$ as the number of polling requests which do not lead to follow-up data processing operations (miss). In Equation (4.11), $E_{\text {interrupt }}$ defines the expected energy consumption when the design pattern is applied. Energy savings result from avoiding such polling requests. The resulting energy balance $E B_{P}$ can be calculated as follows:

$$
\begin{align*}
E B_{P} & =E_{\text {polling }}-E_{\text {interrupt }}  \tag{4.12}\\
& =n \cdot\left(\Delta t_{\text {miss }} \cdot \Delta P_{10}\right)
\end{align*}
$$

The efficiency factor is $\eta_{P}=1$ since the appliance of this pattern does not produce additional power-related overhead if $\Delta t_{\text {interrupt }}=\Delta t_{\text {hit }}$, as defined in Equation (4.8). If $\Delta t_{\text {interrupt }}>$ $\Delta t_{h i t}, \eta_{P}$ can be calculated as follows:

$$
\begin{equation*}
\eta_{P}=1-\left(\frac{E_{\text {interrupt }}}{E_{\text {polling }}}\right) \tag{4.13}
\end{equation*}
$$

Execution Time / Latency: Adapting the strategy of the software application from a pollingbased to an event-based approach has no negative effect on time behavior. Event-driven software applications are suitable for real-time requirements. In the provided example, an additional overhead of the CPU based on context switching when handling interrupts is not considered. However, context switching is use case specific and depends strongly on the CPU architecture, CPU model, and selected low-power mode.

Consequences: Interrupts are generally causing changes in the workflow and structure of the application, which has to be considered. GPIO-based interrupts may require additional wires or lines, which may lead to hardware design changes.

### 4.4.3 PowerMonitor

This section describes the PowerMonitor design pattern, which is based on previous work [392].

## General Information

Other Names: None known.

Strategy: The PowerMonitor design pattern optimizes the time a peripheral device stays in an active state and lowers the electrical capacitance of the system. The design pattern introduces an additional abstraction layer for hardware accesses. All peripheral devices and interfaces can be dynamically controlled and, for instance, automatically disabled if they are no longer in use or requested by any object of the software application. By this, uncontrolled access to shared resources, e.g., through competing tasks, is also addressed.

Related Patterns: Power-gating [188], where the principle of the PowerMonitor design pattern is used at the block level in the integrated circuit design of the hardware layer.

Known Uses: A proof-of-concept implementation of the PowerMonitor design pattern is presented in [392].

## Description

Abstract: The PowerMonitor design pattern considers the power consumption properties of internal peripheral devices of SoCs and external peripheral devices. This also includes communication interfaces such as $\mathrm{I}^{2} \mathrm{C}$ and SPI with various connected devices. As a centralized approach, the PowerMonitor design pattern has deep knowledge of devices and communication interfaces at runtime and is able to dynamically change their power modes when they are temporarily not needed. By this, energy-efficient systems may be defined without loss of functionality.

Context: The PowerMonitor design pattern may be applied to software applications, which must periodically access peripheral interfaces and devices. Moreover, the design pattern may also be suitable if a centralized and fine-grained hardware access control has to be achieved.

Preconditions: Depending on the intended usage, the software application requires control over all considered communication interfaces, such as $\mathrm{I}^{2} \mathrm{C}$ or SPI, and the capability to disable and enable external devices, e.g., sensors and actuators, as well as clocks of functional units.

Problem: How can a software application with a fine-grained power-saving strategy be implemented, which only enables peripheral devices on request? Additionally, how can conflicts between sleep modes (e.g., preventing software from being executed) and use cases with continuous tasks be addressed?

Realization: The reference implementation of the PowerMonitor design pattern [392] follows a template meta-programming approach using $C++17$ to provide an abstract and type-safe interface. The overall structure and involved components of the PowerMonitor design pattern are outlined in Figure 4.5. The access of communication interfaces, e.g., $\mathrm{I}^{2} \mathrm{C}$ or SPI, and


Figure 4.5: Structure and components of the PowerMonitor design pattern reference implementation (adapted from [337, 338, 392]; UML 2.5 class diagram notation).
peripheral devices are managed by a single PowerMonitor class instance. Other parts of the software application may use the provided functions of the PowerMonitor class and do not have to implement hardware accesses themselves. The components shown in Figure 4.5 are:

- PowerMonitor: This class defines the flow control $f_{c}$ within the software application and has access to connected peripheral devices. When active, required power-controlled communication interfaces and peripheral devices are enabled. When the monitor function is exited, peripheral devices are placed into sleep mode automatically.
- PowerControlled: This entity supports some kind of power management. This class has to implement a function that accepts power triggers as wake-up and flake-out signals.
- ConnectedDevice: This class provides an abstract interface to the user part of the software application, abstracts the used hardware component, and specializes PowerControlled.
- Connector: This class is a low-level abstraction to provide basic functions of CommunicationInterfaces.
- CommunicationInterface: This class is a communication interface provided by the MCU, e.g., GPIO or bus systems such as $\mathrm{I}^{2} \mathrm{C}$ or SPI, or CAN.

The execute method of the PowerMonitor is called from the application layer in order to get access to a peripheral device. This triggers the power method of a ConnectedDevice instance using a wake-up signal as a parameter, which is also propagated to the linked communication interface. When all operations have been completed, the PowerMonitor instance sends another trigger, which initiates the flake-out phase of the concerned objects. By this, a PowerMonitor instance defines a specific section within the software application for controlled access to communication interfaces and peripheral devices. Outside this section the device moves dynamically to a low-power or sleep mode reducing the system power.

## Impact on Non-functional Requirements

The power-timing diagram pictured in Figure 4.6 sketches the characteristics of the PowerMonitor design pattern.

Energy Consumption: For the scenario introduced by the power-timing diagram in Figure 4.6, it is assumed that the considered communication interface and the peripheral device are disabled before $t_{0}$. This state is denoted as power consumption level $P_{1}$. At first, the communication interface to access the peripheral device, e.g., $\mathrm{I}^{2} \mathrm{C}$, is enabled at $t_{0}$. Afterward, at


Figure 4.6: Power-timing diagram for the PowerMonitor design pattern (published in [337]).
$t_{1}$, the peripheral device, e.g., a connected sensor, gets enabled. To describe the behavior of the system and the software application on which the PowerMonitor design pattern has been applied, the following definitions are required referring to Figure 4.6:

$$
\begin{array}{cc}
T=t_{4}-t_{0} & \\
\Delta t_{10}=t_{1}-t_{0}, & \Delta t_{21}=t_{2}-t_{1}, \tag{4.15}
\end{array} \Delta t_{32}=t_{3}-t_{2}
$$

and

$$
\begin{equation*}
\Delta P_{21}=P_{2}-P_{1}, \quad \Delta P_{32}=P_{3}-P_{2}, \quad \Delta P_{31}=P_{3}-P_{1} \tag{4.16}
\end{equation*}
$$

For the time frame $\Delta t_{21}$, the application can use the device without any loss of functionality, and the power consumption level is $P_{3}$. Afterward, the PowerMonitor instance dynamically disables the external device and the communication interface while the power consumption drops back to the previous level $P_{1}$.

Possible energy savings can be calculated using Equations (4.15) to (4.16) which strongly depend on the power consumption of the communication interface defined as $\Delta P_{21}$ and the external device defined as $\Delta P_{32}$. The energy consumption for the software application, without ( $E_{\text {normal }}$ ) and with ( $E_{\text {monitor }}$ ) the design pattern applied, may be calculated as:

$$
\begin{align*}
E_{\text {normal }} & =T \cdot \Delta P_{31}  \tag{4.17}\\
E_{\text {monitor }} & =\underbrace{\left(\Delta t_{10}+\Delta t_{32}\right) \cdot \Delta P_{21}}_{\approx 0}+\Delta t_{21} \cdot \Delta P_{31} \tag{4.18}
\end{align*}
$$

The first part of $E_{\text {monitor }}$ can be considered very small and close to zero since enabling functional units usually takes only a few clock cycles. Equation (4.19) provides the calculation of the energy balance $E B_{P}$ :

$$
\begin{align*}
E B_{P} & =E_{\text {normal }}-E_{\text {monitor }} \\
& \approx \Delta P_{31} \cdot\left(T-\Delta t_{21}\right) \tag{4.19}
\end{align*}
$$

The computational power shown in the lower part of Figure 4.6 is unaffected by this pattern and remains constant at level $C P_{1}$. The efficiency factor is $\eta_{P}=1$ because the basic concept does not require additional energy.

Execution Time / Latency: Latencies may be introduced by the additional overhead of the software application to manage and control devices. Additional latencies may occur during switching the power states of affected hardware devices since the response time of those devices may be increased compared to devices continually running. However, these type of latencies cannot be generalized since they depend on the specific implementation of the software application and hardware layer characteristics. Therefore, they are not part of the power-timing diagram pictured in Figure 4.6.

Consequences: This design pattern requires a deep knowledge of each communication interface and peripheral device, as well as their energy consumption characteristics, which increases the complexity of the software application design. Additionally, for more complex peripheral devices, e.g., network adapters, the recreation of its contexts requires additional application logic if, for example, the connection is lost due to a timeout. Energy consumption may be reduced without any loss of functionality depending on the characteristics of communication interfaces and peripheral devices. Enabling and disabling hardware components periodically may add further latencies, as mentioned in the Execution Time / Latency field. In some cases, the startup phase of such devices may be more energy expensive, for instance, due to inrush current, compared to steady-state operating devices. Additionally, changing the states in short intervals may have a negative impact caused by re-establishing phases of a radio connection or the preheating phases of gas sensors. Using interrupts for asynchronous events may also be limited if clocks have been disabled.

### 4.4.4 Direct Memory Access Delegation (DMAD)

This section describes the Direct Memory Access Delegation (DMAD) design pattern.

## General Information

Other Names: None known.

Strategy: Transferring a large amount of data may be time-consuming, depending on the clock settings of the communication bus used, the source's reading speed, and the destination's writing speed. During data transfer, the core of a CPU operates in active mode. The strategy of this pattern is to use the DMA method to handle data and memory transfers without using a CPU core, which can instead be put into a low-power mode to reduce power consumption. This may also result in a lower overall electrical capacitance if devices can be turned off completely. Because a DMA-based transfer is typically faster, the active time of a system is also reduced.

Related Patterns: None known.
Known Uses: High Speed Serial Port [115] describes a hardware interface design pattern where DMA is used to transfer data between a serial device and memory without CPU intervention.

## Description

Abstract: The DMAD pattern optimizes the energy consumption of a system by using DMA for data transfers between peripheral devices and memory units. The CPU core, which would otherwise be responsible for the communication, can be set to a lower power mode during data transfer.

Context: This design pattern is highly suitable for use cases where larger data transfers or continuous data streams need to be processed automatically. The CPU core can be set to a power-saving state if no other application load has to be calculated for the data transfer period, for example, since a DMA controller operates in parallel with the CPU, allowing autonomous communication between peripheral devices without requiring CPU clock cycles. This pattern should also be considered if a high-speed data transmission up to 100 Mbps is needed.

Preconditions: This design pattern requires a system with DMA support.

Problem: How can an energy-efficient data transfer between peripheral devices or memory units be achieved without using the CPU?

Realization: At its core, DMAD is independent of the software application but depends on the hardware platform and the wiring of the DMA. DMA controllers and interrupts are typically configured during the initialization phase of the software application. As a result, the software application requires adaptions to include such platform-specific configuration commands. The CPU only has to respond to those interrupts and ISRs, which, for example, are triggered when a data transfer task is finished. Common use cases are audio and video data streams and applications where continuous ADC values are required, which can be directly transferred into the memory or to other peripheral devices.

## Impact on Non-functional Requirements

Figure 4.7 shows the power-timing diagram for the DMAD design pattern.
Energy Consumption: The power-timing diagram shows a simplified use case for a basic understanding of the impact on power consumption and time behavior. The upper part of Figure 4.7 shows the temporal behavior and the power consumption levels of the pattern. $P_{0}$ is defined as the state where the CPU core and the DMA controller are operating in a low-power mode. Assuming that the power consumption of the DMA controller is lower than the power consumption of the CPU, $P_{1}$ defines the power state where the DMA controller is active, while the state $P_{2}$ defines the power state of the system where the CPU is operating. For simplification, the configuration overhead and possible power consumption when the DMA operates in an idle state are ignored. To calculate the energy balance $E B_{P}$, the following equations are defined with reference to Figure 4.7:

$$
\begin{equation*}
\Delta t_{10}=t_{1}-t_{0}, \quad \Delta t_{20}=t_{2}-t_{0}, \quad \Delta t_{21}=t_{2}-t_{1} \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta P_{10}=P_{1}-P_{0}, \quad \Delta P_{20}=P_{2}-P_{0} \tag{4.21}
\end{equation*}
$$



Figure 4.7: Power-timing diagram of the DMAD design pattern (published in [338]).

For this pattern, the energy balance $E B_{P}$ can be calculated by subtracting the energy consumption when the DMAD pattern has been applied ( $E_{d m a}$ ) from the solution without the design pattern ( $E_{\text {normal }}$ ) using Equations (4.20) to (4.21) as follows:

$$
\begin{align*}
E B_{P} & =E_{\text {normal }}-E_{\text {dma }} \\
& =\left(\Delta t_{20} \cdot \Delta P_{20}\right)-\left(\Delta t_{10} \cdot \Delta P_{10}+\Delta t_{21} \cdot \Delta P_{20}\right)  \tag{4.22}\\
& =\Delta t_{10} \cdot\left(\Delta P_{20}-\Delta P_{10}\right)
\end{align*}
$$

Equation (4.22) indicates that the DMA must be faster or consume significantly less power than the CPU to apply the design pattern effectively. Since the design pattern does not require additional power or computational power effort, the efficiency factor can be defined as $\eta_{P}=1$.

Execution Time / Latency: The DMAD design pattern may accelerate the data transfer due to the direct DMA communication between peripheral devices without the CPU being involved. Furthermore, the CPU core can use the number of cycles saved for other tasks or be set to a low-power mode.

Consequences: An additional overhead is caused by the configuration of the DMA controller. For example, if only a few data values have to be read from the ADC, additional CPU cycles to set up the DMA controller neutralize the effect of the DMAD design pattern. In addition, the structure of the software application has to be reviewed to support DMA and interrupts.

### 4.4.5 Mirroring

This section describes the Mirroring design pattern.

## General Information

Other Names: None known.

Strategy: This design pattern describes strategies to lower the execution time of a system by shifting the application (partly) between CPU cores at runtime. The Mirroring design pattern can be used for two different strategies. In the first strategy, the execution time of computation-intensive parts can be reduced by migrating from an energy-efficient to a highperformance core. When a significant amount of idle time exists, tasks can be moved from a high-performance to an energy-efficient core as a second strategy.

Related Patterns: If multiple CPU cores are used simultaneously for a short period of time to finish the workload earlier, it corresponds to the Race-To-Sleep design pattern as described in Section 4.4.6 (p. 111 ff.).

Known Uses: ARM's big.LITTLE describes a hardware-based technology for heterogeneous multiprocessor architectures, which can be seen as a hardware implementation of the Mirroring pattern. The architecture allows tasks to be assigned to a high-performance or energy-efficient core depending on the expected computational intensity [420]. At runtime, the running state of tasks can be transferred between CPU cores.

## Description

Abstract: The Mirroring design pattern is able to migrate an application or parts of the workload, e.g., defined as tasks, between CPU cores with different power levels and power characteristics at runtime.

Context: Use the Mirroring design pattern if the underlying system consists of a multi-core architecture and the software application can influence the execution environment of tasks dynamically at runtime.

Preconditions: This design pattern requires a specific CPU or system architecture. Each CPU or MCUcore must be able to communicate with other cores, e.g., via signaling and inter-core communication, and must be able to change the operating mode or adjust the operating frequency at runtime.

Problem: How can a software application or parts of the software application, e.g., tasks, be switched dynamically between individual cores of a multi-core CPU during runtime to increase energy efficiency?

Realization: The concept of the Mirroring design pattern can be applied to different CPU and system architectures. Note that with technologies such as ARM's big.LITTLE, tasks may be switched between cores without the need to extend parts of the software design. In the absence of low-level hardware support, a management layer that controls and coordinates the


Figure 4.8: Exemplary software design using the Mirroring design pattern (adapted from [337]; (SysML 1.6 block definition diagram notation).
tasks must be developed. An example of a software-based implementation for multi-core CPUs is shown in Figure 4.8. The elements of the Mirroring design pattern example in Figure 4.8 have the following characteristics:

- TaskGroup: The class defines a group of tasks that can be executed on a CoreGroup.
- CoreGroup: This is a group of CPU cores.
- CoreControl: This block manages CoreGroups and defines Assignments between a TaskGroup and a CoreGroup. It implements functions for measuring the load of the CPU cores and consists of a Strategy, a MigrationUnit, and a set of EnergyRules.
- Strategy: This block defines the execution and association rules of cores and tasks, e.g., the order in which tasks are migrated and cores powered. Depending on the CPU architecture and abilities of the operating system used, a TaskGroup may be transferred between CoreGroups without additional implementation effort. If the running state of a task can not be transferred, another strategy uses, for instance, a second task denoted as the mirroring task implementing the same functionality as the original task. It is assigned to another CPU core, typically on hold, and only executed if a migration by the CoreControl is initiated.
- MigrationUnit: This class provides functions to instruct the cores and perform migrations. It also includes task management and context-switching strategies along with power management functions.
- EnergyRules: This class contains rules based on CPU registers, performance counters, and NFPs of abstract core representations in the CoreGroup, which the CoreControl may use for an energy-aware processing.


## Impact on Non-functional Requirements

Figure 4.9 outlines the power-timing diagram for the Mirroring design pattern.


Figure 4.9: Power-timing diagram of the Mirroring design pattern for a dual-core CPU (published in [337]).

Energy Consumption: The purpose of this pattern is to optimize power consumption and energy efficiency by dynamically controlling different cores of a CPU or multiple CPUs of a system, as mentioned in the field Strategy. The impact on power consumption depends on how the cores are controlled. Figure 4.9 shows the power-timing diagram for a dual-core CPU consisting of an energy-efficient core and a high-performance core. The use case shown in Figure 4.9 describes the migration of a task running on a high-performance core to an energy-efficient core. The upper part of Figure 4.9 describes the power consumption $P$ of the processor. The power state $P_{0}$ represents the state of the system when both cores operate in low-power mode, denoted as sleep mode. $P_{1}$ is reached when only the energy-efficient core is active, $P_{2}$ when only the high-performance core is active, and $P_{3}$ when both cores are active at the same time.

The computational power $C P$ is defined as $C P_{1}$ for the energy-efficient core, $C P_{2}$ for the high-performance core, and $C P_{3}$ as the computational power when both cores are active simultaneously. The mirroring of a task in Figure 4.9 starts at $t_{0}$. The application moves relevant tasks from the high-performance to the energy-efficient core. During this time frame, both cores are active and causing a power consumption overhead. At $t_{1}$, the high-performance core is set into the defined low-power mode. For the time between $t_{1}$ and $t_{2}$, the system utilizes the low-power core. At $t_{2}$, tasks are shifted back to the high-performance core, resulting in an additional power overhead for the time between $t_{2}$ and $t_{3}$. To calculate the energy balance
$E B_{P}$ and the efficiency factor $\eta_{P}$, the following definitions are required referring to Figure 4.9.

$$
\begin{align*}
\Delta t_{10}=t_{1}-t_{0}, \quad \Delta t_{21} & =t_{2}-t_{1}, \quad \Delta t_{32}=t_{3}-t_{2}  \tag{4.23}\\
\frac{\Delta t_{10}+\Delta t_{32}}{\Delta t_{21}} & =q_{t}<1 \tag{4.24}
\end{align*}
$$

In Equation (4.24), $q_{t}$ defines the quotient of the switching duration between the two cores and the time the energy-efficient core is active. To be effective, the total execution time of the energy-efficient core must be greater than the duration for switching between cores, and thus the $q_{t}<1$. In Equation (4.26), $q_{P}$ is defined as the quotient between the power consumption overhead required for the context switch where both cores are active and the power consumption if only the high-performance core is active. It is assumed that the power consumption of the energy-efficient core is lower than the power consumption of the high-performance core $q_{P}<1$.

$$
\begin{gather*}
\Delta P_{21}=P_{2}-P_{1}, \quad \Delta P_{32}=P_{3}-P_{2}  \tag{4.25}\\
\frac{\Delta P_{32}}{\Delta P_{21}}=q_{P}<1 \tag{4.26}
\end{gather*}
$$

Equations (4.23) to (4.26) may be used to calculate the energy saved ( $E_{\text {save }}$ ) and additional energy ( $E_{\text {add }}$ ) when applying the design pattern. Assuming that $\Delta t_{32}=\Delta t_{10}$, the energy balance $E B_{P}$ can be calculated as follows:

$$
\begin{align*}
E B_{P} & =E_{\text {save }}-E_{\text {add }} \\
& =\Delta P_{21} \cdot \Delta t_{21}-\left(\left(\Delta P_{32} \cdot \Delta t_{10}\right)+\left(\Delta P_{32} \cdot \Delta t_{32}\right)\right)  \tag{4.27}\\
& =\Delta P_{21} \cdot \Delta t_{21}-2 \cdot\left(\Delta P_{32} \cdot \Delta t_{10}\right) \\
& =\Delta P_{21} \cdot \Delta t_{21}\left(1-q_{P} q_{t}\right)
\end{align*}
$$

The efficiency factor for the Mirroring design pattern is specified as $\eta_{P}=\left(1-q_{P} q_{t}\right)$. If, for example, $q_{p}=0.125$ and $q_{t}=0.1$, the efficiency factor can be calculated as $\eta_{P}=0.988$. In general, the efficiency of the Mirroring design pattern highly depends on the application's workflow and the characteristics of the CPU. Energy is consumed for each state change, e.g., entering a low-power mode, due to the process of loading and unloading transistors, which has to be considered in the application design [396].

Execution Time / Latency: This pattern impacts the execution time in two ways: The first impact results from executing additional software application parts to manage tasks and CPU cores. The migration of a task itself causes the second impact. If a task, for example, is moved between two differently clocked cores, the execution time may be shortened or extended.

Consequences: This pattern can be modified to assign $m$ different tasks to $n$ cores with $m \geq n$ with $m, n \in \mathbb{N}$. Development costs are low if CPUs or cores share the same architecture, compiler, and programming language. If source code for a task has to be ported from, e.g., C++ to ASM, the development costs will increase due to the introduced required knowledge, increased complexity, and up to $n$ variants for the same task to be implemented. For the reference implementation, the CoreControl class represents the managing instance, which must be executed on a core that is either permanently active or switched off last. To get the best energy balance, the most energy-efficient core is typically selected, which may introduce other disadvantages due to the reduced computational power.

### 4.4.6 Race-To-Sleep

This section describes the Race-To-Sleep energy-aware design pattern.

## General Information

Other Names: Race-To-Idle, Race-To-Halt, Race-To-Zero, Race-To-Black.

Strategy: The Race-To-Sleep design pattern may be applied in two basic variants to reduce the execution time and, thus, lower the overall energy consumption of a system. In singlecore environments, the CPU uses the highest possible operating frequency to compute the application workload as fast as possible. Afterward, the CPU switches to a low-power state to save energy. The second variation addresses multi-core environments, where the software application may be split and executed on different CPU cores to speed up processing, reducing the energy demand. Note that both variants may be combined.

Related Patterns: When applied in single-core environments, the concept of the Race-To-Sleep design pattern is similar to DFS [300], where the frequency of a CPU can be adjusted during runtime depending on the actual requirement.

Known Uses: The basic concept of this pattern is used for speed scaling in [9]. A multi-core scenario where the software applications may (partially) benefit from parallel processing to reduce the execution time is described in [88, 328].

## Description

Abstract: This design pattern can affect the dynamic and static power consumption of the system, as described in Section 2.1.1 (p. 17 ff .). Computation-intensive software applications, in particular, can profit from the Race-To-Sleep design pattern. For single-core use, the highest possible operating frequency may be configured. In multi-core environments, the software application may executed on different CPU cores.

Context: Race-To-Sleep may be used when software applications are computationally intensive or contain computationally intensive sections.

Preconditions: In single-core environments, the CPU must be able to adjust the frequency at runtime. To achieve parallel processing in multi-core configurations, developers must ensure that the software application can be (partly) parallelized and does not induct bottlenecks due to a high proportion of sequential and non-parallelizable sections.

Problem: How to compute a software application as fast as possible while maximizing the time a system can operate in one of the available low-power modes?

Realization: In order to apply the Race-To-Sleep design pattern, the logic and structure of software applications may have to be adapted to monitor and control the CPU frequency during runtime or to divide and allocate the workload to different CPU cores. For single-core environments, frequency alteration must be supported by the operating system or implemented using software libraries and advanced algorithms. Measuring the current workload or performance
counters of the CPU may be used in the decision-making process to adjust the frequency. In multi-core environments, fork-join concepts may be added to the software application to share the workload and speed up computation.

## Impact on Non-functional Requirements

The power-timing diagram in Figure 4.10 shows the exemplary usage of the Race-To-Sleep design pattern in a dual-core scenario.


Figure 4.10: Power-timing diagram of the Race-To-Sleep design pattern in a dual-core scenario (published in [337]).

Energy Consumption: The upper part of the power-timing diagram shown in Figure 4.10 pictures the power-related temporal behavior of the Race-To-Sleep design pattern with the power consumption levels $P_{0}$ for the low-power or sleep mode, $P_{1}$ for the normal mode, and $P_{2}$ for the race mode. In this example, only one CPU core is active in $P_{1}$, while both cores are utilized in $P_{2}$. In single-core scenarios, $P_{2}$ defines the mode with the maximum frequency.

In the lower part of the power-timing diagram shown in Figure 4.10, $C P_{1}$ describes the computational power for the normal mode and $C P_{2}$ the computational power for the race mode, e.g., both cores of the CPU utilized. The time between $t_{0}$ and $t_{1}$ represents the active time of the race mode, while $t_{2}$ defines the beginning of the low-power mode. With the Race-To-Sleep design pattern applied, the software application enters the race mode at $t_{0}$, increasing both the computational power and power consumption. After work has been computed at $t_{1}$, the software application switches back to the low power mode $P_{0}$. To calculate the effectiveness of the Race-To-Sleep design pattern, the following definitions and assumptions are required:

$$
\begin{array}{cl}
\Delta t_{10}=t_{1}-t_{0}, & \Delta t_{21}=t_{2}-t_{1} \\
\Delta P_{10}=P_{1}-P_{0}, & \Delta P_{21}=P_{2}-P_{1} \tag{4.29}
\end{array}
$$

which may be used to define the additional energy overhead ( $E_{\text {add }}$ ) and energy savings ( $E_{\text {save }}$ ) of the Race-To-Sleep design pattern by means of the following equations:

$$
\begin{align*}
E_{\text {save }} & =\Delta P_{10} \cdot \Delta t_{21}  \tag{4.30}\\
E_{\text {add }} & =\Delta P_{21} \cdot \Delta t_{10} \tag{4.31}
\end{align*}
$$

Equations (4.28) and (4.29) are used to define the parameters $q_{P}$ and $q_{t}$ as follows:

$$
\begin{align*}
& \frac{\Delta P_{21}}{\Delta P_{10}}=q_{P}  \tag{4.32}\\
& \frac{\Delta t_{10}}{\Delta t_{21}}=q_{t} \tag{4.33}
\end{align*}
$$

with $q_{P}$ as the quotient between the additional power consumption in race mode $P_{2}$ compared to the power consumption of the normal mode $P_{1}$. The quotient $q_{t}$ describes the ratio between the duration of the race mode and sleep mode when the design pattern has been applied. The energy balance $E B_{P}$ can be calculated using Equations (4.28) and (4.29) as follows:

$$
\begin{align*}
E B_{P} & =E_{\text {save }}-E_{\text {add }} \\
& =\Delta P_{10} \cdot \Delta t_{21}-\Delta P_{21} \cdot \Delta t_{10}  \tag{4.34}\\
& =\Delta P_{10} \cdot \Delta t_{21}\left(1-q_{P} \cdot q_{t}\right)
\end{align*}
$$

The value of $E B_{P}$ is positive if the energy savings are larger than the energy overhead introduced by the additional core to finish the computation earlier. The efficiency factor $\eta_{P}$ can be defined as $\left(1-q_{P} \cdot q_{t}\right)$. The calculations of $E B_{P}$ and $\eta_{P}$ can be evaluated with the help of Amdahl's law [297], which describes the execution time of an application when switching from a sequential to a parallel approach. The speedup $S$ described in Amdahl's law is defined as:

$$
\begin{equation*}
S=\frac{T_{S}}{T_{P}}=\frac{1}{f_{s}+\frac{1-f_{s}}{p}} \tag{4.35}
\end{equation*}
$$

$T_{S}$ represents the sequential execution time, $f_{s}$ is the sequentially performed proportion of an algorithm with $0 \leq f_{s} \leq 1, p$ defines the number of CPU cores used, and $T_{P}$ defines the parallel execution time with $T_{P}=f_{s} \cdot T_{S}+\left(\left(1-f_{s}\right) / p\right) \cdot T_{S}$. For the evaluation, the following algebraic relations are introduced:

$$
\begin{align*}
\Delta t_{20} & =T_{S}  \tag{4.36}\\
\Delta t_{10} & =T_{P}  \tag{4.37}\\
\frac{\Delta P_{21}}{\Delta P_{10}} & =g \cdot(p-1)=q_{P}  \tag{4.38}\\
\frac{\Delta t_{10}}{\Delta t_{21}} & =\frac{T_{P}}{T_{S}-T_{P}}=\frac{1}{S-1}=q_{t} \tag{4.39}
\end{align*}
$$

In Equation (4.38), $g=[0,1]$ is defined as the relative proportion of the power consumption ratio $q_{P}$ for an additional single core, and $(p-1)$ defines the number of additional cores. With

Equations (4.36) to (4.39), the definitions of $E B_{P}$ and $\eta_{P}$ may be verified as follows:

$$
\begin{align*}
E B_{P} & =\left(\Delta P_{10} \cdot\left(T_{S}-T_{P}\right)\right)-\left(\Delta P_{21} \cdot T_{P}\right) \\
& =\left(\Delta P_{10} \cdot\left(T_{S}-T_{P}\right)\right)-\left(\Delta P_{10} \cdot g \cdot(p-1) \cdot T_{P}\right) \\
& =\Delta P_{10} \cdot\left(T_{S}-T_{P}\right)\left(1-q_{P} \cdot \frac{T_{P}}{T_{S}-T_{P}}\right)  \tag{4.40}\\
& =\Delta P_{10} \cdot \Delta t_{21}\left(1-q_{P} \cdot q_{t}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\eta_{P}=1-g \cdot(p-1) \cdot \frac{1}{S-1}=1-q_{P} \cdot q_{t} \tag{4.41}
\end{equation*}
$$

Considering the MPC8641D dual-core CPU [267, 374] as an example. The additional energy consumption is $30 \%(g=0.3)$ higher compared to a single-core usage. With an overhead of $10 \%$ (non-parallelizable part of the application) $f_{s}=0.1$ and $p=2$ for the dual-core setup, the following calculations for $\eta_{P}$ can be performed:

$$
\begin{align*}
S & =\frac{1}{0.1+0.45} \approx 1 . \overline{81} \Longrightarrow q_{t} \approx 1.2, \quad q_{p}=0.3  \tag{4.42}\\
\eta_{P} & =1-(0.3 \cdot 1.2)=0.64 \tag{4.43}
\end{align*}
$$

Execution Time / Latency: The Race-To-Sleep design pattern may accelerate the execution of the software application and has a positive effect on the overall time behavior. However, if power consumption levels change dynamically at runtime, the execution time of a software application is difficult to predict.

Consequences: Developers have to consider other peripheral devices, such as timers, when adjusting the frequency of a CPU since they may use the same clock generators. Clock-rate changes can also lead to negative side effects and undefined behavior when timer-related intervals are used. Moreover, the application has to be designed without blocking accesses and waiting periods. Parts that cannot be parallelized may reduce the overall efficiency of the design pattern.

## Chapter 5

## Power Estimation Concept for MDD

Energy-aware design patterns to enhance software application during the architecture and design phases have been presented in Chapter 4 (p. 4 ff.). This chapter focuses on concepts required to implement the developer workflow presented in Section 3.1 (p. 77 ff .) for the power consumption estimation of software application models as contributions to answer RQ3.

Section 5.1 provides a brief overview of the vision for the power consumption estimation concept presented in this thesis. The remaining sections provide contributions to address RQ3 and parts of RQ4 defined in Section 1.2 .2 (p. 8 ff .). Section 5.2 discusses the characteristics of hardware components essential for the hardware modeling process and introduces hardware component models along with their realization in UML. The UML-based Power Analysis Profile (PAP) to model power-related characteristics of hardware components is described in Section 5.3. Finally, two methods for the power consumption estimation are introduced in Section 5.4, which can be applied in different MDD phases. Initial ideas for this approach have been published in [339, 340, 341].

### 5.1 Overview

In this section, the motivation and the overall goals for the power consumption estimation concept are discussed. As shown in Figure 5.1, the relations between the concepts and methods of this chapter can be illustrated as a three-step process.


Figure 5.1: Overview and relations between the concepts and methods for a power consumption estimation. Horizontal arrows describe bi-directional communication between components, while the vertical arrow describes a concept extension.

In the first step, the concept discussed in Section 5.2 (p. 117) is used at the architecture and design phase to specify hardware component models as proxies of physical hardware components in UML with structural aspects such as attributes and operations and an energy model describing discrete energy-related behavior.

The PAP introduced in Section 5.3 (p. 124 ff .) extends hardware component models to allow engineers and developers to specify energy- and time-related NFP. In the second step, hardware component models are integrated into the UML-based software application model to make hardware-software interactions visible and to form a system model. The system model is simulated in the third step for a power consumption estimation. The simulation is based on one of two power analysis methods introduced in Section 5.4 (p. 135 ff .). The Indirect Power Analysis (IPA) method does not require additional hardware, while the Direct Power Analysis (DPA) method utilizes a physical testbed and enables direct interaction between the simulated system model and physical hardware function-wise and energy-wise. A power consumption estimation by both methods results in an energy trace. The energy trace is used to analyze misbehavior and energy bugs in software applications based on predefined NFRs.

As mentioned in Section 3.1 (p. 77 ff .), the concepts and methods of this chapter are integrated into various steps of the developer workflow. Software engineers may use hardware component models and the PAP during the architecture and design phase (cf. actions 3(a) to 5 in Figure 3.1, p. 78) to build the system model. Test engineers may use the provided power analysis methods during simulation to perform power consumption estimations (cf. right side of Figure 3.1, p. 78). In summary, the power consumption estimation concept for MDD intends to achieve the following goals:

- Providing hardware component models which may be integrated into a software application model to make hardware-software interactions visible.
- Definition of a UML profile to extend hardware component models with power-related NFPs as a basis for the power consumption estimation process.
- Enable interaction between the system model and real hardware components during the simulation to provide true data, e.g., from sensors, and to avoid the use of simulated data. This also enables more advanced simulations, which can consider the entire communication process, e.g., from an IoT node through a gateway to a cloud service.
- An evaluation based on real power consumption measurements that can be mapped to the behavior of the software application model. The impact of software model changes on power consumption can be derived directly. The complete development cycle is shortened and is suitable for rapid prototyping approaches.
- A decoupling between the software model and the test environment by the use of a Model-Testbed as a special execution platform that supports the exchange of individual components, e.g., to consider different variations of the same sensor type and the evaluation of the impact on the overall power consumption of the system.
- A more energy-transparent software application model [135] due to the detailed simulation and analysis approach to support energy-aware decisions based on the evaluation of power-related NFRs.


### 5.2 Hardware Modeling

This section covers the hardware modeling process and the development of hardware component models. Section 5.2.1 discusses the power-related characteristics of hardware components. Section 5.2.2 provides a definition of hardware component models, while Section 5.2.3 presents their implementation in UML to enable a linkage with the software application model.

### 5.2.1 Characteristics

As mentioned in Section 2.2 .2 (p. 24 ff .), the software level and hardware level have a cause-effect relationship [160] where actions of the software application are causing effects on hardware components resulting in specific power consumption of hardware components. Therefore, it is essential to consider the underlying hardware for a proper power consumption estimation of software applications. Based on the aspects of hardware components, they can be classified according to different characteristics. A classification based on the energy management capabilities provided by hardware components is presented below. In addition, their energy behavior is particularly interesting for the modeling process. As further discussed in this section, the behavior of hardware components can be described with a black-box, grey-box, or white-box transparency, directly affecting the modeling accuracy.

## Introduction of Device Classes

Due to the variety of MCUs and peripheral device types, defining a general abstraction of the functionality and properties of these devices is a major challenge. Hence, the concept of device classes is introduced as a first step towards a classification for the hardware modeling process. The basic idea of device classes has been published in [391] as a follow-up work of [337] and divides hardware components into one of the following four device classes based on their power management capabilities:

- Class 0: Devices that do not offer any possibilities to regulate power consumption by design. The only option for the software application to gain control over such devices to turn them on and off externally is to use additional hardware components, such as a transistor or programmable power supply. However, if these components are not already part of the embedded system, a rework of the circuit design is required.
- Class 1: Devices without a discrete power management unit but with the functionality to control the operating mode via the software layer. Typically, such devices provide at least two power states for an active and a power-off mode.
- Class 2: Devices with their own internal logic realized in hardware and the firmware to control and adjust the power consumption. Typically, the selected power state affects the functionality and quality of service (e.g., precision, number of measurements) of the device. On the software level, it may be possible to switch between different power states. Note that devices of this class may not have the ability to be turned off completely.
- Class 3: Devices with full power management capabilities that support all previous Class 1 and 2 criteria. The combination of proprietary logic and the ability to control the device externally and entirely through the software application enables the implementation of sophisticated power management strategies.

Generally, possible power optimization approaches depend on the complexity of the considered device. From a technical perspective, Class 0 devices, such as low-complex sensors, may only be optimized externally by adjusting the voltage and electric current as described by Equation (2.1) in Section 2.1.1 (p. 17 ff .). Such devices are also denoted as simple devices in [337]. In contrast, the power consumption of Class 1-3 devices, denoted as complex due to their internal architecture and dynamic behavior, may be expressed using Equations (2.2) to (2.5). Power optimization approaches for complex devices on the software level (cf. Section 2.2.2, p. 24 ff .) mainly focus on dynamic aspects, including voltage, electric current, and frequency.

## Black-box, Grey-box and White-box Transparency

In addition to the power management capabilities, another important characteristic is the behavior transparency of a hardware component, which can be classified as black-box, grey-box, or white-box transparency, a concept similar to the dynamic testing techniques introduced in Section 2.7.2 (p. 53 ff .). In particular, Class 1-3 devices often have a complex behavior that results in multiple operating states with different power consumption levels. In the following, the two main challenges related to the acquisition of information for the hardware modeling process are discussed, whose complexity depends on the transparency of the hardware component to be modeled.

- The first challenge concerns the identification of existing operating states for the hardware modeling process. Typically, data sheets provided by manufacturers contain a detailed description of defined operating states and their characteristics, e.g., power consumption or operating frequencies. However, a hardware device may have hidden states that can be easily overlooked during modeling, e.g., if they are undocumented or only active when specific events occur. The detection of such hidden states requires a more comprehensive evaluation, which may be achieved by approaches as described in [127]. However, since hardware component models in this thesis focus on non-functional aspects, operating states may be combined, from an energy perspective, into a single state if their functional behavior has identical power consumption or timing characteristics.
- The second challenge concerns the identification of transitions between operating states and their representation in hardware component models. In total, three different types have to be considered. A state change of a hardware component may be triggered (a) by the software application, (b) by the hardware component itself (intrinsic), and (c) by the environment as an extrinsic force. A wireless communication device, for instance, will enter a transmission state after the software application sends a transmit command (a) for a specific message. Due to their internal logic, hardware components can initiate state transitions independently (b), for instance, open receive windows or switch to a low-power mode after a timeout. The last type of state change (c) is initiated by the hardware component due to environmental changes. With simulations focused on the software application, the environmental impact cannot be covered without extending the simulation environment to include environmental models. The characteristics of the environment may be modeled by using the concepts of scenarios introduced in Section 3.2 (p. 81 ff .). Although the methods for the simulation and analysis presented in Section 5.4 are suitable for taking the impact of the environment into account in a simplified manner, the extension of simulation environments is not the main focus of this thesis and is considered as out of scope (cf. Section 1.3, p. 12 f.).

Imagine the Plantower PMSA003I laser-based particle concentration sensor [419] as an example. The sensor adjusts the sampling mode from a so-called normal mode to a fast mode automatically due to the particle density in the environment, which refers to a type (c) transition. In addition, the threshold for switching between modes is not documented. Since the Plantower PMSA003I does not provide an interface to retrieve the active operating state, the fast mode can be considered a hidden state that only becomes visible by observing a change in the overall power consumption of the sensor.

In summary, the behavior of a hardware component may be considered as white-box behavior if all operating states are known and are part of the hardware component model and all transitions are initiated by the software application during simulation. A grey-box behavior is similar to a white-box behavior, but transitions may also be initiated by the hardware device itself as intrinsic behavior, which may have to be predicted by the hardware component model during simulation. The behavior of a hardware component can (partly) be considered as black box behavior if hidden states exist that are not covered by the hardware component model. Additionally, transitions are triggered by environmental changes, which may not be simulated with state-of-the-art simulation environments of current MDD tools (cf. Appendix A.2, p. 265 ff.).

### 5.2.2 Formal Definition of Hardware Component Models

This section presents the basic concept for the formal abstraction of hardware components. Before discussing the concept of hardware component models, the concept of energy models as a fundamental element of hardware component models and the characterization of events as an important part of modeling reactive systems are introduced.

## Concept of Energy Models

Energy models describe the non-functional energy-related behavior of hardware components. In the following, the term $\mathrm{SUT}_{E S}$ refers to an embedded system used as a system under test, which contains a finite set of $n$ independent hardware components $C_{n}$, defined as:

$$
\begin{equation*}
\operatorname{SUT}_{E S}=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\} \tag{5.1}
\end{equation*}
$$

The behavior of each hardware component $C_{i} \in \mathrm{SUT}_{E S}$ may be expressed using a Finite State Machine (FSM) [410]. We define the FSM for the description of power-related behavior as the tuple ( $\Sigma, S_{p}, s_{0}, \delta, V_{c}, I_{s}, I_{\delta}, T_{s}, T_{t}$ ) with the following elements:

- $\Sigma$, as the input alphabet.
- $S_{p}:\left|S_{p}\right| \geq 2$, as a finite set of power states.
- $s_{0} \in S_{p}$, as the initial power state.
- $\delta: S_{p} \times \Sigma \rightarrow S_{p}$, as the state-transition function.
- $V_{c}$, as the supply voltage of the hardware component in volt $(V)$.
- $I_{s}: S_{p} \rightarrow \mathbb{R}_{\geq 0}$, as the electric current consumption of a power state in ampere $(I)$.
- $I_{\delta}: S_{p} \times \Sigma \rightarrow \mathbb{R}_{\geq 0}$, as the electric current consumption of a transition in ampere ( $I$ ).
- $T_{s}: S_{p} \times \Sigma \rightarrow \mathbb{R}_{\geq 0}$, as the execution time of a state in milliseconds ( ms ).
- $T_{t}: S_{p} \times \Sigma \rightarrow \mathbb{R}_{\geq 0}$, as the execution time of a transition in milliseconds ( ms ).

Each state $s \in S_{p}$ may refer to a functional operating mode of a hardware component, e.g., $\{O n, O f f, I d l e\}$. A state change from state $s 1 \in S_{p}$ to state $s 2 \in S_{p}$ can be achieved by executing the transition $t_{12} \in \delta$, triggered by an event $e_{12} \in \Sigma$, expressed as $s 1 \xrightarrow{t_{12} e_{12}} s 2$.

For simplicity, the supply voltage $V_{c}$ will be considered static for the remainder of this thesis, while concepts such as voltage scaling [300] are considered out of scope. However, the proposed definition may be extended to include a list of discrete voltage levels, e.g., $V_{c}=\{0.0,2.0,3.3,5.0\}$, where a specific voltage level $v \in V_{c}$ may be constant across all states and transitions for a specific time $t$. A voltage level may also be mapped to specific states or transitions, leading to the following adaptations of previous definitions:

- $V_{c}$, as a set of supported voltage levels of the hardware component in volt $(V)$.
- $I_{s}: S_{p} \times V_{c} \rightarrow \mathbb{R}_{\geq 0}$
- $I_{\delta}: S_{p} \times \Sigma \times V_{c} \rightarrow \mathbb{R}_{\geq 0}$

Since each state and transition of a hardware component is annotated with power and timing aspects, energy models are suitable for estimating the electric power consumption $P$, which may be calculated for a specific point in time using the supply voltage $V_{c}$ and the time-dependent current consumption of either the active state $\left(I_{s}(t)\right)$ or the active noninstantaneous transition $\left(I_{\delta}(t)\right)$, cf. Section 2.1.1 (p. 17 ff .). Based on the energy models of $n$ hardware components and Equations (2.1) to (2.7), the power consumption $P_{e s}$ and the energy consumption $E_{\text {es }}$ of an embedded system may be estimated as follows:

$$
\begin{align*}
P_{e s}(t) & =\sum_{i=1}^{n} P_{C_{i}}(t)  \tag{5.2}\\
E_{e s}(T) & =\int_{t=0}^{T} P_{s e}(t) d t=\int_{t=0}^{T}\left(\sum_{i=1}^{n} P_{C_{i}}(t)\right) \tag{5.3}
\end{align*}
$$

An Energy model may not map all logical or functional operating modes of a hardware component. For instance, two operating modes can be aggregated into a single state if they have the same impact on the overall power consumption or if they cannot be externally observed or distinguished, which is described as black-box behavior in Section 5.2.1 (p. 117 ff .). Vice versa, an operating mode of a hardware component can be separated into different power states if the operating mode has a distinguishable power consumption for each phase, e.g., if a state of a sensor includes a preheat and a data acquisition phase.

## Characterization of Events

The input alphabet $\Sigma$ of an energy model defines a list of events that trigger state transitions. Considering the sources for state changes as part of the hardware characteristics discussed in Section 5.2.1 (p. 117), a distinction can be made between the following three types of events:

- Application-triggered: Describes all types of events caused by the behavior of the software application model. Those events are declared as extrinsic events. For example, enabling and disabling peripheral devices or initiating a wireless network transmission may be triggered by this type of event.
- Time-triggered: Describes all types of intrinsic events that are generated by the device itself and occur at a constant or predictable time after the state has been entered, for example, if the execution time of a state has been specified.
- Interrupt-triggered: This event type is defined as spontaneous intrinsic. This type of event is generated by the device itself, e.g., due to environmental changes as intrinsic forces. For the test case definitions, scenarios (cf. Section 3.2, p. 81 ff .) may be used to define such events and points in time for their appearance and may be generated by an environmental model during the simulation. As stated in Section 5.2 .1 (p. 117 ff .), interrupt-triggered events are part of the black-box behavior transparency not covered by state-of-the-art simulation environments of current MDD tools and considered as out of scope for this thesis.

While state transitions $\delta$ have a fixed execution time and are assumed to be uninterruptible, the execution times of states $s \in S$ may not be predictable in advance, e.g., if state transitions depend on application- or interrupt-triggered events defined by the input alphabet $\Sigma$ and, thus, on the behavior of the software application or environmental model.

## Concept of Hardware Component Models

The dynamic behavior of embedded systems with varying power consumption levels has been analyzed, e.g., in [239, 427]. According to [42, 426], each hardware component may be described with a set of states defining functional operating modes and transitions to switch between those modes. The concept referred to as power state machine [42, 87] extends the description of functional modes and transitions to include meta-information about power consumption and execution time. By modeling supply voltage, electric current consumption, and timing aspects for states and transitions, the concept of energy models is able to consider the impact on NFPs in detail. Furthermore, since some aspects introduced by energy models, such as $I_{s}$ as the electric current consumption of a state, may be defined as variable over time, dynamic behavior can be considered more accurately when modeling hardware components, which is discussed in-depth in Section 5.3 (p. 124 ff .). In this thesis, the abstract model of a hardware component is formally defined by the tuple ( $E M_{h c}, O_{h c}, A_{h c}$ ), with the elements:

- $E M_{h c}$ : Energy model of the hardware component with a list of power states (operating modes), a list of state transitions, and power-related characteristics.
- $A_{h c}$ : Finite set of attributes to model the inner state of the hardware component, e.g., the active configuration.
- $O_{h c}$ : Finite set of operations as an interface for software models, e.g., to change the configuration and generate events.
$E M_{h c}$ corresponds to the previously introduced energy model as a key element containing all power states, transitions, and events to model the power-related behavior of a hardware component. To achieve a more accurate and realistic modeling approach, existing concepts discussed in Section 2.8 (p. 65 ff.) are extended by including dynamic power characteristics in states and transitions. Instead of defining static values, the NFPs of states and transitions may vary during simulation. For the calculation of NFP values at specific points in time, e.g., the power consumption for a state, the configuration of a hardware component is stored in attributes of
$A_{h c}$. Imagine a hardware component model of a sensor device with $S_{p}=\{$ On, Off, Measure $\}$ as an example. The software application controls the sensor with application-triggered events initiated by operations to turn the sensor on and off and to start measurements. Due to this, the retention times for the states $O n$ and $O f f$ are not predictable in advance and depend on the behavior of the software application during execution. Suppose a measurement is initiated (application-triggered event). In this case, the execution time of the measurement, e.g., the time the hardware component model stays in the Measure state, may be calculated based on the parameters in $A_{h c}$. The transition between the states Measure and On may be triggered internally by a time-triggered event after completion.


### 5.2.3 Integration into Software Models

For the overall concept introduced in Section 3.1 (p. 77 ff .), the integration of hardware component models into the software model domain is an important step for the specification of a system model used to estimate power consumption and detect energy bugs. Although SysML focuses more on modeling systems and hardware components (cf. Section 2.5.1, p. 38 ff .), hardware component models can be mapped directly to different UML model elements. By using UML as a modeling language for both system aspects, hardware component models can be completely integrated into the software domain which addresses RQ3.

For the representation of energy models, this thesis uses UML state machine diagrams. The underlying concept of UML state machines extends the mathematical model of FSMs and is therefore able to fully represent the concept of energy models. UML provides additional diagrams to describe the dynamic behavior of objects over time. However, these diagram types have several disadvantages, which are described in the following:

- As a behavioral diagram, the UML sequence diagram focuses on time-based interactions between objects. Since the modeled behavior should also be reflected in state machines describing the behavior of objects, both diagrams share a close relation [144]. By modeling a sequence of messages between objects, the execution of a particular use case is described. In contrast, state machine diagrams, are used to specify the inner behavior of an object across several use cases by defining what actions can be executed depending on the current state of the object. By this, state machine diagrams are more suitable to represent energy models.
- The UML activity diagram is a behavior diagram for the description of workflows using activities and actions while focusing on concurrency and synchronization. While the UML state machine diagram describes the states of an object and possible transitions between the states as reactions to events, activity diagrams describe a flow of activities executed one after another without the need for events or triggers. Since the energyrelated behavior of hardware components depends on events, activity diagrams are less suitable.

UML classes model structural and static aspects of hardware components, such as attributes and operations. The UML specification also provides component diagrams to specific structural aspects at a higher level of abstraction. Each component in a component diagram is described with its ports, required and realized interfaces defining the behavior, and relationships to other components.

However, component diagrams have several disadvantages:

- Even though components may be extended with state machines, UML component diagrams can not be simulated in MDD tools such as IBM Rhapsody.
- UML ports of component diagrams specify the required and requested interfaces that also may contain operations. However, they do not have a direct mapping to concepts of object-oriented programming languages like $\mathrm{C}++$, leading to a MDD tool-specific code generation that needs to be adapted manually in later development phases.
- During the automatic code generation process, components are realized as classes. For each class within a component, an inner class is generated, leading to complex and unmaintainable source code. In IBM Rhapsody, the source code generation for component diagrams is also limited [168].

Since UML class diagrams are more well-known and frequently used by developers than other structural diagrams [97, 320], they are selected to model the static aspects of hardware component models. Moreover, associations and aggregations instead of ports are used to define relations due to the simpler implementation. In the UML metamodel, a UML class is specified as a UML classifier and specializes the abstract classes BehavioredClassifier and EncapsulatedClassifier [275]. As a result, a UML class has associated features representing structural and behavioral characteristics, e.g., attributes and operations. In addition, the concept of energy models may be mapped directly to UML behavioral state machines, which, in turn, can be assigned to the classifierBehavior property of a UML class to specify the behavior a UML class exhibits over time as a direct consequence of actions.

From an implementation point of view, the general idea of hardware component models follows the hardware proxy pattern [99], in which a proxy class is responsible for a specific hardware device and encapsulates all accesses to the device. Additionally, the proxy class may contain public and private functions and a set of attributes. However, the presented concept of hardware component models extends the proposed pattern in [99] by the additional consideration of non-functional aspects due to the energy model. In addition to operations that invoke functional behavior, a class representing a hardware component model also provides functions that directly affect power-related behavior by generating events impacting the associated energy model, such as turning a hardware component on and off. As a basis for the development, this thesis uses the two exemplary abstract classes shown in Figure 5.2 for the initial derivation of hardware component models. Intended as an orientation for software developers, one may extend this basic idea of abstract classes to add or remove operations or provide further classification without affecting the overall modeling approach.


Figure 5.2: Abstract classes with basic power-related functions to define hardware component models, illustrated as UML 2.5 class diagram (published in [338]).

All hardware component models are derived from one of the two base classes, PeripheralDevice and ProcessingUnit (cf. Figure 5.2), providing device-specific basic power-related operations as a basic interface for software applications. The PeripheralDevice class is used, e.g., for sensors, actors, and communication interfaces. In order to extend the provided interface and make specific functionalities of a hardware component accessible, existing driver descriptions may be used as a source for function signatures, data types, and configuration parameters. If MDD tools generate source code in later steps (cf. Figure 2.21, p. 59), hardware component models may directly be replaced with existing driver implementations due to their similar function signatures while the generated source code of the software application model does not require additional manual adjustments by software developers.

The class ProcessingUnit is a base class for hardware component models describing MCUs and provides methods for their configuration and for switching between operating modes. However, MCUs differ significantly from each other and must therefore be considered individually. Furthermore, hardware component models for MCUs require further abstraction since they are more challenging when it comes to simulations in later MDD phases. Unlike peripheral devices, changing the configuration or power mode of an MCU directly affects the life cycle of the software application itself. To keep the software application model platformindependent, a specific HAL for MCUs has to be provided, considering different operating modes in an abstract manner. As part of the prototype implementation, Section 6.5.2 (p. 163 ff .) addresses the topic of abstraction more in-depth.

### 5.3 Power Analysis Profile (PAP)

To implement the concepts of hardware component models and energy models in UML, this section introduces the PAP profile as the key approach to model non-functional aspects of hardware components and to provide quantitative values for the analysis process. The PAP is based on MARTE and enables the assignment of power- and energy-related properties for UML-based state machines and class definitions.


Figure 5.3: Relations between the UML, MARTE, and the PAP, illustrated as Euler diagram.

Figure 5.3 shows the relation between the subset of UML used to define software and hardware component models (cf. Section 5.2.3, p. 122 ff .), MARTE as an extension of UML (cf. Section 2.6, p. 41 ff .), and the PAP to model power- and timing-related aspects based on MARTE. The PAP is a contribution to answer RQ3 and is conceptually located in step 4 of the developer workflow, shown in Figure 3.1 (p. 78).

The reason for defining a UML profile as a collection of stereotypes to model NFPs of hardware components is motivated as follows:

- The description of NFPs with UML comments allows the element-wise annotation of states, transitions, attributes, or operations. As notes in diagrams, UML comments can also be represented graphically. However, they do not provide a predefined structure, and developers can mix-up arbitrary dimensions and information, which makes them not directly machine-readable. For the automatic processing of NFPs, a semantic description and a corresponding parser have to be developed.
- The NFPs of a hardware component model may be specified as attributes along with the functional aspects within a UML class diagram, e.g., by defining a proper naming scheme. As a result, NFPs are also represented in model-to-text transformations (code generation), even though they have no purpose at the functional level. To avoid this, an adapted model transformation process must be defined to remove attributes representing NFPs from the model prior to code generation, which unnecessarily complicates the work of software developers and can make modeling confusing. Since runtime information and the internal state of a hardware component model instance (object) are required to calculate metrics related to the dynamic energy-related behavior, NFPs are instead annotated with specific stereotypes at the meta-level.

UML stereotypes provide a standardized concept to extend the UML metamodel to add or redefine the meaning of UML elements. For instance, MARTE and SysML heavily rely on the use of stereotypes for their specifications. Structured as key-value pairs, stereotypes also provide a well-defined, type-safe, and machine-readable structure, e.g., when accessed via APIs of MDD tools. Additional background on stereotypes can be found in Appendix A. 3 (p. 266 ff .).

The following Section 5.3 .1 gives a brief overview of the basic structure of the PAP, while Section 5.3.2 describes the extension of MARTE [278] as a basis for the definition of the new PAP UML profile. Sections 5.3.3 to 5.3.4 describe the packages of the PAP in depth. The concept of modeling dynamic power-related behavior is explained in Section 5.3.5. Additionally, a hardware component model of a dimmable LED is presented as an ongoing example in Sections 5.3.3 to 5.3 .5 to illustrate the usage of the concept.

### 5.3.1 Overview

The mapping of the energy model introduced in Section 5.2.2 into UML is based on the profile extension mechanism (cf. Appendix A.3.2, p. 270 ff.) to extend the UML metamodel with stereotypes containing the semantic description of domain-specific information, e.g., powerrelated aspects. All stereotypes introduced by the PAP are thematically assigned to one of the two sub-profile packages shown in Figure 5.4 based on their particular purpose and used to specify power-related aspects of hardware component models. Stereotypes for structural aspects of hardware component models are described in Section 5.3.3, while stereotypes for UML behavioral state machines as the basis of energy models are introduced in Section 5.3.4. The basic definition of the PAP has been published in [338] and modified and expanded in [341]. It has been adapted again for this thesis due to the most recent findings. Since the presented profile is based on MARTE [278], the following Section 5.3.2 introduces the extension of the MARTE profile before presenting the stereotypes of the sub-profile packages in detail.


Figure 5.4: Overview of PAP profiles and sub-profiles (UML 2.5 package diagram notation).

### 5.3.2 MARTE Extension

The MARTE library (cf. Section 2.6, p. 41 ff .) consists of a number of basic data types (NFP_Types) to describe NFPs and measurement units as parts of NFP_Types that specify units and conversion rules. As shown in Figure 2.14 (p. 48), the MARTE library provides $N F P \_$Types with associated measurement units to model power and energy. However, for the overall concept of this thesis, a more detailed modeling of electric current and voltage is required, which is not provided by the MARTE specification. For this, the MARTE library is extended by additional data types. Based on the notation provided by the MARTE specification [278, 348], Figure 5.5 shows the definitions of the newly defined basic $N F P \_$Types and their corresponding measurement units.


Figure 5.5: Additional data types for the MARTE library to describe voltage and electric current, adapted from [338] (UML 2.5 profile diagram notation).

The ElectricCurrentUnitKind measurement unit at the top right of Figure 5.5 represents the base International System of Units (SI) metric for electric current with the physical base dimension I, as explained in Section 2.1 (p. 17 ff .). The tags baseUnit and convFactor in the upper part of Figure 5.5 specify the unit of the type and the conversion rules within the same unit. As a derived SI metric, the VoltageUnitKind consists of the base dimensions for mass (M),
length (L), time (T), and electric current (I). With NFP_Voltage and NFP_ElectricCurrent in the lower part of Figure 5.5, additional data types for the measurement units are defined and added to the NFP_Types section of the MARTE library. Those NFP_Types are used to model non-functional aspects of hardware component models, such as electric current consumption, in a dynamic and detailed manner.

### 5.3.3 Hardware Abstraction Package

The sub-profile HardwareAbstraction of the PAP (cf. Figure 5.4, p. 126) provides stereotypes to extend UML classes and UML class elements of hardware component models with additional information primarily used for the simulation and analysis described in Section 5.4. Figure 5.6 shows an overview of the stereotypes provided by the HardwareAbstraction sub-profile of the PAP. The stereotype HwAbstraction can be applied to UML classes and is primarily used


Figure 5.6: HardwareAbstraction sub-profile package, adapted from [341] (UML 2.5 profile diagram notation). Generalization hierarchies and unused tags have been omitted.
to tag hardware component models within a system model. By this, developers are able to distinguish between classes of the hardware component model and classes of the software application model. Additionally, model transformation processes, as explained in the developer workflow described in Section 3.1 (p. 77 ff .) and Section 5.4 (p. 135 ff .), rely on such markers for their automatism. Besides the use as a marker, the HwAbstraction stereotype provides tags for basic properties (cf. Figure 5.6), such as supported frequencies and the definitions of the supported supply voltages expressed as a tagged value based on the introduced NFP_Voltage data type. The stereotypes HwMCUAbstraction and HwDeviceAbstraction share the same set of tags and allow the distinction between processing units and peripheral devices, as described in Section 5.2.3 (p. 122). Note that Figure 5.6 only contains tags used by the current approach. While the tag supplyVoltage has been additionally defined, the tag frequency is available due to the inheritance of the MARTE stereotype HwResource of the HRM package, cf. Section 2.6 (p. 41 ff.) and [278]. For a complete list of tags of the stereotype HwAbstraction resulting from generalization hierarchies within MARTE, see Table B. 1 in Appendix B (p. 273 f.).

Attributes of a hardware component model affecting power-related aspects, such as electric current consumption or execution time, may be annotated with the HwPowerAttribute or HwTimingAttribute stereotype, respectively. Both stereotypes inherit from the base stereo-
type HwAttribute which provides tags to define a unique Identifier (id) as an attribute identifier. By this, a connection between an element on the functional level and an element on the meta-level can be achieved. The mechanism is used by the methods described in Section 5.4 (p. 135 ff .) to include changes in the calculation of the electric current consumption and execution time during runtime. The remaining tags type and direction describe further properties of attributes annotated with the HwPowerAttribute or HwTimingAttribute stereotype based on the VSL specification [278], which may be included in model-to-model or model-to-text transformations (cf. Section 2.5.2, (p. 40 ff .). Since HwAttributes are typically used in expressions, the type is typically set to boolean ( 0 and 1 for false and true) or numerical data types such as integer, float, or double. The direction tag defines whether the variable in the context of an expression is an input (in), output (out), or both (inout).

The stereotype HwBehavioralImpact may be applied to any operation that either affects one or more attributes annotated with the HwPowerAttribute or HwTimingAttribute stereotypes or directly affects the power-related behavior, e.g., by triggering events leading to state changes of the energy model. Similar to the stereotype HwAbstraction, the HwBehavioralImpact is mainly used as a marker for later model transformation processes. For instance, additional automatic source code generation steps [162] may be performed prior to the simulation and analysis phase to add further trace commands to the opaque behavior, including the logging of affected attributes and their new values.


Figure 5.7: Class definition of the dimmable LED example (UML 2.5 class diagram notation). Unused tagged values have been omitted to improve legibility.

## Ongoing Example: Structural Modeling

In the following, the structural part of the hardware component model for the ongoing dimmable LED example is introduced to illustrate how developers may use the stereotypes provided by the HardwareAbstraction package in MDD. The UML class defining the structure of the hardware component model is shown in Figure 5.7. As specified in Section 5.2.3, the class DimmableLED inherits from class PeripheralDevice to provide at least a set of two predefined operations so that the software application model can influence the power-related behavior by turning the device on and off. The DimmableLED class provides the attribute brightnessLevel to represent the current brightness level of the LED in percent, whose value may be changed by the software application using the setBrightness operation. The brightnessLevel attribute is annotated with the HwPowerAttribute stereotype to specify an $i d$ for the use in expressions.

Following the MARTE specification [278], an own integer-based datatype PercentageInteger for the brightnessLevel attribute of the DimmableLED class is defined, as shown in Figure 5.7. The PercentageInteger data type illustrated in Figure 5.8 contains a boundary definition that may be used to derive test data in later steps (cf. Section 2.7.3, p. 55 ff .).


Figure 5.8: Example data type definition using utility types of the MARTE model library (UML 2.5 notation).

### 5.3.4 Hardware Behavior Package

The purpose of the new HardwareBehavior sub-profile is to apply the concept of energy models introduced in Section 5.2.2 by extending the UML metamodel for behavioral state machines [275] with the ability to include descriptions of non-functional aspects for a power consumption estimation. Figure 5.9 shows the stereotypes provided by the HardwareBehavior package and the corresponding UML elements to which the stereotypes may be applied.


Figure 5.9: HardwareBehavior sub-profile package, adapted from [338] (UML 2.5 profile diagram notation). Generalization hierarchies and unused tags have been omitted.

A state machine may be extended with the stereotype HwBehavior if it represents an energy model as part of the hardware component model definition. The stereotype contains no additional tags and is mainly used to identify a state machine as an energy model of a hardware component. While serving as a marker for energy models, automatic model-to-model transformations for the analysis process, as mentioned in the developer workflow illustrated by Figure 3.1 (p. 78), can be implemented as part of the proposed power analysis methods introduced in Section 5.4 (p. 135 ff.).

The stereotypes HwBehavioralState and HwBehavioralTransition provide the same set of tags for behavior modeling and are applied to states and transitions of UML state machines. The most important tags for the proposed power consumption estimation are:

- hasDynamicConsumption: This flag indicates if the electric power consumption of the state or transition is static, e.g., fixed value, or dynamic, e.g., described as an expression.
- hasDynamicExecutionTime: This tag serves as a flag that indicates if the execution time of the state or transition is variable or static.
- current: This tag contains the electric current consumption of a state or transition as a fixed value or an expression.
- execTime: This tag contains the execution time of the state or transition. The value of this tag may be specified as a fixed value or an expression. For states, this value may also be empty if the retention time is not specified and depends, for example, on external triggers, e.g., application- or interrupt-triggered.

MARTE distinguishes between static power consumption as a constant, e.g., in standby, and dynamic power consumption as additional power consumed when the component is active and operating (cf. Section 2.1.1, p. 17 ff .). In contrast, the stereotypes hasDynamicConsumption and hasDynamicExecutionTime of the PAP specify whether the values of the stereotypes current or execTime are static or depend on the current context of the simulation and, therefore, are changeable within the state or transition. With the concept of modeling dynamic power-related behavior (cf. Section 5.3 .5 , p. 132 ff .), the PAP can also model dynamic current consumption as an offset of static current consumption similar to MARTE using the tagged value current. In this case, current contains an expression with at least one reference to a base state defining the static consumption, e.g., an idle state of the energy model.

Since the introduced stereotypes HwBehavioralState and HwBehavioralTransition inherit from MARTE stereotypes such as ResourceUsage of the GRM package (cf. Figure 2.10 , p. 44), they provide a set of additional tags, e.g., allocatedMemory, which are not utilized by the power consumption estimation concept and, thus, have been omitted in Figure 5.9. A complete list of tags for both stereotypes is provided in Appendix B (p. 273 f .).

To ensure full compatibility with MARTE, new tags and data types have been introduced in this thesis to model dynamic and static current consumption. However, MARTE also provides different approaches to model power- and energy-related aspects, which have several disadvantages:

- Due to the generalization hierarchies of the PAP, tags such as consumption and dissipation from the MARTE HwResourceService stereotype are available to model power. However, both tags are based on the data type NFP_Power, which, as argued in Section 5.3 .2 (p. 126 ff .), is insufficient in this thesis. Dividing the modeling of power into electrical current and voltage provides greater degrees of freedom and also allows more detailed modeling. When referring to Equation (2.1) (p. 18), the value defined for the consumption tag defined by the NFP_Power data type may be calculated using the tags supplyVoltage and current. A portion of the power used by a hardware component is lost in the form of heat energy, which can be specified by the tag dissipation. However, the measurements carried out in this thesis capture the total current consumption of the system, while no assertions can be made about the portion converted to heat. Therefore, the use of this tag has no advantages.
- The ResourceUsage stereotype of the GRM package provides an energy tag to specify the amount of energy permanently consumed due to the usage. However, the data type NFP_Energy $(J)$ does not fit the presented modeling approach of this thesis. In states, for instance, the retention times are not always known in advance and are determined at runtime. Furthermore, parameters affecting the power consumption of the state may
change during execution. Therefore, it is more suitable to consider the instantaneous power, defined by the electric current consumption $(I)$ and voltage $(V)$, as a parameter detached from the temporal dimension.

Furthermore, the tag execTime of the ResourceUsage stereotype originally describes the "time that the resource is in use due to the usage" [278]. However, while maintaining the intended definition of the execTime tag, in PAP, this MARTE tag specifies the execution time of single states and transitions in this thesis, avoiding the definition of a new tag with similar semantics. The following subsection briefly discusses the extension of tag values to include meta data that can be used in the power consumption estimation approach.

## Extension of Tag Values with Metadata

NFPs modeled with the PAP may also be extended with additional metadata. For instance, one may specify the source of the value and value ranges, which may be used to derive test cases. In the following, a selected number of possibilities to demonstrate the potential of the profile will be explained while leaving room for further use cases. Examples are explained based on static values, while the general concept can also be applied to expressions.

Referring to the VSL TupleType definition (cf. Section 2.6.4, p. 46 ff. ), a complete tagged value description, e.g., of the electric current, may be modeled as current $=$ (value $=$ 5 , unit $=m A$, source $=$ meas, stat $Q=$ mean ). The element source $=$ meas describes that the value has been derived from measurements, and $s t a t Q=$ mean indicates that the value is the arithmetic mean. Tags for the HardwareBehavior sub-profile are defined with different multiplicities. For instance, the multiplicity range $*$ for the tag execTime indicates that it may contain zero or more values. For the current tag, the multiplicity range is defined as $1 . . *$ so that at least one value has to be defined. Due to this, a tag may contain worst-case and best-case values for time- and power-related aspects. For example, a range for an estimated execution time of a transition between 1 and 5 ms may be specified as execTime $=(($ value $=1$, unit $=$ $m s$, source $=e s t$, stat $Q=\min ),($ value $=5$, unit $=m s$, source $=e s t, s t a t Q=\max ))$.

Moreover, it is also possible to integrate NFRs of scenarios and energy bug definitions (cf. Section 3.3, p. 84 ff.) into the UML model. Imagine that a power-related NFR with a mean value and an upper limit needs to be modeled. By defining the tagged value current as $(($ value $=5$, unit $=m A$, source $=$ est, stat $Q=$ mean $),($ value $=10$, unit $=m A$, source $=$ est, stat $Q=\max )$ ), both the expected mean electric current consumption and the maximum current consumption as the upper limit can be modeled, extracted with model-to-model transformations, and used to derive test cases.

When considering scenarios (cf. Section 3.2, p. 81 ff .), tags may also contain multiple static values. Imagine a state of a hardware component model which contains different characteristics depending on the currently active scenario. Tagged values for the electric current consumption with different power consumption levels may be defined as current $=(($ value $=5$, unit $=$ $m A),($ value $=10$, unit $=m A))$, and tagged values for the execution time as execTime $=$ $(($ value $=30$, unit $=m s),($ value $=15$, unit $=m s))$. During simulation, an analysis tool would consider the pair (value $=5$, unit $=m A$ ) and (value $=30$, unit $=m s)$ for the first scenario and (value $=10$, unit $=m A)$ and (value $=15$, unit $=m s)$ for the second scenario, respectively.

## Ongoing Example: Behavior and NFP Modeling

The application of the HardwareBehavior sub-profile to the ongoing example of the dimmable LED is shown in Figure 5.10. The energy model consists of the two states On and Off. Instructions defined in the operations powerOn() and powerOff() (cf. Figure 5.7, p. 128) generate events to initiate state transitions, as explained in Section 5.2.2 (p. 119 ff.). Both states are annotated with the proper stereotype of the PAP. Since transitions are considered instantaneous, the values of the tags current and execTime are set to 0 mA and 0 ms , respectively. The electric current consumption for the state $0 f f$ is set to 0 mA , while the state On has a dynamic consumption indicated by the tagged value hasDynamicConsumption = true. In this example, the current tag contains an expression instead of a fixed value. The current consumption of this state can vary between 0.05 mA and 5 mA due to the interval definition of $[1,100]$ (cf. Figure 5.8, p. 129) for the brightnessLevel attribute shown in Figure 5.7 (p. 128). The declaration rules and interpretation of such expressions are part of the dynamic behavior modeling covered in the following Section 5.3.5.


Figure 5.10: Annotated state diagram of the dimmable LED example. Unused tagged values have been omitted to improve legibility (UML 2.5 state machine diagram notation).

### 5.3.5 Modeling Dynamic Power-related Behavior

For the power consumption estimation process, the electric current consumption and the execution time may be specified with a single numeric value if they are considered static and do not change during execution. However, both aspects may also be affected if, for example, the software model changes configuration parameters during the simulation. In the following, the main concept for modeling the dynamics of hardware components is presented. It is used by the power analysis methods (cf. Section 5.4 , p. 135 ff .) within the estimation process.

The tuple notation of NFP data types specified by MARTE [278] and introduced in Section 2.6 (p. 41 ff.) structures the content of tags provided by the HwBehavioralState and HwBehavioralTransition stereotypes. For the power consumption estimation approach within this thesis, the three elements value, expr, and unit of the tuple notation are required to describe tagged values, for example, current $=($ value $=20$, unit $=m A)$ or execTime $=($ expr $=5 \cdot 20$, unit $=m s)$. While the unit element is mandatory, a value either for the value or the expr element has to be provided depending on the use of static values like fixed numbers or dynamic values defined as expressions. However, the NFP_CommonType data type (cf. Section 2.6, p. 41 ff .) provides a set of probability distribution operations that may be used as the value of a tag, for instance, gamma(k : Integer, mean : Real) for a gamma distribution, poisson (mean : Real) for a Poisson distribution with a given mean, or binomial(prob : Real, trials : Integer) to specify a binomial distribution with a
probability and number of trials．The MARTE specification does not provide any rules or guidelines for implementing such operations and leaves the interpretation of tagged values， such as $a T a g=($ value $=\operatorname{poisson}(1.3)$, stat $Q=$ distrib $)$ ，open to the developers of analysis tools．Additionally，the MARTE specification defines the methodological rule that analysis tools have to compute the VSL：：Expressions：：Variables and return them to the UML model at the start of a VSL evaluation．Due to this，the use of operations as values introduces dynamics into UML models．According to［348］，the main idea behind the use of probability distribution operations is the definition of a UML generic model as a source，from which multiple UML models as variants with different tagged values may be derived for analysis． However，this is not suitable for considering dynamics of software application models and event－ driven approaches at runtime．Instead，the approach in this thesis focuses on expressions that are evaluated online（cf．Section 2．7．5，p． 61 ff ．）and re－evaluated for every scenario change and tag value modified during simulation．

In PAP，variables are still based on VSL and use the Variables type from the $V S L::$ Expressions package［278，348］．However，their declaration and usage are slightly adapted and differ from the MARTE specification by introducing cross－references between tags of UML elements，such as states and transitions of state machines and attributes of classes，to reflect dynamic behavior in the model definition．Listing 5.1 shows the adapted specification using the Extended Backus－Naur Form（EBNF）．

```
    <variable-call-expr\rangle \models \langlevariable-name\rangle
\langlevariable-declaration\rangle \models [\langlevariable-direction\rangle] '$' \langlevariable-name\rangle
    [`:'\typename\rangle] [`='\init-expression\rangle]
    <variable-direction\rangle \models 'in' | 'out' | 'inout'
        \langlevariable-name\rangle \models [\langlenamespace\rangle '.'] \langlebody-text\rangle
            \langlenamespace\rangle }\models\langle\mathrm{ \pap-prefix> [`.' \pap-postfix>]
                                '.'\langlepap-tag\rangle | <body-text\rangle
        <pap-prefix\rangle \models 'PAP'
        \langlepap-postfix\rangle \models 'ATTR' | 'SM' '.'\langlepap-sm-element\rangle
<pap-sm-element\rangle \models \langlebody-text\rangle
            \langlepap-tag\rangle \models \langlebody-text\rangle
            <body-text\rangle \models terminal symbol consisting of a string of characters
```

Listing 5．1：Selected parts of the MARTE VSL specification for variables described in EBNF． A definition of the nonterminal symbols 〈typename〉 and 〈init－expression〉 can be found in［278］． Adaptations in this thesis are highlighted in bold．

By defining a dedicated namespace as a separation between the basic concepts of MARTE and the extension provided by PAP，the compatibility between MARTE and PAP is maintained． The main reason for the extension shown in Listing 5.1 is the definition of links between the object and the meta－level and the modeling of cross－references between elements of the meta－ level．Examples of links and cross－references between are provided for the ongoing example at the end of this section．When PAP is used by developers in their MDD workflow as proposed in Section 3.1 （p． 77 ff ．），the following set of rules must be respected：
－If a VSL variable for PAP is defined，a specific namespace has to be used．

- The namespace contains at least a prefix and a tag.
- The prefix has to start with a specific term PAP.
- The postfix can be one of two terms: ATTR for attribute or SM for state machine. The postfix is optional and depends on the type of reference.
- In case the SM postfix is used, the state or transition name of the state machine (energy model) must be provided.


## Ongoing Example: Definition of Variables

Considering the dimmable LED example once again. To access the bounds tag of the PercentageInteger data type used for the brigthnessLevel attribute shown in Figures 5.7 to 5.8, the namespace Pkg. DimmableLED.brightnessLevel.bounds has to be used. However, while properties of such data types may be considered constant, values of class attributes become instance-related and differ for each class instance. For example, two instances of the same sensor hardware component model may be configured differently and thus have various current consumption values during runtime. However, such instance-related values are necessary for estimating power consumption, as carried out in this thesis. According to the introduced namespace schema, the reference PAP.ATTR.brightness has to be used, for example, to include the value of the attribute brightnessLevel in equations. The first part (PAP) signals the usage of the corresponding profile, whereas ATTR refers to an attribute of the class annotated with the aforementioned stereotypes. The specifier brightness refers to the id defined by the id field of the HwAttribute stereotype applied to an attribute of the UML class (cf. Figure 5.7, p. 128). Note that the interpretation of namespaces is not defined in the MARTE specification and has to be implemented by the analysis tool. During a model transformation, the stereotypes HwPowerAttribute and HwTimingAttribute may be used to extract the <variable-direction>, <variable-name>, and <typename> described in Listing 5.1 using the tagged values direction, id, and type, respectively. The concept can also be used to specify cross-references between tags of state machine elements. For instance, the variable PAP. SM.NameOfState.NameOfTag references the value of NameOfTag of the state NameOfState. To refer to a tagged value in the scope of the current UML element, the definition PAP.NameOfTag may be used.

As shown in Figure 5.10 (p. 132), the electric current consumption for the On state can vary between 0.05 mA and 5 mA . Instead of defining multiple states to cover each possible current consumption, PAP prevents state explosion [402] and addresses such dynamic behavior. The expression for the current tag is defined as a linear relationship and includes the previously defined reference PAP.ATTR.brightness. For non-linear relationships, zero-one indicators may be used, where each variable representing such a zero-one indicator has to be modeled as an attribute of the hardware component model. For instance, the current consumption may be defined as current $=(\operatorname{expr}=a \cdot 5+b \cdot 10$, unit $=m A)$ with $a$ and $b$ as zero-one indicators. While this concept of dynamic behavior introduced by PAP is not specified in MARTE, analysis tools have to keep track of changes for all variables annotated with the HwPowerAttribute stereotype during execution to enable a power consumption estimation. Interactions between the software model and a hardware component model may cause the analysis tool to re-evaluate all expressions containing the affected tags.

### 5.4 Power Analysis Methods

The developer workflow motivated in Section 3.1 (p. 77 ff .) contains simulation and analysis steps for the power consumption estimation of embedded software applications in MDD. As a contribution to address RQ4, the introduced power analysis methods obtain and provide so-called energy traces to make the power-related impact of the software application on an embedded system visible. Developers may utilize the energy traces as an indicator for energy bugs (cf. Section 3.3, p. 84 ff .) and to optimize the workflow and the design of the software application model, as illustrated by Figure 3.1 (p. 84). As an umbrella term for the power analysis methods discussed in this section, the term Software-Model-in-the-Loop (SMiL) is introduced and describes an in-the-loop testing approach for software application models with integrated energy models. More formally, this term may be defined as follows:

Definition 5.1 Software-Model-in-the-Loop (SMiL) describes a method in which a software model extended by energy models interacts with a virtual or physical hardware platform based on functional test cases to estimate the power consumption as a non-functional property of the system with a focus on the impact of the software application.

While energy models have been presented in Section 5.2 (p. 117 ff .), the following sections discuss methods following the SMiL definition. The first method introduced in Section 5.4.1 is denoted as Indirect Power Analysis (IPA). It is used in stages where the embedded system is not yet defined or no physical hardware is available for the evaluation process. With the Direct Power Analysis (DPA) introduced in Section 5.4.2, on the other hand, simulated software application models can interact with physical hardware based on real hardware accesses. By this, DPA is able to take hardware-software interactions as a crucial part of the power consumption estimating process [135] into account. Initial versions of the methods have been published in $[338,341]$ but enhanced in this thesis due to recent research findings.

### 5.4.1 Indirect Power Analysis (IPA)

The IPA method implements the SMiL approach for virtual hardware platforms (cf. Definition 5.1). For the power consumption estimation, IPA relies primarily on data obtained from energy models during the simulation. Figure 5.11 illustrates the structure of IPA with


Figure 5.11: Indirect Power Analysis (IPA) method to derive energy traces without a connected hardware platform, adapted from [341]. A dashed line describes a data exchange before the execution of a simulation while the solid line indicates a data exchange during the simulation. The red circled elements are used to reference individual parts in this section.
the MDD tool and the analysis tool as the two main parts (P1 and P2) and two communication paths (C1 and C2) between these two parts. During the development phase, the MDD tool annotated with (P1) in Figure 5.11 is used, e.g., by a software engineer to design the system model consisting of the software model and at least one hardware component model. Additionally, the MDD tool provides a simulation environment where the system model can be directly executed. For the evaluation and power analysis, the analysis tool marked as (P2) in Figure 5.11 directly interacts with the simulation environment provided by the MDD tool. As a first step of the analysis process, the analysis tool requires additional information about the SUT. Model-transformation processes of hardware component models (C1) are executed so that the analysis tool gets deep knowledge of the SUT's properties (cf. Section 6.1, p. 140 ff .). A direct communication link (C2) between the MDD tool and the analysis tool is established during the simulation to trace all hardware accesses of the simulated software model, which may lead to changes in the power-related behavior of one or more hardware components. Besides the processing of energy models and simulation logs, simulation data for hardware components can be predefined and passed to the simulation environment if, e.g., a sensor is activated to collect data. By this, scenarios introduced in Section 3.2 (p. 81 ff .) as an environment definition for the SUT may be realized. The communication interface between the simulation environment and the analysis tool is independent of a specific MDD tool.

The analysis tool derives energy traces for the power analysis and the detection of energy bugs automatically or manually, e.g., by a test engineer. Compared to traditional approaches, IPA does not require additional hardware, such as measuring devices. Since all hardware interactions are simulated, the approach may be used for early real-time simulations and design space exploration approaches as long as a hardware component model for each hardware component under consideration exists.

### 5.4.2 Direct Power Analysis (DPA)

The idea of the rapid prototyping approach (cf. Section 2.9 (p. 72 ff .) is adapted in this thesis to provide a faster approach (compared to HiL) and more realistic approach (compared to MiL) for a power consumption estimation in MDD (cf. Figure 2.21, p. 59). Contrary to the definition provided by [59], the characteristics and constraints of the hardware platform used for the estimation process must be close to those of the intended platform. Otherwise, this type of non-functional test would offer developers no value. Moreover, the concepts of MiL and HiL are utilized in an adapted manner compared to the definitions in Section 2.7 .4 (p. 57 ff .) to obtain energy traces as the energy footprint of software application models.

The DPA method implements the SMiL approach for physical hardware platforms by introducing a novel power analysis method. For this, hardware accesses generated by software applications during simulation are forwarded to a hardware platform, denoted as Model-Testbed, reproduced, and the results are returned to the simulation environment as traces. While the hardware platform replicates the hardware-software interactions, values for electric current and voltage are measured and continuously recorded, allowing energy traces to be derived. Due to this, DPA may be considered as an extended version or superset of IPA. The basic structure of DPA is illustrated in Figure 5.12.

The parts (P1) and (P2) and the communication paths (C1) and (C2) of DPA shown in Figure 5.12 are similar to the elements introduced by IPA and provide at least the same functionality. However, the analysis tool has been extended to interact with and control the parts (P3) and (P4) in Figure 5.12.


Figure 5.12: Direct Power Analysis (DPA) concept to derive energy traces based on interactions with a real hardware platform, adapted from [341]. A dashed line describes a data exchange before the execution of a simulation while solid lines indicate a data exchange during the simulation. The red circled elements are used to reference individual parts in this section.

Besides the processing of hardware component models and the derivation of energy traces, the analysis and control tool (P2) also acts as a bridge between the MDD tool (P1), the Model-Testbed (P3), and the measuring device (P4). This provides a more comprehensive performance analysis and results in more detailed energy traces. The proposed approach has been designed as a modular architecture, enabling the rapid development of new setups for specific test cases.

The Model-Testbed (P3) executes a message interpreter that provides direct hardware access. In DPA, hardware accesses from the software application are directed to the ModelTestbed using the communication path (C3), while traces as responses of the Model-Testbed are returned over the communication path (C4). The concept of Model-Testbeds is not limited to specific controller platforms and allows the dynamic integration of peripheral devices to evaluate their power consumption. The Model-Testbed is also suitable for providing actual data (e.g., sensor measurements) to the simulated software model for a more realistic evaluation. With a physical Model-Testbed connected to the simulation environment of the MDD tool, the analysis and control tool (P2) is able to compare the power characteristics derived from energy models with real measurements while keeping track of all time-referenced hardware states.

A measuring device ( P 4 ) is connected to the Model-Testbed for continuous voltage and current measurements (C5). The measured values are accumulated (C6) and evaluated by the analysis and control tool. Since the tool is aware of the internal state of each hardware component model instance based on the trace data sent by the simulation environment, states and transitions of each hardware component model instance can be mapped to a specific time or time frame of the measurement and combined with the measured values. Additionally, the analysis and control tool uses control commands to initiate measurements and configure the measuring device in general, e.g., ranges and resolution of the obtained data (C7).

Since DPA is focused on estimating power consumption, it is sufficient to replicate hardwaresoftware interactions instead of executing the entire software application on the Model-Testbed. Each instance of a hardware component model is coupled with a specific peripheral device of the Model-Testbed. Without the need to generate, adapt, compile, and flash the software application model before each test, the DPA defines a rapid prototyping approach and enables a faster and more realistic evaluation of the complete system compared to traditional approaches (cf. Section 2.8, p. 65 ff ). The use of a physical hardware platform also increases the probability of detecting (hardware-related) energy bugs (cf. Section 3.3, p. 84 ff .).

Additionally, runtime monitoring is suitable for the DPA method. However, contrary to the definition discussed in Section 2.7.5 (p. 61 ff .), the monitor component in this thesis is not generated and implemented by the analysis tool (P2). Instead, the analysis tool may be parameterized and configured based on scenarios, NFRs, and hardware component models, which corresponds to the concept of an interpreted monitor [117].

Test cases performed with DPA may also be based on scenarios but with a limited scope compared to IPA. To fully support the concept of scenarios, an additional environmental model is required that also provides the ability to influence the physical test environment of the Model-Testbed directly. However, this results in a more complex setup and requires the extension of the concept shown in Figure 5.12. While currently not part of DPA, the extension will be a subject of future work. The DPA method is part of the proof-of-concept implementation discussed in depth in Chapter 6 (p. 139 ff.).

## Chapter 6

## Prototype Implementation

This chapter describes the prototype implementation of the Direct Power Analysis (DPA) method for the power consumption estimation in MDD as a part of the evaluation defined by the developer workflow (cf. Figure 3.1, p. 78). While the software and hardware modeling process is covered by the case study in Chapter 7 (p. 175 ff .), this section focuses on implementing main components, tools and protocols to address RQ4 as shown in Figure 6.1. The red circled numbers (1-8) in Figure 6.1 reference individual parts of the DPA method introduced in the following sections.


Figure 6.1: DPA concept using IBM Rhapsody as MDD tool and Qoitech Otii Arc as measuring device. Solid arrows indicate connections used during the simulation and evaluation, while the dashed arrow describes a manual step performed before the evaluation. The red circled numbers (1-8) reference individual parts.

Section 6.1 discusses the textual representation of hardware component models for the model transformation process, referred to as (1) in Figure 6.1. Additionally, the developed model transformation plug-in enhancing the MDD tool IBM Rhapsody (2) to provide a hardware component model exchange with the $\mathrm{UC}^{2} \mathrm{E}$ tool (4) is briefly discussed. Section 6.2 introduces the Simulation Data eXchange Protocol (SDXP) (3) and the messaging framework
to provide tracing and access to the Model-Testbed. The concept of a policy-oriented HAL to exchange logs and simulation data for hardware-software interactions is covered by Section 6.3. Section 6.4 briefly introduces the main functions of the $\mathrm{UC}^{2} \mathrm{E}$ tool (4) as a reference implementation of the analysis and control tool. Finally, Section 6.5 covers the developed Model-Testbed (5) from a software and hardware perspective. Additionally, a Remote Procedure Call (RPC)based protocol (6) to achieve communication with Model-Testbeds, is provided. Measurements are obtained by a Qoitech Otii Arc measuring device [313] (7) and can be accessed through the associated Otii Transmission Control Protocol (TCP) server [312] (8) as part of the Otii desktop application. Parts of the implementations and protocols of this section have been published in [339, 340, 341, 391].

### 6.1 Model Transformation

The power analysis methods introduced in Section 5.4 (p. 135 ff .) rely on data exchange before and during the simulation to perform power consumption estimations. For the execution of model transformations, access to the logical model structure is necessary, which has to be provided by APIs of MDD tools. The transformation of hardware component models is implemented as a two-step process containing a model-to-text and a text-to-model transformation based on the textual representation format covered in Section 6.1.1. For model-to-text transformation, Section 6.1.2 presents an extension of the IBM Rhapsody MDD tool that is provided as a plug-in. The textual representation is the primary format for the model exchange denoted as (1), while the enhancement of IBM Rhapsody is part of (2) in Figure 6.1.

### 6.1.1 Textual Representation

This section introduces the structure of the textual representation used in the model transformation process. For the exchange of hardware component models between IBM Rhapsody [164] and the $\mathrm{UC}^{2} \mathrm{E}$ tool, an exogenous model-to-model transformation has been defined to map a UML model to a C++-based textual model of state machines ( $m / \mathrm{UML} \rightarrow m / \mathrm{C}++$ ). Considering the developer workflow shown in Figure 3.1 (p. 78), a model-to-text transformation from UML into the JSON-based textual representation $(m(s) / U M L \rightarrow m(s) / J S O N)$ is performed by IBM Rhapsody as the first part of the two-step process. This is followed by a text-to-model transformation from the JSON representation to $\mathrm{C}++(m(s) / J S O N \rightarrow m(s) / \mathrm{C}++)$, the language in which the $\mathrm{UC}^{2} \mathrm{E}$ tool is developed. By this, the $\mathrm{UC}^{2} \mathrm{E}$ tool remains MDD tool independent. The text-to-model transformation is covered in Section 6.4 (p. 155 ff .).

With XML Metadata Interchange (XMI), a standardized model exchange format specified by the OMG exists, which is natively supported by popular MDD tools, including IBM Rhapsody (cf. Table A. 2 in Appendix A.2, p. 265 f.). Current XMI parser and generator implementations of MDD tools are designed to encode and decode complete UML models. Considering hardware component models, this includes the entire UML class and the UML state machine model. However, for the power consumption estimation, the $\mathrm{UC}^{2} \mathrm{E}$ tool only requires a subset of the hardware component model definition, e.g., the structure of the energy model, power-related tagged values, and attributes annotated with the PAP. Approaches such as [413] enhance the abilities of XMI parsers to process UML models partially, which would reduce the required memory for the parsing process and lower the execution time. However, those approaches have not yet been integrated into MDD tools for UML mentioned in Appendix A. 2 (p. 265 ff .). Due to this, JSON has been selected instead of XMI as the data
interchange format for the prototype implementation in this thesis. Compared to Extensible Markup Language (XML) as the data format for XMI documents, JSON is considered more lightweight, uses fewer resources, and can be encoded and decoded faster [266].

Behavior-related characteristics are the most important aspects of a hardware component model for the power consumption estimation approach. Since the energy model mainly covers behavioral and non-functional aspects, the basic structure of the JSON-based interchange format for the model transformation shown in Listing 6.1 is derived from the state machine representation. The top-level element is specified as an array of JSON objects representing hardware component models. A single hardware component model consists of a name which is the name of the UML class and objects for attributes, settings, states, and transitions. In the following, the objects of the JSON structure shown in Listing 6.1 are described in detail. A coherent and complete example generated by the developed plug-in for the dimmable LED introduced in Section 5.3 (p. 124 ff.) is provided in Appendix C. 1 (p. 275 f.).

```
{
    "HardwareComponentModels": [{
        "Name": "NameOfBaseClass",
        "Attributes": {
            "_comment": "cf. Listing 6.2"
        },
        "Settings": {
            "_comment": "cf. Listing 6.3"
        },
        "States": {
            "_comment": "cf. Listing 6.4"
        },
        "Transitions": {
            "_comment": "cf. Listing 6.5"
        }
    }]
}
```

Listing 6.1: Structure of the JSON-based interchange format for hardware component models.

## Attributes and Settings

All attributes with the annotated stereotypes HwPowerAttribute and HwTimingAttribute are extracted as JSON objects and attached to the main Attributes object. Each attribute is identified by a unique AttributeName name corresponding to the name used within the UML class definition. The inner structure of a single Attributes object shown in Listing 6.2 and consists of the following properties:

- id: The attribute's unique id extracted from the value of the id tag provided by the HwAttribute stereotype. As stated in Section 5.3 .3 (p. 127 ff .), the id is used as a reference to the value of the attribute within a class instance and may be included in expressions of other tags of the PAP.
- dataType: A property to specifiy the data type, typically an integer or real.
- value (optional): A property containing the initial value for the attribute.

```
{
    "HardwareComponentModels": [{
        "Attributes": {
            "AttributeName": {
                "id": "id",
                    "dataType": "aType",
                    "value": 0
            }
        }
    }]
}
```

Listing 6.2: Basic structure of the Attributes object.

The Settings object maps the basic power-related characteristics of a hardware component model as key-value pairs. The basic idea is to group all properties into a settings object, which apply to the entire hardware component model regardless of the particular state or transition. Typically, tags of the HwAbstraction stereotype applied to UML classes are part of the Settings objects. A small example is shown in Listing 6.3. The value of the key-value pair in line 4 is a composite data type consisting of an integer or real value and a unit as a string data type (cf. Section 2.6.4, p. 46 ff .).

```
{
    "HardwareComponentModels": [{
        "Settings": {
            "id": "(value, unit)"
        },
    }]
}
```

Listing 6.3: Basic structure of the Settings object.

## States and Transitions

To trace and analyze the dynamic behavior of the SUT for the power consumption estimation during simulation, information about states and transitions annotated with the HwBehavioralState and HwBehavioralTransition stereotypes are included in the model transformation process and added to States and Transitions objects. The basic structure of a States object is shown in Listing 6.4. As a design decision, instead of an unnamed array of states, the stateId has been introduced as a property to ease access to individual elements during parsing. Each state consists of the properties name, id, and behavior and is identified by the stateId (line 4). The id must be unique, can be freely assigned, and is primarily used in Transitions objects to specify their source and destination. In IBM Rhapsody, for instance, a Universally Unique Identifier (UUID) is generated for each model element of the Rhapsody model, which has been used for the id fields in the example shown in Appendix C. 1 (p. 275 f.). The behavior property describes the power-related behavior and is also an object consisting of the

```
{
    "HardwareComponentModels": [{
        "States": {
            "stateId": {
                "name": "stateName",
            "id": "uniqueId",
            "behavior": {
                    "current": "(value, unit)",
                    "execTime": "(value, unit)",
                    "hasDynamicConsumption": false,
                    "hasDynamicExecutionTime": true
            }
            }
        }
    }]
}
```

Listing 6.4: Basic structure of the States object.
current, execTime, hasDynamicConsumption, and hasDynamicExecutionTime properties as direct mappings of the corresponding tagged values specified by the HwBehavioralState stereotype.

As shown in Listing 6.5, the structure of a Transitions object also includes a name and a behavior property, as well as the following additional properties:

- initialTransition: True if the current transition is a initial transition, false otherwise.
- fromState: The unique id of the source state. Unused for initial transitions.
- toState: The unique id of the destination state.

```
{
    "HardwareComponentModels": [{
        "Transitions": {
            "transitionId": {
                "name": "transitionName",
            "initialTransition": true,
            "fromState": "",
            "toState": "297bd30c-c077-4e57-9b16-4906cab429c9",
            "behavior":{
                    "current": "(value, unit)",
                    "execTime": "(value, unit)",
                    "hasDynamicConsumption": true,
                    "hasDynamicExecutionTime": false
            }
            }
        }
    }]
}
```

Listing 6.5: Basic structure of the Transitions object.

### 6.1.2 Enhancement of the MDD Tool

For the model-to-text transformation, a plug-in for IBM Rhapsody [164] has been developed. The plug-in uses the provided Java API and is integrated into the MDD tool as a Helper [166]. In general, Helpers represent custom programs attached to IBM Rhapsody to extend its functionality. The integration of Helpers is realized via so-called helper files where, for example, the name, the Java main class, and menu commands of the Helper, are specified as shown in the middle part of Figure 6.2. Since the model transformation plug-in is integrated into the context menu of the GUI, developers can start the model transformation of hardware component models right out of the MDD tool. In IBM Rhapsody, profiles such as the PAP (cf. Section 5.3, p. 124 ff .) have MDD tool-specific properties in addition to the basic properties provided by the UML specification [275], e.g., to include the local path of helper files in profile specifications. As a result, the model transformation plug-in is loaded into IBM Rhapsody automatically whenever the PAP is added to an MDD project. This process is illustrated in Figure 6.2. The Java source code files on the left side of Figure 6.2 represent the developed plug-in. The helper file shown in the center of Figure 6.2 (transformation.hep) contains two entries to specify the main class and the file path of the plug-in. Within the properties window of the PAP profile in IBM Rhapsody on the right side of Figure 6.2, the helper file may be integrated using the path to the helper file.


Figure 6.2: Integration of Helpers into IBM Rhapsody

To to access and parse the user-developed Rhapsody model, the developed plug-in uses the IBM Rhapsody Java API. The Rhapsody model is an IBM-specific interpretation of UML models hidden behind their graphical representations. More information about the IBM Rhapsody Java API and best practices can be found in [89, 167]. When the transformation plug-in is executed, the developer may choose a destination path and a file name for the model-to-text transformation. Afterward, the plug-in iterates through the currently active MDD project while using stereotypes of the PAP as indicators for annotated classes and state machines to collect the required information of hardware component models. The process described by the UML activity diagram in Figure 6.3 is executed for each UML class in the UML model annotated with a HwAbstraction-based stereotype (cf. Figure 5.6, p. 127). In the first step, fundamental data, such as the class name, are acquired and stored in a list. In the next step, all attributes annotated with the HwPowerAttribute or HwTimingAttribute stereotypes are analyzed, and the content of the id, type, and value tags are saved along with their attribute names. Afterward, the algorithm checks if a state machine with annotated HwBehavior stereotype exists. If a corresponding state machine is found, states and transitions are analyzed. Based on the stored information, the JSON-based file is generated in the last step of the algorithm. If no state machine exists, the plug-in terminates without producing an output.


Figure 6.3: Sequence of the JSON-based interchange file creation process (UML 2.5 activity diagram notation), published in [340].

### 6.2 Data Exchange

To implement the power analysis methods introduced in Section 5.4 (p. 135 ff .), a set of communication protocols has been developed to enable interactions between the simulation environment of the MDD tool, the $\mathrm{UC}^{2} \mathrm{E}$ tool, and the Model-Testbed. Section 6.2.1 introduces the Simulation Data eXchange Protocol (SDXP) as a data exchange format between the simulation environment and the $\mathrm{UC}^{2} \mathrm{E}$ tool. The SDXP is used for the communication denoted as (3) within the DPA method illustrated in Figure 6.1, while the messaging framework is part of the system model developed in (2). A reference implementation for integrating SDXP into a UML-based project is presented in Section 6.2.2.

### 6.2.1 Simulation Data eXchange Protocol (SDXP)

This section covers the Simulation Data eXchange Protocol (SDXP) specification. In order to achieve bidirectional communication between the simulation environment and external analysis tools, such as the $\mathrm{UC}^{2} \mathrm{E}$, the SDXP specifies three message types for the data transmission: Register, Behavior, and Action. These message types enable a well-defined exchange of trace information, simulation data, e.g., measurements, and control commands for real-time interaction with a Model-Testbed. The specification is not limited to a particular representation format such as JSON, XML, or Comma-separated Values (CSV) and is compatible with any
two-way communication interface. For the proof-of-concept implementation in this thesis (cf. Section 7, p. 175 ff.), the simulation environment and $U^{2} E$ tool are connected via a TCP socket using a CSV-based representation format. In the following, the message types of SDXP are explained in detail.

## Register Message Type

The Register message type is used whenever a hardware component model instance is created within the simulation. For the registration of a hardware component model instance at the $\mathrm{UC}^{2} \mathrm{E}$ tool, the name of the instance and the actual hardware component model type must be provided. Table 6.1 shows the specification of the Register message type, which contains a MessageId field, mainly used to distinguish between the Register (0), Behavior (1), and Action (2) message types, and a timestamp of the registration event. The field Device contains the name of the hardware component model instance, while the Type field specifies the actual base name of the hardware component model.

| Field | Datatype | Description |
| :--- | :--- | :--- |
| MessageId | Integer | Message identifier, always set to 0 for Register message type. |
| Timestamp | Integer | Timestamp of the message (simulation time). |
| Device | String | Name of the instance. |
| Type | String | Name of the hardware component model base type. |
| Binding | String | (Optional) hardware binding information. |

Table 6.1: Basic structure of the Register message type.

Since the approach is designed to support and distinguish multiple instances of the same basic hardware component model, this runtime information must be provided for analysis and tracing. For instance, if an embedded system consists of two sensors of the same type, two register messages with different values for the Device and Binding fields are generated and sent to the $\mathrm{UC}^{2} \mathrm{E}$ tool before the software application model may interact with those instances. By this, the $\mathrm{UC}^{2} \mathrm{E}$ tool is able to distinguish between instances of a component at runtime without requiring additional configuration effort by the developer for each test case execution. The Binding field is optional and contains information about the physical wiring and hardware interfaces as key-value pairs. When using JSON object literals, a binding for a hardware component model can be specified as, for example, \{"interface":"pin","address":\{"gpio":26\}\} to describe that the hardware component is connected to the GPIO with the number 26. The interface pin states that the GPIO is configured as a simple switch that can be turned on and off, e.g., to control an LED. The $\mathrm{UC}^{2} \mathrm{E}$ tool (cf. Section 6.4, p. 155 ff .) may use the binding to configure the Model-Testbed automatically using the Model-RPC protocol specified in Section 6.5.4 (p. 168 ff .).

## Behavior Message Type

The Behavior message type is primarily used to report state and attribute changes of hardware component model instances so that a tracing and external analysis outside the simulation environment may be achieved. Table 6.2 contains the associated fields for the Behavior message type. Besides the fields MessageId, Timestamp, and Device, which are identical to those of theRegister message type (cf. table 6.1), three additional fields are introduced to
the Behavior message structure, namely State, Transition, and Attributes. For accurate tracking, a Behavior message must contain a timestamp (simulation time) at which the event occurred and the name of the affected hardware component model instance. The State field contains the id of the new power state. If the hardware component model instance executes a non-instantaneous transition between two power states, the Transition field is used instead.

| Field | Datatype | Description |
| :--- | :--- | :--- |
| MessageId | Integer | Message identifier, always set to 1 for Behavior message type. |
| Timestamp | Integer | Timestamp of the message (simulation time). |
| Device | String | Name of the instance. |
| State | String | (Optional) id of the power state. |
| Transition | String | (Optional) id of the executed transition. |
| Attributes | String | (Optional) Key-value pairs of altered attributes. |

Table 6.2: Basic structure of the Behavior message type.

The Attributes field of a Behavior message contains the new values of altered attributes required to calculate power consumption or execution time for states or transitions of a hardware component model (cf. Section 5.3, p. 124 ff.). By this, the $U^{2}$ E tool is notified during the simulation and can recalculate the affected parameter values of the energy model in near real-time. When a state change results in altered parameters, a single Behavior message is generated containing the new state and all altered attributes, e.g., by using the two fields State and Attributes.

## Action Message Type

An Action message is generated whenever a direct interaction between the hardware component model and the physical counterpart of the Model-Testbed is required. For this, a bidirectional transmission is implemented based on a request-response pattern. Table 6.3 shows the fields of the Action request message.

| Field | Datatype | Description |
| :---: | :---: | :---: |
| MessageId | Integer | Message identifier, always set to 2 for Action message type. |
| ActionId | Integer | Action identifier, specifies sub-type for MCU behavior (0), peripheral device behavior (1), request data (2) and send data (3). |
| Device | String | Name of the instance. |
| RemoteAction | String | Operation to be called. |
| Parameters | String | Key-value pairs of parameters for the operation. |
| ResponseId | Integer | (Optional) Set, if a response from the Model-Testbed is required. |

Table 6.3: Basic structure of the Action request message type.

This message type distinguishes between messages targeting the MCU or a peripheral device. Compared to peripheral devices, the MCU of the Model-Testbed is a special case and is treated separately by the $\mathrm{UC}^{2} \mathrm{E}$ tool, which is further explained in Section 6.4 (p. 155 ff .). In total, four sub-types have been derived and are specified by the value of the field ActionId. The first two types, with the id $0(\mathrm{MCU})$ and 1 (peripheral device), summarize all messages that directly affect the state of a hardware component, e.g., turning a peripheral device on or off.

The remaining sub-types specify interactions with a peripheral device to request (2) or send (3) information. For instance, an Action message enables interaction with the Model-Testbed to, e.g., trigger a measurement, request sensor values, send data via a communication interface, or write configurations. The field RemoteAction defines the actual operation executed in the Model-Testbed environment. If parameterized operations are used, e.g., the value to be written, the Parameters field is set with key-value pairs. For obtaining data via a response from the Model-Testbed, the ResponseId field is set.

| Field | Datatype | Description |
| :--- | :--- | :--- |
| MessageId | Integer | Message identifier, always equal to 2 for Action message type. |
| ResponseId | Integer | Same as the response id from the request. |
| Result | String | Result of the action (e.g., measurement value, bytes sent, ...). |

Table 6.4: Basic structure of the Action response message type.

Since hardware component models can generate messages simultaneously, the response format shown in Table 6.4 also includes a ResponseId field with a value equal to the corresponding value of the request message. While Behavior messages are generated within state machines due to behavior changes, Action messages, on the other hand, may also be generated within operation calls of the hardware component model instance, e.g., if attributes annotated with the HwPowerAttribute or HwTimingAttribute stereotype are altered. Since not every message results in a state change and state changes do not necessarily require communication with the Model-Testbed, e.g., in case of time-triggered transitions (cf. Section 5.2.2, p. 119 ff .), actions and behavioral changes are considered separately by SDXP. Hence, the execution of a single operation may result in multiple Behavior and Action messages.

### 6.2.2 Messaging Framework

A simple SDXP-based messaging framework has been developed to allow UML models to communicate with external applications during the simulation in MDD tools, such as IBM Rhapsody. Designed as an extension, it may reduce the the need for manual modification of the original UML model as much as possible. Since the framework is written in C++, it can be integrated into the IBM Rhapsody project as an external source or by reverse engineering. For the data exchange, the framework connects to the $\mathrm{UC}^{2}$ E tool (cf. Section 6.4, p. 155 ff .) via a socket connection at the beginning of a simulation. It also provides functions to generate SDXP messages. Figure 6.4 illustrates the UML class diagram of the messaging framework with the two classes ModelLogger and ModelConnector. In UML and IBM Rhapsody, external source artifacts are annotated with the «File» stereotype and included in the UML model by defining dependencies with annotated «usage» stereotype. While the ModelLogger class in Figure 6.4 provides operations to send and receive data following the SDXP message types, the ModelConnector class manages the socket connection to the $\mathrm{UC}^{2} \mathrm{E}$ tool.

Method calls of the messaging framework must be integrated into the opaque behavior of UML elements such as operations, states, or transitions. For instance, both classes are used within the proof-of-concept implementation of the policy-oriented HAL introduced in the following Section 6.3 (p. 149 ff .). The UML model of the case study presented in Section 7.2 (p. 176 ff .) has been manually extended with required method calls to enable simulation data exchange. However, specific keywords or additional stereotypes may be defined in future work


Figure 6.4: UML classes of the messaging framework (UML 2.5 class diagram notation).
to automatically generate SDXP-related method invocations within opaque behavior based on Helpers and model transformations before the actual simulation is executed. A concept based on such model-to-model transformations has been presented in [162].

### 6.3 Policy-oriented Hardware Abstraction Layer

This section introduces the policy-oriented HAL as a new approach for the abstraction of hardware accesses which may be integrated into models developed by (2) in Figure 6.1. The term policy-oriented originates from the concept of policy-based design [11] as a variant of the strategy design pattern [131], in which strategies are specified at compile time. Instead of strategies, policies in the context of the HAL refer to communication interfaces. The initial concept of the HAL has been published in [391] but is extended to be integrated into the overall approach of this thesis. The policy-oriented HAL focuses on communication interfaces, such as GPIO, UART, or $\mathrm{I}^{2} \mathrm{C}$, which are used by peripheral devices while also considering energy-related aspects as a contribution to answer RQ3 and RQ4. In addition to the theoretical concepts presented in this section and in [391], a C++ reference implementation of the policyoriented HAL is presented. The reference implementation defines a simulation-specific variant using the data exchange framework and SDXP (cf. Section 6.2.2, p. 148 ff.) as the first step to enable communication between hardware component models and their counterparts on the Model-Testbed.

A general overview of HAL implementations is provided in Section 6.3.1, followed by an in-depth description of the concepts and structure of the policy-oriented HAL presented in Section 6.3.2. In Section 6.3.3, the UML profile as a model representation of the policyoriented HAL is introduced. Finally, an basic application example of the policy-oriented HAL in provided in Section 6.3.4.

### 6.3.1 Overview

As a widely used programming interface for UNIX-like operating systems, the Portable Operating System Interface (POSIX) I/O API [170] has been defined, allowing stream and file-like access to individual devices by providing the five operations open, close, read, write, and ioctl. The Common Microcontroller Software Interface Standard (CMSIS) [20], a programming interface driven by ARM for their processor platforms, provides functions for controlling the power consumption of the corresponding internal hardware unit (on-chip) in a simplified
manner. However, all mentioned approaches are focused on the MCU instead of the complete system, including connected and external peripheral devices.

In contrast to traditional HAL implementations such as POSIX I/O and CMSIS, the presented HAL provides a multi-tier architecture. It relies on policy-based access patterns for communication interfaces and connected peripheral devices. It also considers existing powerrelated functions of peripheral devices, which are often unused in traditional approaches or limited to on and off states or other unspecified low-power states. Moreover, the policy-based HAL is vendor-independent and may be used for an abstraction of internal and external Class 1 to 3 hardware devices (cf. Section 5.2.1, p. 117 ff .) which can be controlled w.r.t their power consumption as demonstrated in [391].

### 6.3.2 Three-layered Architecture

The access to external peripheral devices from the software application layer can be seen as a vertical flow that proceeds from a high-level through various low-level software layers until the hardware is finally addressed. To control such devices, a lower hardware communication layer must be accessed. The presented HAL is designed as a hierarchical approach and follows the Dependency Inversion Principle (DIP) as one of the five SOLID principles ${ }^{1}$ [238] to realize a policy-based access pattern. By inverting the dependencies of the underlying hardware layer, the flexibility and portability are increased while the effort to modify the hardware platform is minimized. Although DIP has been known for a long time, to the best of the author's knowledge, it has not been consistently used in device driver design.

By introducing an additional abstraction to describe the interface required to access the external peripheral device, the policy-oriented HAL is able to consider peripheral devices that support different hardware interfaces. For instance, a sensor may be connected to an $\mathrm{I}^{2} \mathrm{C}$ or SPI interface. Although the physical wiring and communication protocol are different, the functionality of the HAL is independent of the hardware interface, and the details are hidden from the application point of view. This may minimize the effort for developers to modify any application logic when the hardware configuration changes. The three-layered architecture of the policy-oriented HAL outlined in Figure 6.5 provides functional access and power-related control for peripheral devices. The device layer represents the highest and most abstract layer of the architecture and consists of the following elements:

- ConnectedDevice: An abstract class as the base representation of a specific peripheral device. A ConnectedDevice requires at least one access policy for the interaction with physical hardware and may use an additional interface to enable and disable the peripheral device.
- Device: This class represents a concrete specification of a ConnectedDevice. This class has to provide an interface to the power management functions of the peripheral and may offer additional control functions.
- Access: A representation of an access policy, typically defined as an abstract class providing a set of virtual operations to access the peripheral device.

[^8]

Figure 6.5: Three-layered architecture of the policy-oriented HAL (adapted from [391]; UML 2.5 package diagram notation).

In general, an access policy defines the requirements of a ConnectedDevice, as a proxy of a hardware component at the software layer, for a communication interface in an abstract manner. The proposed policy-oriented HAL provides the following access policies:

- BitAccess: Policy for the basic interface to set and clear a single pin. This type is typically used to manage the behavior of GPIOs.
- ValueAccess: Policy to read or write single values, e.g., ADC or DAC.
- RegisterAccess: Policy to access the value of a single addressable register. Bus systems like $\mathrm{I}^{2} \mathrm{C}$ and SPI typically realize this type of access policy.
- CharacterAccess: Policy that supports read and write operations with ordered sequences of unstructured characters (bytes). Typically, serial interfaces such as UART and sockets implement this policy type.

The layer in the center of Figure 6.5 outlines the core HAL, which provides a low-level abstraction of communication interfaces such as $\mathrm{I}^{2} \mathrm{C}$ or UART, implements functional access by realizing a specific access policy to control the hardware unit and is responsible for the power consumption control. Additionally, classes in this layer follows the DIP. A specific communication interface is represented as FunctionalUnit. This class typically contains platform-specific commands for interacting with the physical hardware module (HardwareUnit). The class PinOut implements a FunctionalUnit and contains the actual configuration (e.g., GPIO number or UART bus identifier). The lowest layer represents the physical hardware and consists of the following elements:

- HardwareUnit (on-chip): Integrated unit to enable communication between hardware components. The unit can be powered on and off, e.g., by using clock gating. Examples of such units are GPIO, UART, and $\mathrm{I}^{2} \mathrm{C}$.
- GPIO (on-chip): Describes a physical pin provided by the MCU.
- PeripheralDevice (off-chip): A device physically connected to the MCU by a HardwareUnit, such as sensors and actuators. The device may have internal power management functionalities (cf. Section 5.2.1, p. 117 ff .).

In summary, the use of the policy-oriented HAL offers several advantages. By inverting the dependencies, the device layer is independent of the concrete realization of lower-level communication interfaces and the underlying hardware platform. Due to this, the functionality of a Device may be detached from the concrete communication interface and its configuration, which may significantly improve the portability, interchangeability, modifiability, and reusability of software applications. Suppose the concept of the policy-oriented HAL is adapted for other hardware platforms. In that case, only the implementation of the FunctionalUnit has to be adjusted, e.g., by defining the use of platform-specific operations and data types. The stereotypes used in Figure 6.5 are part of the developed UML profile of the policy-oriented HAL and are explained in the following Section 6.3.3.

### 6.3.3 Model Representation

A UML profile illustrated in Figure 6.6 has been designed to define a model representation of the policy-oriented HAL on the meta-level for UML-based models in MDD. By providing a set of stereotypes for the elements of the policy-oriented HAL, UML classes representing parts of the HAL may be annotated to enhance the modeling process for developers and to enable additional model transformation steps if required.


Figure 6.6: Overview of the policy-oriented HAL profile (adapted from [391]; UML 2.5 profile diagram notation).

UML classes annotated with the «DeviceDriver» stereotype correspond to an entity representing the functional interface of a peripheral device, which is usually off-chip. In the context of this thesis, hardware component models are typically annotated with the «DeviceDriver» stereotype. Moreover, communication interfaces required by hardware component models may be expressed by access policies. In an UML model, policies are annotated with the «AccessPolicy» stereotype. Classes annotated with the «CommunicationInterface» stereotype represent communication interfaces, also described as functional units of the system, realizing one or multiple access policies. A class stereotyped as «EnergyAware» has the ability to control the dynamic power consumption of a connected entity. This stereotype
does not define an expected behavior but assumes that energy-aware peripheral devices have at least two distinct energy states, e.g., on and off. Note that the concept behind the stereotype «EnergyAware» refers to energy models and the PAP. Due to this, hardware component models are always considered energy-aware.


Figure 6.7: Stereotypes defining AccessPolicy variants (UML 2.5 class diagram notation).

For each access policy introduced in Section 6.3 .2 (p. 150 ff .), a distinct stereotype has been defined, as shown in Figure 6.7. The tags of the stereotypes contain information about the interface type, e.g., GPIO or UART, the physical connection, e.g., the GPIO pin or the hardware-specific identifier, e.g., UART0, and the provided methods of the class required for the interface-specific communication, e.g., read, write, and set. Such information may be extracted and used to generate platform-specific configurations and operation calls as opaque behavior similar to concepts presented in [163].


Figure 6.8: Exemplary implementation of the policy-based device pattern (adapted from [391]; UML 2.5 class diagram notation).

Figure 6.8 shows the exemplary usage of the stereotypes and the relationships between the elements, expressed as UML classes. The DeviceModel in Figure 6.8 represents a software element, such as a hardware component model or a simple device driver, that encapsulates access to a peripheral device via specific interfaces for which specific requirements exist. Such a requirement may be expressed by an access policy that specifies communication details for the interaction with a peripheral device. As communication interface, a FunctionalUnit realizes an access policy and provides access to a physical hardware device (PhyDevice). The PhyDevice is extended with the «HwDevice» stereotype of the MARTE profile [278] to indicate a resource attached to the hardware platform.

### 6.3.4 Application Example

An example implementation of the policy-oriented HAL is shown in Figure 6.9 for a Lamp class as a proxy for an LED, externally connected via a GPIO (PinOut). The GPIO hardware unit implements the BitAccess policy by using a pinWrite method to control. In object-oriented


Figure 6.9: Policy-oriented HAL example for a lamp class with BitAccess policy, adapted from [391] (UML 2.5 class diagram notation).
programming, a policy can be realized by an interface class. From a source code point of view, policy-based design is usually associated with the C++ programming language [11]. For instance, in this thesis, a policy may be described by a template with concepts to define a named set of requirements expressed as template parameters avoiding the disadvantages of dynamic polymorphism compared to a class declaration with pure virtual methods [403]. Listing 6.6 shows the declaration of the BitAccess policy.

```
/* GPIO Access. */
template<typename T>
concept BitAccessable = requires(T t) {
    { t.set()} -> std::same_as<bool>;
    { t.clear()} -> std::same_as<bool>;
};
```

Listing 6.6: Pin-like access policy example as a BitAccess policy variant, published in [392].
A type T realizes the BitAccessable concept if it implements the methods set() and clear (). Both methods must return a boolean value. On the device layer, the device class Lamp in Figure 6.9 may use this specific implementation of the BitAccess strategy to turn a lamp on and off, as shown in Listing 6.7.

```
template<BitAccessable PIN>
class Lamp {
    public:
    explicit Lamp(std::unique_ptr<PIN> p):_pin(std::move(p)) {}
    void turnOn() { _pin->set(); }
    void turnOff() { _pin->clear(); }
    protected:
    /* Pin to set/clear. */
    std::unique_ptr<PIN> _pin;
};
```

Listing 6.7: Implementation of a device layer class in C++ using a predefined BitAccess policy, adapted from [392].

A more complex example is shown in Figure 6.10. A Device class as a proxy of the Bosch BME280 sensor [53] is connected to the MCU using an $\mathrm{I}^{2} \mathrm{C}$ hardware unit, as one of two supported RegisterAccess policies. Since the communication interface implements
a master-slave architecture, an additional device connector class (I2CDeviceConnector) is added. It acts as a link between the communication interface at the HAL core and the device driver class.


Figure 6.10: Policy-oriented HAL example for a sensor connected via $\mathrm{I}^{2} \mathrm{C}$ (adapted from[391]; UML 2.5 class diagram notation).

### 6.4 Unit for Central Control and Estimation (UC ${ }^{2}$ E)

The $\mathrm{UC}^{2} \mathrm{E}$ tool is the central component for the power analysis methods presented in Section 5.4 (p. 135 ff .) and allows developers to estimate the power consumption of software application models. For this, the $\mathrm{UC}^{2} \mathrm{E}$ tool is able to consider and apply scenarios and to perform an online or offline analysis. The range of functions also includes:

- The detection of energy bugs.
- The control of the communication between the system model simulated by MDD tools and the Model-Testbed.
- The management of connected measuring devices.

In the following sections, key features and functions of the $\mathrm{UC}^{2} \mathrm{E}$ tool are highlighted. Section 6.4.1 presents an excerpt of the GUIs as an interface for developers to configure and execute test cases, estimate power consumption, and detect energy bugs. Details of the communication between the $\mathrm{UC}^{2} \mathrm{E}$ tool and other components of the power analysis methods are explained in Section 6.4.2, while Section 6.4.3 describes the integration of measuring devices. Finally, Section 6.4.4 covers selected details of the power estimation process.

### 6.4.1 Graphical User Interface

The GUI defines the primary interface for developers to prepare the test environment, connect the Model-Testbed, and configure the measuring unit. Figure 6.11 shows two exemplary views as an excerpt of the developed $\mathrm{UC}^{2} \mathrm{E}$ tool. With the first view shown in Figure 6.11(a), developers are able to perform a text-to-model transformation of hardware component models (1) based on the JSON-based model interchange format introduced in Section 6.1.1 (p. 140). As described in Section 3.1 (p. 77 ff .), the transformation process is necessary to initially configure the $\mathrm{UC}^{2} \mathrm{E}$ tool with hardware component models of the SUT to be used within the simulation and evaluation. The lower part of Figure 6.11(a), highlighted as (2), displays the result of the


Figure 6.11: Screenshots showing the hardware component model import view and the configuration and estimation view of the $\mathrm{UC}^{2} \mathrm{E}$ tool, adapted from [341]. The red circled numbers $(1-5)$ are used to discuss parts and functions of the tool.
model transformation process. By selecting a hardware component model using a drop-down menu at the left side of (1), the states and transitions are displayed in (2) as a table, along with their power-related characteristics. If necessary, the developer can adapt the characteristics of single states and transitions by editing the corresponding cells in (2). Furthermore, the wiring (e.g., interface, port, address) for each hardware component model may be defined manually using the button on the left part of (1) as a direct mapping between a hardware component model and the corresponding counterpart as part of the Model-Testbed. As an automatic process, wiring information may also be provided during the simulation based on the SDXP defined in Section 6.2 .1 (p. 145 ff .).

Figure 6.11(b) shows the application's main view, in which the developer can prepare the overall system for the power analysis and perform an online evaluation. In part (3) of Figure 6.11(b), a connection to the Model-Testbed can be established and logging options selected. Additionally, in the lower section of part (3), a set of buttons is provided to configure and control the Qoitech Otii Arc measuring device [313]. Part (4) shows the live logging with two output windows for the Model-Testbed communication and the interaction with the simulation environment, including request and response messages in both formats, Model-RPC and SDXP. Part (5) of Figure 6.11(b) contains a table showing all hardware component model instances, their active states, and expected power consumption in real-time. Additionally, the estimated and measured current power consumption values of the SUT are displayed to provide a real-time estimation. In additional views not explicitly shown in Figure 6.11, the developer can access a runtime monitoring component as a live graph showing the overall power consumption, a log analyzer, and a time-based graphical comparison between the estimated and measured power consumption.

### 6.4.2 Communication Principles

In DPA, the $\mathrm{UC}^{2} \mathrm{E}$ tool has to interact with three different systems: the MDD tool, the Model-Testbed and a measuring device. Since the connection between the $\mathrm{UC}^{2} \mathrm{E}$ and the MDD tool (cf. (3) in Figure 6.1, p. 139) is based on a TCP socket, the simulation and the analyzes can be executed on different systems. A specific version of the policy-oriented HAL (cf. Section 6.3, p. 149 ff .) has been developed to connect the simulated system model with the $\mathrm{UC}^{2} \mathrm{E}$ tool. To abstract hardware accesses, the HAL uses SDXP messages (cf. Section 6.2.1, p. 145 ff.). Following a low-level approach, only basic methods of communication interfaces such as UART or $\mathrm{I}^{2} \mathrm{C}($ e.g., read () and write()) have to be considered instead of high-level and hardware component-specific operation calls (e.g., measure()).

The HAL is specifically designed to be used in simulations of MDD models and can be replaced with a platform-specific variant in later MDD phases. Since no rework of the software model is required when the HAL is exchanged, the software model remains platformindependent. A serial connection based on UART is used to establish a connection between the Model-Testbed and the $\mathrm{UC}^{2} \mathrm{E}$ tool. Other communications links, such as sockets, can easily replace the serial connection if the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed are executed and connected to different hosts. In this case, additional latencies, e.g., due to the transmission medium, must be considered, which may negatively affect the power estimation process. The


Figure 6.12: Sequence diagram to enable a peripheral device. (UML 2.5 sequence diagram notation)

UML sequence diagram in Figure 6.12 shows the interaction between the system model, the $\mathrm{UC}^{2} \mathrm{E}$ tool, and the Model-Testbed to enable a peripheral device connected via a GPIO. The system model consists of the software application model, a LED hardware component model with access to a GPIO provided by a BitAccess instance as part of the policy-oriented HAL.

A UML sequence diagram for a request-response example is shown in Figure 6.13. This scenario describes the interactions between the system model, the $\mathrm{UC}^{2} \mathrm{E}$ tool, and the ModelTestbed to trigger a measurement of a sensor. High-level method calls may result in multiple sequential read and write commands. In the case of the method measure() as the first step of the UML sequence diagram shown in Figure 6.13 , several $\mathrm{I}^{2} \mathrm{C}$ set and get commands may be executed if, for instance, multiple registers need to be written, read, or monitored to confirm successful operations. For readability, the communication between the sensor instance and the physical sensor in Figure 6.13 is shown with a single set or get operation. The execution of the measure() function generates a single SDXP Behavior message and each set or get operation of the HAL implementation initiates an Action message. All SDXP messages are processed by the $\mathrm{UC}^{2} \mathrm{E}$ tool and transformed into Model-RPC messages if necessary.


Figure 6.13: Simplified sequence diagram to retrieve data from the Model-Testbed. (UML 2.5 sequence diagram notation)

### 6.4.3 Integration of Measuring Devices

The $\mathrm{UC}^{2} \mathrm{E}$ tool is not limited to a specific type of measuring device. By implementing universal communication protocols like the standard commands for programmable instruments [176] and the virtual instrument software architecture standard [75, 177], measuring devices from different manufacturers can be supported. However, the Qoitech Otii Arc [313] does not support the aforementioned communication protocols. Instead, Qoitech provides a dedicated software to manage and control the Otii Arc which also includes the TCP-based server [312]. The server is marked as (8) in Figure 6.1 (p. 139) and provides an interface for third-party programs like the $\mathrm{UC}^{2} \mathrm{E}$ tool (marked as (4) in Figure 6.1, p. 139) to communicate with the measuring device and retrieve measurement data.


Figure 6.14: Sequence diagram to demonstrate power mode changes of the Model-Testbed (UML 2.5 sequence diagram notation).

The life cycle of the Model-Testbed is directly affected by the operating state of the MCU. Different power modes of the MCU must be supported to achieve a realistic power estimation when measuring the Model-Testbed during simulation. An additional concept has been developed to achieve a defined behavior of the Model-Testbed while the MCU operates in low-power modes. The Model-Testbed is able to switch from low-power modes to active
mode even if the MCU is not operating and not executing any software. In order to reproduce changing operating states of the simulation, especially the change from low power to an active operational mode, the Model-Testbed provides external triggers. The Otii Arc also offers extended functionalities via a so-called expansion port, including two General Purpose Outputs (GPOs) that can be accessed using the provided server. By this, the $\mathrm{UC}^{2} \mathrm{E}$ tool is able to control the complete behavior of the Model-Testbed at runtime. Figure 6.14 shows a UML sequence diagram where the software application initiates the command to set the MCU into sleep mode. To simplify the simulation at this point, the software application waits for the configured time before the MCU is re-enabled. A blocking function call is used for this action so that the execution of the software application model will not continue until the MCU on the Model-Testbed enters the active state.

### 6.4.4 Power Consumption Estimation

The power estimation capacities of the UC ${ }^{2}$ E tool differ depending on whether IPA or DPA is used. However, both methods use hardware component models to obtain information about the MCU and peripheral devices as part of the simulated system model. For a power consumption estimation by the $\mathrm{UC}^{2} \mathrm{E}$ tool, several subjects have to be considered, which are thematically grouped and explained in the following. The first two subjects deal with the mapping of hardware models and the consideration of expressions as dynamic energy- and time-related behavior of states and transitions. Afterward, the process of the $\mathrm{UC}^{2} \mathrm{E}$ tool to perform the power consumption estimation within IPA and DPA is explained in detail.

## Mapping of Hardware Component Models

As a result of the text-to-model transformation of hardware component models based on the model transformation format (cf. Section 6.1.1, p. 140 ff .), the UC² ${ }^{2}$ tool creates a map of hardware components for which instances can be initiated during the simulation. The structure of the $\mathrm{C}++$-based model as part of the $\mathrm{UC}^{2} \mathrm{E}$ tool is illustrated as a UML class diagram in Figure 6.15. Each hardware component model is represented as a HwModel whose structure with classes like HwState and HwTransition is similar to state machines. Name-value pairs and arrays of attributes are mapped to HwAttribute and HwSetting classes and integrated as properties of the HwModel. A complete element-wise mapping between the JSON and C++ representations is provided in Table C. 1 of Appendix C. 2 (p. 277 f.).

## Consideration of Expressions

As described in Section 5.3 (p. 124 ff .), expressions based on VSL are used to describe dynamic behavior within states and transitions. The VSL already supports basic mathematical operations, and a subset of more complex functions is provided in the specification [278]. However, the specification does not attempt to provide a complete set of complex functions nor limits the extensions of the VSL to support domain-specific functions. For instance, functions such as $\exp 10(), \exp 2()$, and $\operatorname{expE}()$ may be created to extend the arithmetic operation of exponentiation for different basis $(10,2, e)$. As a design choice for the prototype implementation, instead of defining new functions for every mathematical operation required in expressions, a JavaScript-based definition is used to simplify parsing and interpretation by the $U^{2} E$ tool. For instance, the function Math. pow (b,e) is used in tagged values of the PAP to specify exponentiation with the basis $b$ and exponent $e$.


Figure 6.15: Mapping of hardware component models in C++ (UML 2.5 class diagram).

## Estimation Process of IPA and DPA

For IPA, the power estimation process is based solely on behavioral changes in hardware component models and their modeled consumption values. The $\mathrm{UC}^{2} \mathrm{E}$ tool is able to draw line charts for an online estimation and to generate logs for offline analysis. Additional properties must be considered for hardware components with their own complex logic to achieve realistic interactions in IPA. However, this increases the need for more complex hardware models.

Imagine a sensor connected via an $\mathrm{I}^{2} \mathrm{C}$ interface. To achieve a low-level communication between the virtual hardware component and the hardware component model, the $\mathrm{UC}^{2} \mathrm{E}$ tool has to provide a virtual memory map containing all registers which are externally reachable via the $\mathrm{I}^{2} \mathrm{C}$ interface. By this, the system model might be able to retrieve data such as measurement values during the simulation. Such a virtual model has been successfully implemented for the Bosch BME280 [53] and integrated into the $\mathrm{UC}^{2} \mathrm{E}$ tool for the evaluation of the power consumption estimation approach in Chapter 7 (p. 175).

Since no hardware platform is used and hardware accesses are virtual, only software-related energy bug candidates may be detected. When keeping track of all hardware component models during simulation, an active component during a low-power phase when executing a test case might indicate an energy bug. The developer must analyze the behavior to evaluate whether it is a an error or intended behavior. For instance, a sensor may be left enabled, e.g., if the expected sleep period is too short and, thus, it is too expensive to turn it off and on.

In DPA, the $\mathrm{UC}^{2} \mathrm{E}$ tool uses two different sources for power estimation. To obtain measurement data during the test case execution, the $\mathrm{UC}^{2} \mathrm{E}$ tool queries the Otii server within an interval of 1 ms . Beside the table-based live view of hardware components shown in Figure 6.11 (b) (p. 156 ff .), the measured data are combined with the modeled values of hardware component models into a single line graph (online) and log file (offline) to provide developers with energy traces for the power consumption estimation.

Based on energy traces, the $\mathrm{UC}^{2} \mathrm{E}$ tool is also able to automatically detect candidates for energy bugs. An abrupt increase of the measured current consumption without a prior state change and message exchange may indicate a hardware-related energy bug (Type $A$ or $B$ ). Moreover, inconsistencies between the expected and measured values may indicate additional hardware-related energy bugs. As another example, the software application model sets the MCU into a low-power mode. As a result, the $U^{2} E$ tool expects a lower current consumption of the overall system. If the measured value does not indicate a power consumption drop to the expected level, a software-related energy bug (Type $C$ or $D$ ) might exist in the design of the software model. In both cases, further investigations of the developer are necessary to exclude an inaccuracy in the energy model or a simulation error. Since the $\mathrm{UC}^{2} \mathrm{E}$ tool traces active states and power consumption levels for all hardware component models during the simulation, it may be able to identify the affected hardware component causing the misbehavior and provide initial feedback to the developer. For complex use cases with multiple hardware components involved, future work may extend this approach by implementing a matching algorithm since the deviation detected by the $\mathrm{UC}^{2} \mathrm{E}$ tool is roughly equal to the single or the sum of several current tagged values of states or transitions.

In general, the $\mathrm{UC}^{2} \mathrm{E}$ tool supports scenario definitions as introduced in Section 3.2 (p. 81 ff. ), specifically to detect energy bugs. However, some of the requirements and constraints specified in scenarios require extended environmental control, which cannot always be guaranteed if DPA is used in field experiments instead of laboratory tests. IPA allows a direct influence of hardware models if this is required to fulfill a specific scenario. For instance, a virtual hardware model of a sensor may return readings derived by the $\mathrm{UC}^{2} \mathrm{E}$ tool from the currently active scenario. As a message bridge, the $\mathrm{UC}^{2} \mathrm{E}$ tool might also be extended for fault injections.

### 6.5 Hardware-based Model-Testbed

This section covers the development of the hardware-based Model-Testbed. Following the SMiL approach (cf. Definition 5.1, p. 135), the concept of a hardware-based Model-Testbed allows a direct interaction with the SUT, e.g., simulated software model, function-wise and energy-wise. As a contribution to overcome RQ4, Model-Testbeds are used in conjunction with DPA to evaluate software application models in early MDD phases. In Figure 6.1, the Model-Testbed is located at (5).

A brief overview of the Model-Testbed concept is given in Section 6.5.1. Section 6.5.2 focuses on the software layer and introduces the architecture and functions of the message interpreter, denoted as firmware in the following sections. For the hardware layer discussed in Section 6.5.3, the Model-Testbed concept has been applied to three MCU architectures from different vendors, namely Espressif Systems ESP32 [111], NXP LPC54114 [269], and STMicroelectronics STM32L476 [371]. As a universal and lightweight communication protocol to interact with Model-Testbeds (cf. (6) in Figure 6.1, p. 139), Model-RPC is introduced in Section 6.5.4.

Initial concepts of Model-Testbeds and Model-RPC have been published in [339, 340, 341, 393] while a supervised master's thesis [62] provides contributions by extending the firmware and realizing the advanced Model-Testbed concept focusing on rapid prototyping and developer productivity.

### 6.5.1 Overview

The main goals of the Model-Testbed concept are to enable dynamic and near real-time hardware-software communication and realistic interaction with the environment. The definition of Model-Testbeds follows a minimalistic, modular and interchangeable design concept. The term minimalistic describes the property of a Model-Testbed to use a minimum and only the necessary amount of hardware components. Especially in the layouts of commercial evaluation boards, the system is equipped with additional components such as converters, regulators, interfaces, debuggers, and sometimes even sensors and actuators, which are not necessary for the intended evaluation and can negatively influence the measurement and estimation of power consumption. For MCUs as the core of the Model-Testbed, for instance, the reference implementation provided by datasheets only consists of some additional resistors, switches, and capacitors. The terms modular and interchangeable describe concepts of a Model-Testbed where components, such as individual peripheral devices and the MCU, can be reconfigured or replaced to perform specific tests, e.g., for design space exploration. To meet the requirements of rapid prototyping discussed in Section 2.9 (p. 72 ff .) as idea to overcome RQ4, adding and replacing individual components should be possible without much integration effort. Following the concept of a breakout board, the MCU needs to provide as many GPIOs and access to functional blocks as possible to connect and integrate external peripheral devices. In addition, the developed firmware should ensure that each Model-Testbed can be controlled similarly, regardless of the underlying hardware layer. The general setup of the Model-Testbed is sketched in Figure 6.16 using the SysML notation [279]. If no power consumption estimations and evaluation of NFRs have to be performed, the Model-Testbed can communicate directly with the SUT, e.g., a simulated UML model of the system. However, for the power consumption estimation based on DPA, the $\mathrm{UC}^{2} \mathrm{E}$ tool, as an additional component, is required to act as a message bridge for the two components.


Figure 6.16: Block diagram showing principal parts and usage of the Model-Testbed, adapted from [341] (SysML 1.6 internal block diagram notation).

In Figure 6.16, UART is used as a communication protocol, which can easily be replaced by other concepts such as sockets. This illustrates the universal purpose of the Model-Testbed concept since distributed setups can be realized (cf. Section 6.4.2, p. 157), where simulations and the Model-Testbed are executed and placed at different hosts and locations.

To provide a power estimation early in the development process while preventing timeconsuming edit-cross-compile-flash-debug cycles [30, 393], the software application itself is not executed on Model-Testbeds directly. One disadvantage of this approach is that computationally
intensive parts of the software model, for which no low-level source code exists at the time of testing, are not included in the power consumption estimation process. However, regarding the overall system, the MCU only accounts for a small part of the total consumption. Since Model-Testbeds can physically map different operating modes, only a small delta of the current consumption in the active state is not considered. Again, the use of concepts such as scenarios (cf. Section 3.2, p. 81 ff .) is a possible solution in which the total workload for the active state of an MCU within test cases may be specified. With adaptations of Model- $R P C$ and the firmware, the Model-Testbed might be able to simulate such workloads.

### 6.5.2 Software Layer

By implementing the Model- $R P C$ protocol for message exchange, the firmware executed on the Model-Testbed provides a universal interface that does not require a specific system or simulation environment. Applications such as the $\mathrm{UC}^{2} \mathrm{E}$ tool can send requests to the ModelTestbed, which are processed and directed to the desired hardware component, e.g., the MCU, or communication interfaces such as $\mathrm{I}^{2} \mathrm{C}$, SPI, or UART. In this context, the Model-Testbed acts as a server for requests from any client, e.g., one or more MDD tools. The Model-RPC allows such clients to configure the Model-Testbed and to interact with its interfaces in a uniand bidirectional manner.

Related work presented in Section 2.7.6 (p. 63 ff.) focuses on application-level data exchange between distributed co-simulations. In contrast, the concept of Model-Testbeds aims to link the software model with the target platform during the simulations. Similar to DCP, a specific firmware is executed on the hardware platform. However, the firmware does not represent a simulation. Instead of exchanging data at the application level, the firmware provides low-level access to the underlying hardware in a unified manner. This enables direct communication between the software model and hardware components.

In the following, the architecture of the firmware is presented. Furthermore, power modes are introduced which are realized by the firmware (message interpreter) of Model-Testbeds and the policy-oriented HAL presented in Section 6.3 (p. 149 ff.) to keep the system model platformindependent during simulation and to be able to support multiple MCUs from different vendors without adjusting parts of the system model.

## Architecture

The firmware has been developed for each hardware platform presented in Section 6.5.3 (p. 165). Naturally, the basic principle of the firmware has to be adapted for the specific hardware platform and, therefore, contains platform-specific source code, e.g., to configure and interact with communication interfaces. However, all firmware variants are based on FreeRTOS [13].

Figure 6.17 shows a UML class diagram of the firmware where some aspects have been simplified to maintain readability. The architecture of the firmware consists of five central classes. The main class of the firmware, referred to as MainApp in Figure 6.17, manages all MessageDispatcher and MessageHandler instances executed in distinct tasks. The firmware provides two MessageDispatcher implementations to handle all incoming and outgoing Model-RPC messages, namely the ConfigurationDispatcher and the ControlDispatcher. While the ConfigurationDispatcher accepts all Model- $R P C$-related messages for the configuration of the Model-Testbed, the ControlDispatcher handles all requests for the system and for


Figure 6.17: Basic architecture of the firmware (message interpreter), adapted from [62] (UML 2.5 class diagram notation).
communication interfaces to which peripheral devices may be connected and distributes the request to the appropriate handler instance. As Figure 6.17 further illustrates, a platformspecific handler implementation has been developed for each communication interface which executes the request and, if necessary, generates a response, which is processed by the ControlDispatcher instance. Classes for the message data types, such as Request, Response, and Error, follow the Model-RPC structure.

The current version of the firmware does not support multiple responses for a single request and the initiation of Model-RPC messages if interrupts are triggered. However, when GPIOs are configured as interrupts, the firmware provides functions to query an internal interrupt counter for each configured GPIO. By this, external clients may use a polling approach to detect if an interrupt has occurred.

## Realization of Power Modes

On one hand, the Model-Testbed enables functional access to the connected devices. On the other hand, it is possible to change the system state of the Model-Testbed, e.g., by switching the power mode of the MCU. Due to different architectures, vendor-specific design choices, and features, MCU families provide various power modes with different specifications that define whether CPU cores, flash units, SRAM banks, oscillators, and interfaces are powered,
turned off, or throttled if possible. Due to this, a uniform control of MCUs requires further abstraction. However, while each vendor may use a different naming scheme for provided power modes, they might share similar characteristics. The basic idea is to define a set of abstract power modes so that hardware component models representing MCUs in the model domain may provide a uniform interface for controlling power-related behavior. These power modes are implemented by the firmware of Model-Testbeds (cf. PowerMode in Figure 6.17) and the policy-oriented HAL (cf. Figure 5.2, p. 123) to ease the simulation of UML models and support the rapid prototyping approach. Within this thesis, a total of five power modes have been defined, namely:

- ACTIVE: Defines the state where the MCU is active and all peripherals powered.
- SLEEP: The system clock is stopped, and no instructions are executed. Peripherals are powered and can generate interrupts. If configured, registers, the DMA, GPIOs, static RAM and flash modules are maintained.
- DEEP_SLEEP: This mode is similar to the SLEEP mode with the main clock and peripheral clocks disabled. Flash modules are put in standby mode or turned off.
- DEEP_POWER_DOWN: Except for the Real-time Clock (RTC), the MCU is completely turned off and can only be awakened by RTC-generated interrupts. Static RAM and registers are not maintained.
- OFF: The MCU is completely turned off.

Unique ids are assigned to the introduced power modes, ranging from 0 (ACTIVE) to 4 (OFF), which are used as a reference by the firmware and Model-RPC. For each MCU of a ModelTestbed, the introduced abstract power modes have to be mapped to the most suitable power modes of the specific MCU. The elaborated mappings for the MCUs discussed in Section 6.5.3 are shown in Table E. 1 as part of Appendix E (p. 285 ff.).

### 6.5.3 Hardware Layer

To demonstrate the portability of the approach, Model-Testbeds were developed for three different hardware platforms. The MCUs used for Model-Testbeds were chosen for a variety of reasons. On one hand, the platform independence of the approach shall be demonstrated by selecting products with various architectures from different manufacturers. On the other hand, the selected MCUs have different fields of application. For instance, the Espressif Systems ESP32 [111] is a widely used MCU in the IoT domain, applied in commercial products, e.g., smart home applications, and in IoT-related projects driven by the maker community. The NXP LPC54114 [269] is a low-power, dual-core MCU based on an ARM Cortex-M4 core and an ARM Cortex-M0+ core, specifically designed for always-on applications in automotive, industrial, and mobile domains. The STMicroelectronics STM32 MCU family is widely used in the industry for electronic devices focused on sensor data handling and data processing. Based on the provided functionalities, Model-Testbeds may be further divided into basic and advanced Model-Testbeds.

## Basic Model-Testbeds

The term basic describes platforms following the concept of breakout boards. Figure 6.18 shows Model-Testbeds which have been used and developed within this thesis. The first ModelTestbed shown in part (a) of Figure 6.18 is built on a Himalaya basic breakout board with a mounted Espressif ESP32 SoC ${ }^{2}$ without embedded flash. A second Model-Testbed based on the NXP LPC54114 ${ }^{3}$ [269] is shown in part (b) of Figure 6.18. To meet the design concept of Model-Testbeds, a specific breakout board for the NXP LPC54114 has been designed as a platform prototype using the Altium CircuitMaker design tool [12]. The schematics of the developed breakout board are included in Appendix E. 2 (p. 287 f.).

(a)

(b)

Figure 6.18: Images of basic Model-Testbeds based on a commercial ESP32 breakout board (a) and the developed breakout board for the LPC54114 (b).

## Advanced Model-Testbed

An advanced Model-Testbed based on the STMicroelectronics STM32L476 [371] as an improved version of the basic Model-Testbeds has been elaborated in a supervised master's thesis [62]. The main goal of the advanced Model-Testbed concept is to enhance the rapid prototyping support and to improve the usability, productivity, and experience of developers by simplifying their general use and handling for test setups. For instance, when basic Model-Testbeds are used, system setups were based on breadboards and jumper cables, which has turned out to be occasionally error-prone and required more in-depth technical knowledge. Due to this, the mobility of Model-Testbeds was also limited.

The developed advanced Model-Testbed addresses those limitations and is designed as a mobile, stackable, and enclosed system with standardized JST XH pin and socket interconnection for communication interfaces such as GPIO, $\mathrm{I}^{2} \mathrm{C}$, or SPI. Figure 6.19 shows the

[^9]

Figure 6.19: Images of the advanced Model-Testbed based on the STM32L476 showing the front (a) and side (b) of the 3D-printed enclosure.
front (a) and side (b) of the developed advanced Model-Testbed. It provides eight digital and four analog interfaces via shared GPIOs and four Pulse-width Modulation ( $P W M$ ), two $\mathrm{I}^{2} \mathrm{C}$, and two UART interfaces. Moreover, the advanced Model-Testbed provides a single interface for CAN and SPI, respectively. Furthermore, two buttons and a brightness sensor for direct interaction with developers have been integrated. A separate non-volatile memory module stores the active configuration and up to three fallback configurations. The simplified block diagram of the Model-Testbed is shown in Figure 6.20. Besides the STM32L476, a Raspberry Pi Zero W [318] has been integrated into the design to provide a wireless access point with which developers are able to configure the Model-Testbed using a web user interface.


Figure 6.20: Block diagram of the advanced Model-Testbed (adapted from [62]). Rectangles outlined in grey define the system boundaries, while rectangles outlined in blue describe the individual components. Black arrows indicate communication protocols between components.

### 6.5.4 Model-RPC

To enable interactions between the simulation environment and a Model-Testbed within DPA (cf. Section 5.4.2, p. 136), Model-RPC as a universal and lightweight communication protocol has been specified, marked as (6) in Figure 6.1 (p. 139). Generally, Model-RPC can be understood as a mapping of functions a Model-Testbed provides. In DPA, the interaction between the simulated system model and the Model-Testbed follows a client-server principle and relies on RPC to exchange messages. As illustrated in Figure 6.1 (p. 139), if a hardware component model as the client requires hardware access, corresponding SDXP messages are translated into Model-RPC messages by the UC²E tool. Afterward, the messages are forwarded to the Model-Testbed, acting as a server in this scenario. The responses are returned from the Model-Testbed to the $\mathrm{UC}^{2} \mathrm{E}$ tool and are passed to the simulation environment for further processing. Due to the strict decoupling, Model-RPC fulfills the following requirements:

- Independent: The communication protocol should be independent of the transport protocol, communication interface, hardware platform variants, and programming languages.
- Efficient: The implementation of the endpoints should be resource efficient w.r.t. the source code footprint and the required computing time to interpret messages.
- Structured: Messages should be structured so that they are machine-readable.
- Verifiable: Along with the machine-readable structure of messages, a methodology should exist to verify messages automatically for correctness and completeness using a schema description.
- Extendible: The structure of messages should support future extensions.
- Versionable: The communication protocol should offer the possibility to distinguish between different versions to avoid problems with varying endpoints.
- Well-defined: The communication protocol should follow a standardized approach to easily integrate and adapt existing tools and procedures.

Data serialization, as used for RPC, can be in textual or binary format. Flatbuffers [141] and Protocol Buffers [139] are examples of language and platform-independent mechanisms for a binary serialization of structured data. With gRPC [140], a standardized framework for the binary message exchange based on RPC and Protocol Buffers exists. XML and JSON are the two most commonly used data exchange formats for text-based encoding of messages. While XML is the approach with the most comprehensive capabilities, processing XML-based messages on an embedded system is too complex compared to JSON [266].

Based on and fully compatible with JSON-RPC [190], Model-RPC is defined as a standardized communication and human-readable protocol. The disadvantages of lower performance and higher amount of data compared to binary encoded messages [233, 310, 373] are accepted for the prototype implementation within this thesis. JSON-RPC implements a request-response principle based on a client-server model with JSON-based messages. The specification [190] defines four message types: (1) request, (2) response, (3) notification, and (4) error. A client initiates a request message while the server sends a response message back to the client containing either the result or an error message. A client may also send a notification message. In this case, the server does not send a response message, even if the execution
fails. In addition to the single message mode, several messages can be sent as a batch. The basic structure of a Model-RPC request is shown in Listing 6.8.

```
{
    "jsonrpc": "2.0",
    "method": "[CLASS_NAME].[METHOD]",
    "params": {},
    "id": 12
}
```

Listing 6.8: Basic structure of a Model-RPC request message.

The message structure consists of a method property as a string, a param object, and an id, which the client can choose freely to assign a response to a former request. A Model-RPC request reuses the jsonrpc property (line 2) to specify the version number. For all messages, this property is set to 2.0 , representing the latest version of JSON-RPC [190]. However, the structure of the method property value (line 3) is more restricted compared to JSON-RPC and consists of the two parts [CLASS_NAME] and [METHOD] separated by a dot. The class name specifies a part of the Model-Testbed, whereas the method defines the actual operation performed by the part. This extension expands the language syntax in an object-oriented way to distinguish between different component types. It also allows commands and functions for specific interfaces to be grouped and organized, achieving a logical or physical segmentation of the Model-Testbed. The params object (line 4) may contain an array or any structured object. In Model-RPC, a device object must be provided as a parameter to distinguish between communication interfaces of the same type, e.g., multiple $\mathrm{I}^{2} \mathrm{C}$ buses. The response message shown in Listing 6.9 contains the result of the method execution as a result property, e.g., 42 . The format of the result property may vary between a simple value or a JSON object literal. In Listing 6.9, the value of the id property matches the value of the id property in the former request message (cf. Listing 6.8). Note that a response message will only be sent to the client if the request contains an id property.

```
{
    "jsonrpc": "2.0",
    "result": 42,
    "id": 12
}
```

Listing 6.9: Exemplary Model-RPC response message.

Model-RPC provides different method classes to configure, control, and interact with the Model-Testbed and interfaces such as GPIO, PWM, UART, and $\mathrm{I}^{2} \mathrm{C}$ on a lower level. The remainder of this section describes the specified method classes ([CLASS_NAME]) with all provided methods ([METHOD]) in detail.

## System Methods

The system class identifier groups all methods addressing the configuration of the ModelTestbed and the behavior of the MCU. Table 6.5 shows the set of methods provided by the system object identifier.

| Method | params Parameter |  | Description |  |
| :--- | :---: | :---: | :--- | :---: |
|  | Name | Type |  |  |
| system.config | - | - | Return current configuration. |  |
| system.restart | - | - | Restart remote target. |  |
| system.reset | - | - | Reset remote target. |  |
| system.sleep | mode | Number | Set the Model-Testbed into a specific low-power mode. |  |
| system.configure | config | configType | Configure a remote target. |  |

Table 6.5: Model-RPC methods for the system class.

With the system class identifier, the target Model-Testbed can be reset, restarted, and set to a specific low-power mode. For the latter, a mode parameter must be provided which corresponds to the id of the respective low-power mode specified in Section 6.5 (p. 161 ff .). The example in Listing 6.10 shows a Model-RPC request to set the target system into a low-power mode, where the mode parameter is added as property of the params object (line 4) and set to id 1 (sleep mode). With the config and configure methods, the current setting of the Model-Testbed can be read and set using a configType object. The structure of the configType object contains configuration details for each supported interface of the ModelTestbed, such as GPIO, PWM, or $\mathrm{I}^{2} \mathrm{C}$. It is added as a property to the params object (line 4) if the configure method is used. More details about the configType object, along with JSON-Schema [417] description, are provided in Appendix D. 1 (p. 279 f.).

```
{
    "jsonrpc": "2.0",
    "method": "system.sleep",
    "params": { "mode": 1 }
}
```

Listing 6.10: Basic example of a Model-RPC to change the power mode of a Model-Testbed.

## GPIO Methods

To control a single GPIO, Model-RPC specifies the pin class identifier with the implemented methods shown in Table 6.6. In order to interact with a specific GPIO, the params object is extended with a device object containing a key-value property with the number of the affected GPIO. In Model-RPC, a GPIO with a default configuration can be set, cleared, and read. However, if a GPIO is configured as ADC or interrupt, extended functionalities are provided by the firmware of a Model-Testbed (cf. Section 6.5.2, p. 163 ff .). With pin. adc, the analog value of a GPIO can be requested, while pin.interrupt, as a counter-like method, returns the number of interrupts triggered. The following example in Listing 6.11 shows a

| Method | device Parameter |  | Description |
| :--- | :---: | :---: | :--- |
|  | Name | Type |  |
| pin.set | gpio | Number | Set a single GPIO. |
| pin.clear | gpio | Number | Reset a single GPIO. |
| pin.get | gpio | Number | Get the current state of the GPIO. |
| pin.adc | gpio | Number | Get the current ADC value from 0-4048, e.g., 0-3.3 V. |
| pin.interrupt | gpio | Number | Get the counted number of rising/falling edges for a <br> GPIO configured as interrupt pin. |

Table 6.6: Model-RPC methods for the pin class.

Model-RPC request to receive the current analog value of the GPIO with the number 4. Note that an id is provided to receive a response with the current value from the Model-Testbed.

```
{
    "jsonrpc": "2.0",
    "id": 1,
    "method": "pin.adc",
    "params": {
            "device": {
            "gpio": 4
        }
    }
}
```

Listing 6.11: Basic example of a Model-RPC request to get an analog value of a single GPIO.

## PWM Methods

Model-RPC specifies the PWM class identifier to provide functions of the PWM interface to read and configure the duty cycle for a specific PWM channel. An overview of provided methods is given in Table 6.7.

| Method | device Parameter |  | Description |
| :--- | :---: | :---: | :---: |
|  | Name | Type |  |
| pwm. dutycycle | pwm | Number | Get the duty cycle of the PWM channel. |
| pwm.set | pwm <br> dutycycle | Number <br> Number | Set the duty cycle for a PWM channel. |

Table 6.7: Model-RPC methods for the pwm class.

## UART Methods

Model-RPC provides write and read methods for peripheral devices connected via UART interfaces. Both methods listed in Table 6.8 require an id of the UART controller as a
property of the device object. Additionally, a buffer containing the string to be sent must be provided for the write method. The read method requires a timeout property defining the amount of time the method may take to complete. The key-value pairs buffer and timeout in Table 6.8 have to be provided as properties of the params object.

| Method | Parameter |  | Description |
| :--- | :--- | :--- | :--- |
|  | Name | Type |  |
| uart.write | controller $^{*}$ <br> buffer $^{+}$ | Number <br> String | Write a message to an UART interface. |
| uart.read | controller $^{*}$ <br> timeout $^{+}$ | Number <br> Number | Read data from an UART interface. |
| $=$ device object property, $^{+}=$param object property |  |  |  |

Table 6.8: Model-RPC methods for the uart class.

Figure 6.21 shows an example for a communication between a system model and a ModelTestbed to send and verify a configuration for a peripheral device connected over UART using notification, request, and response messages. In step 1 of the UML sequence diagram, a Model-RPC notification message with uart.write as method is transmitted from the simulated system model to the Model-Testbed. The message includes a device object and a buffer object as key-value pair of the params object. While the controller key-value pair specifies the UART interface, the buffer contains the configuration, which will be written to the connected peripheral device on the Model-Testbed. In step 2.1 of Figure 6.21, the simulated system model sends a Model-RPC request message to to delegate the execution of a


Figure 6.21: Model-RPC communication between a system model and a Model-Testbed, adapted from [341] (UML 2.5 sequence diagram notation).
uart.read command on the target Model-Testbed. Since the request message contains an id parameter, the Model-Testbed generates a response message that is sent back to the system model in step 2.2. The value parameter of the result contains the response of the peripheral device, which the system model uses to verify if the configuration has been processed correctly.

## $\mathbf{I}^{2} \mathbf{C}$ Methods

Model-RPC provides a set of methods listed in Table 6.9 for the interaction with $\mathrm{I}^{2} \mathrm{C}$ interfaces. The read method requires the param object to contain a key-value pair for the number of bytes to be read. The device object must consist of properties as key-value pairs for the $\mathrm{I}^{2} \mathrm{C}$ bus to be used, the identifier of the connected device, and the register to be read. For some peripheral devices, the register property for read methods can be omitted. The write method requires a list of bytes to be written and a device object with properties similar to those of the read method. Furthermore, a basic test function to verify the presence of a peripheral device with the given identifier on a specific $\mathrm{I}^{2} \mathrm{C}$ bus is provided.

| Method | Parameter |  | Description |
| :---: | :---: | :---: | :---: |
|  | Name | Type |  |
| i2c.read | bytes ${ }^{+}$ <br> bus* <br> identifier* <br> register ${ }^{*}$ | Number <br> Number <br> Number <br> Number | Read bytes from a $\mathrm{I}^{2} \mathrm{C}$ device. |
| i2c.write | bytes ${ }^{+}$ <br> bus* <br> identifier ${ }^{*}$ <br> register ${ }^{*}$ | List <br> Number <br> Number <br> Number | Send bytes to a $\mathrm{I}^{2} \mathrm{C}$ device. |
| i2c.test | bus* <br> identifier ${ }^{*}$ | Number <br> Number | Checks the presence of a peripheral device with the given identifier. |

Table 6.9: Model-RPC methods for the i2c class.

The Model-RPC definition can be fully described using OpenRPC [283]. The OpenRPC specification provides a machine-readable and programming language-agnostic interface description for JSON-RPC APIs allowing humans and computer systems to explore the structure and methods. An example of the Model-RPC definition for the uart.write method in OpenRPC can be found in Appendix D. 2 (p. 283 f.).

In this chapter, the prototype implementation of the DPA method has been presented. This includes parts (1) to (8) illustrated in Figure 6.1 (p. 139), for instance, the concept of ModelTestbeds, the SDXP and Model-RPC communication protocols, and the $\mathrm{UC}^{2} \mathrm{E}$ tool as a central element combining, managing, and controlling UML-based simulations, Model-Testbeds, and measuring devices. Hence, a power consumption estimation can be executed, as described in steps 6 to 11 of the developer workflow (cf. Section 3.1, p. 77 ff.).

## Chapter 7

## Evaluation

After discussing the main concepts and their prototype implementations, this chapter evaluates the overall power consumption estimation approach as a contribution to answer RQ3 and RQ4. Parts of this chapter have been published in [341]. Section 7.1 introduces the basic setup of the case study for the power consumption estimation. The evaluation is divided into two parts. As the first part, Section 7.2 presents the modeling and evaluation of the beehive microclimate sensor node case study to demonstrate the collaboration of the presented concepts introduced in this thesis and the potential of the overall power consumption estimation approach. Furthermore, the potential of the power consumption estimation approach for the detection of energy bugs is shown. Section 7.3 focuses on the performance of DPA and evaluates the time delays and power overhead as the second part of the evaluation.

### 7.1 Setup

This section introduces the basic test setup for the power consumption estimation of a beehive microclimate sensor node as part of the case study presented in Section 7.2 (p. 176 ff.). With the Espressif Systems ESP32, the selected Model-Testbed is based on a popular low-cost MCU commonly used in the IoT domain. The firmware executed on the Model-Testbed relies on FreeRTOS [13] and has been developed with the Espressif IoT development framework. The test setup shown in Figure 7.1 consists of the Qoitech Otii Arc measurement unit, the Model-Testbed, and additional hardware components used in the beehive microclimate sensor node, namely the Bosch BME280 to measure environmental parameters and the RAKwireless RAK811 Long Range (LoRa) module to achieve a wireless communication. The measuring device in Figure 7.1 is connected to the host system executing IBM Rhapsody and the UC ${ }^{2}$ E tool via USB. A Silicon Labs CP2102 USB-to-UART bridge [359] with a configured baud rate of 115200 bauds is used to communicate with the Model-Testbed.

For the evaluation, the Qoitech Otii Arc measures the electric current consumption and voltage of the system shown in Figure 7.1 with a sample rate of 4 ksps . The Qoitech Otii Arc uses two shunts measuring in parallel, allowing the device to immediately switch between these two shunts to avoid the range problems and sample loss described in Section 2.1.3 (p. 20 ff .). The analyzes of the $\mathrm{UC}^{2} \mathrm{E}$ tool are based on hardware component models and the raw data recorded by the measuring device and obtained at a polling interval of 1 ms from the Otii desktop application.

Due to the setup, the representation of signals in the diagrams of this section may be inaccurate if the frequency of the signals to be sampled is equal to or higher than the sampling frequency of the Qoitech Otii Arc or the polling interval of the $U^{2} E$ tool. Further details about the $\mathrm{UC}^{2} \mathrm{E}$ tool and embedded firmware, hardware characteristics of the host system, and the Qoitech Otii Arc can be found in Appendix F (p. 289 ff .).


Figure 7.1: Test setup showing the Model-Testbed with connected peripherals and the Qoitech Otii Arc.

### 7.2 Case Study: Beehive Microclimate Sensor Node

This section introduces the beehive microclimate sensor node case study as a real-world IoT example for smart objects. The evaluation in this section demonstrates the application of the presented modeling concepts. Based on the case study, a proof-of-concept and an evaluation of the DPA methods are presented. Previous versions of the beehive microclimate sensor node case study have been used in $[341,391]$ to illustrate concepts and perform evaluations.

Section 7.2.1 provides an overview of the beehive microclimate sensor node, introduces the hardware components of the platform, and explains the field of application. The modeling of hardware components is covered by Section 7.2.2, while Section 7.2.3 introduces the software application model. In Section 7.2.4, the scenario of the case study is introduced. A power consumption estimation for the beehive microclimate sensor node is demonstrated and discussed in Section 7.2.5, while the capabilities of DPA to detect energy bugs are shown in Section 7.2.6.

### 7.2.1 Overview

This section describes the basic layout and functionality of the beehive microclimate sensor node to monitor western honeybee (Latin: Apis mellifera) colonies as a typical IoT application example. Generally, beekeeping in wood or polystyrene magazines can negatively affect bees
since the magazines do not correspond to natural housing. Bees can actively influence the humidity and temperature of a magazine to ensure optimal environmental conditions for larvae and the colony [106]. Since beekeepers either do not visit the hives at all or visit them irregularly during the winter months from about October to March, the sensor node monitors the hives remotely. This results in the requirement that the sensor node must operate energyefficiently for at least six months while monitoring the actual condition in the magazine and transferring environmental data to a cloud service via a wireless communication interface.


Figure 7.2: Block diagram of the sensor node connected to the The Things Network (TTN). Black arrows describe wired communication between components (blue squares), and the blue arrow describes wireless communication between systems (grey squares).

A simplified block diagram of the sensor node is shown in Figure 7.2. It consists of an Espressif ESP32 MCU [111], a Bosch BME280 environmental sensor [53] on an Adafruit breakout board [5] connected via $\mathrm{I}^{2} \mathrm{C}$, and a RAKwireless RAK811 WisDuo LoRa module [317] based on the Semtech SX1276 LoRa transceiver [351] connected via UART. The Bosch BME280 sensor is placed inside the beehive magazine and measures temperature, humidity, and air pressure at a fixed interval. For energy-efficient and long-range wireless communication, the LoRaWAN communication protocol [230] is used to transmit average values of the obtained sensor data to a TTN [385] cloud application instance, where the data may be pre-processed, formatted, and forwarded to platform services such as ThingSpeak [381] or tools like MathWorks MATLAB [380] for further analysis. The TTN is an IoT ecosystem based on an open and decentralized LoRaWAN network. Figure 7.3 shows the IoT sensor node prototype in a green-colored enclosure applied in a beehive.


Figure 7.3: The prototype microclimate sensor node applied in a beehive (red circle).

### 7.2.2 Hardware Component Modeling

This section describes the UML modeling process for each hardware component of the beehive microclimate sensor node following the developed concepts introduced in Section 5.2 (p. 117 ff .). Hardware component models representing peripheral devices use the reference implementation of the policy-oriented HAL (cf. Section 6.3, p. 149 ff .) for hardware-software interactions with the Model-Testbed (cf. Section 6.4.2, p. 157 f.). By this, hardware-related aspects are hidden from the actual software application model, increasing platform independence.

| Device | State | Electric Current |  |  | Execution Time |  |  |
| :---: | :--- | ---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Value | Static | Source | Value | Static | Source |
| Espressif |  | $1.0 \mu \mathrm{~A}$ | Y | O | - | - | - |
|  | Deep-sleep | $10.0 \mu \mathrm{~A}$ | Y | O | - | - | - |
|  | Active | 27.5 mA | Y | M | - | - | - |
| Bosch | Sleep | $13.4 \mu \mathrm{~A}$ | Y | M | - | - | - |
|  | Forced | $467.2 \mu \mathrm{~A}$ | Y | M | 16.59 ms | Y | M |
| RAK- | Sleep | Idle | $5.5 \mu \mathrm{~A}$ | Y | M | - | - |
|  | Join | 6.1 mA | Y | M | - | - | - |
|  | Receive (RX) | 19.9 mA | Y | M | - | - | - |
|  | Transmit (TX) | 22.2 mA | Y | M | 1300 ms | Y | E |
|  | 63.9 mA | Y | M | D | N | C |  |

- = Not applicable, $\mathrm{D}=$ Dynamic at runtime, $\mathrm{C}=$ Calculated, $\mathrm{E}=$ Estimated, $\mathrm{M}=$ Measured, $\mathrm{N}=$ No, $\mathrm{O}=$ Obtained from datasheets, $\mathrm{Y}=\mathrm{Yes}$

Table 7.1: Operating states, power consumption and execution times of components for the beehive microclimate sensor node. Unused operating states have been omitted.

To define an energy model for each hardware component model, datasheets [53, 111, 317] for the components of the beehive microclimate sensor node shown in Figure 7.2 (p. 177) have been analyzed, and corresponding operating states have been extracted. Table 7.1 shows a subset of identified operating states which can be triggered by the software application model (cf. Section 7.2 .3 , p. 183 ff .), along with their initially obtained current consumption and execution time values. The supply voltage of each hardware component in Table 7.1 is 3.3 V . For the evaluation, transitions are assumed to be executed instantaneously and do not contain any significant energy current or time offset. As a result, the tagged values current and execTime of each transition are set to $(0, m A)$ and $(0, m s)$, respectively. The electric current consumption values in datasheets are often determined under ideal conditions and differ significantly from those reached when the hardware component is used in more realistic environments. Therefore, for all considered operating states, the extracted power consumption values have been confirmed or adjusted with values obtained by measurements executed in this thesis under more realistic conditions of the environment in which the evaluation is performed. In the following, particular aspects of the hardware modeling process are discussed.

## Espressif ESP32 MCU

For the Espressif ESP32 MCU, a power mode mapping (cf. Section 6.5.2, p. 163 ff .) for the operating states given in Table 7.1 has been defined. The ACTIVE state corresponds to the Modem Sleep power mode of the ESP32 (cf. Table E. 1 in Appendix E.1, p. 285 ff.). The electric
current consumption value for this state has been captured while the MCU was operating in a mode with a single active core and disabled Wi-Fi and Bluetooth peripherals. Within the DEEP_SLEEP state, mapped to the Deep-sleep [111], only the ultra-low power core, the real-time clock module, and the memory are powered. The current consumption value for the OFF state has been obtained from the datasheet [111], while the values for the two other states, DEEP_SLEEP and ACTIVE, have been derived from measurements. Since the time spent in each mentioned state during the simulation depends entirely on the workflow of the software application model, no execution times have been specified.

## Bosch BME280 Environmental Sensor

As a result of the modeling process, Figure 7.4 shows the UML class definition of the Bosch BME280 hardware component model directly taken from the IBM Rhapsody MDD tool. The hardware component model inherits from the PeripheralDevice base class as described in Section 5.2.3 (p. 122 ff.). Additionally, an interface (BME280_Interface) has been defined that specifies all functions a software application model can use. The hardware component model also encapsulates the platform-independent driver implementation [54] specified as externals files, bme280 and bme280_defs, in Figure 7.4. Artifacts such as the official Bosch driver files annotated with the «File» stereotype in Figure 7.4 may be integrated using reverse engineering processes. The integration of legacy code is a typical procedure in MDD, independent of the presented concepts. It can be applied during the hardware modeling process described in the developer workflow (cf. Section 3.1, p. 77 ff .). Since the sensor is connected as an $\mathrm{I}^{2} \mathrm{C}$ device, the hardware component model has a reference to an instance of a SimulationI2CAccess class as an implementation of the RegisterAccessPolicy introduced by the reference implementation of the policy-oriented HAL in Section 6.3 (p. 149 ff .).


Figure 7.4: Bosch BME280 hardware component model as UML class diagram modeled with IBM Rhapsody. In order to improve the legibility, no attributes and operations are shown.

The state machine of the environmental sensor is illustrated in Figure 7.5. For the Normal state, the values for electric current consumption and the execution time are considered as being dynamic and specified by expressions, as a modeling feature of the PAP. The expressions are derived from the datasheet and depend solely on the current configuration, e.g., the number of sensors and the oversampling rate of each sensor during a single measurement. However, during the active phase of the case study, only a single measurement is obtained instead of


Figure 7.5: UML behavioral state machine of the Bosch BME 280 modeled with IBM Rhapsody.
a (continuous) measurement series. Due to this, the sensor only switches between the sleep and the Forced state during the simulation. Moreover, since the configuration is set by the software model in the initialization phase and does not change at runtime, the current consumption and execution time of the Forced state may be, instead, defined as static with fixed values, as shown in Figure 7.5 and Table 7.1 (p. 178).

## RAKwireless RAK811 WisDuo LoRa Module

The state machine of the RAKwireless RAK811 LoRa module shown in Figure 7.6 is the most complex state machine of the microclimate sensor node with the highest uncertainties of the modeled values. The main reason is that the RAK811 module operates as a black box and does not provide internal indicators to identify the current operating state. As a


Figure 7.6: UML behavioral state machine of the RAK811 modeled with IBM Rhapsody.
result, driver implementations have to use polling mechanisms to verify whether, e.g., the join process [230] or single transmissions were processed successfully. Power consumption values for each operating state are obtained with the parameters described in Table 7.2 as the configuration for the wireless communication of the RAK811 LoRa module. The timer function $\operatorname{tm}(\ldots)$ is applied on transitions in Figure 7.6 and defines a timeout, after which the Receive ( $R X$ ) and Transmit ( $T X$ ) windows are expected to be completed, and transitions
back to the Idle state are performed. The parameters of this method are either calculated by the hardware component model or defined by the scenario specifications. Events for a state transition are generated within states and defined with the prefix ev. The execution time of the TX window is calculated dynamically (denoted as $D$ in Table 7.1) during simulation based on the parameters shown in Table 7.2, while the message length (in bytes) depends on the input of the software application model. The equations to calculate the length of the TX window are obtained from [351] and combined into a single expression used in the value field of the current tag provided by the PAP.

| Parameter | Configured Value |
| :--- | :---: |
| Bandwidth | 125 kHz |
| Spreading Factor | 12 |
| Preamble Length | 23 symbols |
| Header Mode | Explicit (bool: 0) |
| Low Data Rate Optimization | Off (bool: 0) |
| CRC Check | Off (bool: 0) |
| Coding Rate | $4 / 5$ (bool: 1) |

Table 7.2: Configuration parameters for the wireless communication of the RAKwireless RAK811 hardware component model, e.g., for calculating the TX window size. A more detailed explanation of the parameters can be found in [351].

The parameters shown in Table 7.2 may vary during the execution of test cases and either be included in scenario definitions (cf. Section 3.2, p. 81 ff .) or integrated into the hardware component model using the PAP stereotype for attributes. When dynamic powerrelated behavior is modeled, such expressions may become complex, as shown in Listing 7.1 for the complete definition of the TX duration value. The green-colored element represents

```
((((PAP.ATTR.N_PREAMBLE+4.25)*(1/(PAP.ATTR.BW/Math.pow(2,PAP.ATTR.SF))))+
    (((8+
        Math.max(
            Math.round (
                Math.ceil((8*PAP.ATTR.PAYLOAD_BYTES-4*PAP.ATTR.SF+28+16*
                    PAP.ATTR.CRC_ENABLE-20*PAP.ATTR.IH_ENABLE) /(4*(PAP.ATTR.SF
                -2*PAP.ATTR.LOW_DATA_RATE_ENABLE))
                )*(PAP}\cdotATTR\cdotCR+4
            )
        ,0)
    )+4.25)*(1/(PAP.ATTR.BW/Math.pow(2,PAP.ATTR.SF))))
, s)
```

Listing 7.1: Expression for the variable execution time in the TX state of the RAK811.
the MARTE TupleType definition in the form (value, unit). Elements highlighted orange reference to the id of class attributes with annotated HwAttribute-based stereotypes. Mathematical operations not part of the VSL specification and represented by JavaScript operations (cf. Section 6.4, p. 155 ff .) are colored in cyan.

The beehive microclimate sensor node is configured as LoRaWAN class A device [350], the most energy-efficient type defined in the LoRaWAN specification [230]. As the main
characteristic of class A devices, communication can only be initiated by the end device when opening a TX window to send an uplink message, as illustrated in Figure 7.7. After each uplink transmission from the SUT to a TTN gateway, the end device, e.g., the RAKwireless RAK811, must open two receive windows, $R X 1$ and $R X 2$, where data can be sent from the network via a gateway, to the SUT. The second window RX2 will only be opened if no downlink message has been received during the first RX window. The transmission is completed if a message has been received or the second RX window slot is closed. Afterward, the RAK811 LoRa module returns to an idle state. The delay between the TX and RX windows and the length of each RX window are variable and part of the LoRaWAN protocol definition used by the TTN to configure devices. According to the log output after the RAK811 has connected to the TTN IoT ecosystem, the length of both RX windows is expected to be 3000 ms or less. The first window $R X 1$ is opened 5000 ms after a completed transmission ( $R X 1$ Delay), while the $R X 2$ opens after 6000 ms ( $R X 2$ Delay) if no data has been received within $R X 1$.


Figure 7.7: Receive windows and delays for LoRaWAN class A devices.

For accurate power estimations, the state machine of the RAK811 hardware component model has been further adapted to consider the characteristics of the TTN. First, an additional high-level state for the connection phase of the TTN network, also described as Join, has been added. Joining the TTN network is a non-deterministic process that may contain multiple attempts with various TX and RX windows, for instance, if a join accept message has been missed by the RAK811 module. Since the duration and power consumption can not be predicted in detail, an average power consumption value is used as long as the device tries to join the network. The value for the join state shown in Table 7.1 has been obtained by measuring the power consumption during this process ten times. Additionally, benchmarks revealed that the RAK811 LoRa module closed the first RX window always after a maximum time of 1500 ms , while the second RX window was never used, leading to parameter adaptions of the defined scenario and the state machine.

While the aforementioned aspects can be modeled for IPA and DPA using detailed scenario definitions, there are additional challenges when using DPA. The Bosch BME280, for example, only passively interacts with the environment by sensing the surroundings. However, variations in environmental properties directly impact the behavior of the RAK811 LoRa module. For instance, incoming RX messages as spontaneous events are not predictable by the $\mathrm{UC}^{2} \mathrm{E}$ tool in real time. In addition, interference in the transmission medium can lead to longer transmissions and receiving times, which are unpredictable when interacting in real-time with physical hardware components in non-simulation environments. Since the RAK811 is configured as a class A device in this thesis, no spontaneous RX windows occur. Deviations during the power consumption estimation due to interferences of the transmission medium can be assigned to the states of the energy model and thus be identified as external effects.

This section has shown that the concepts of hardware component models introduced in Section 5.2 (p. 117 ff .) are able to represent the basic properties of all hardware components of the IoT sensor node case study in UML. With the concept of energy models, all significant power states can be considered, and both static and dynamic energy behavior can be modeled with stereotypes of the PAP (Section 5.3, p. 124 ff .), which contain single values and complex expressions. Furthermore, the novel variable declaration concept of the PAP used for attributes enables a connection between the functional and meta levels. While annotated attributes of a hardware component model may change during test case execution, e.g., by the software model, they may directly affect the computation of modeled expressions.

### 7.2.3 Software Application Modeling

This section describes the software application model for the beehive microclimate sensor node. From the software developer's point of view, the software application model represents the core element of the development process since it specifies the behavior of the sensor node based on the intended workflow and hardware-software interactions. As part of the system model, it is also the main target of the power consumption estimation process. Changes in the workflow may directly affect the system and lead to different measurement results. The UML class diagram of the system model developed in IBM Rhapsody is shown in Figure 7.8.


Figure 7.8: Class diagram of the beehive microclimate sensor node modeled in IBM Rhapsody, adapted from [341]. The system model consists of the main application (yellow), hardware component models (blue), and the policy-oriented HAL (green). Red-colored classes are extensions for data exchange with the $\mathrm{UC}^{2} \mathrm{E}$ tool (UML 2.5 class diagram notation).

A basic software application has been developed to implement the functionality of the beehive microclimate sensor node. To maintain readability, only a subset of the defined attributes and operations are shown in Figure 7.8. The central part of the software application is represented by the yellow colored class UserApplication and defines the logic and workflow of the overall application. The blue highlighted classes show the hardware component models, namely EspressifESP32, BoschBME280, and WisDuoRAK811, along with their abstract base classes ProcessingUnit and PeripheralDevice. With the green-colored SimulationUARTAccess and SimulationI2CAccess, two classes derived from the RegisterAccess and CharacterAccess interfaces as part of the policy-oriented HAL have been developed. They serve as the abstraction layer for communication interfaces to realize hardware-software interactions. The two red-colored UML classes in Figure 7.8 have been added to the system model for a data exchange based on the SDXP (cf. Section 6.2, p. 145 ff.). The Modellogger class provides a system-wide logging interface used by hardware component models to generate simulation logs for the IPA and DPA. Additionally, both classes are utilized by the developed policy-oriented HAL to realize the data exchange. Note that ModelConnector and ModelLogger are external files represented by the stereotype «File». These external files are only required for the simulation and are not part of the UML model and the code generation process.

To model the behavior of the UserApplication UML class and, thus, the general behavior and the program flow of the software application model, the UML state machine shown in Figure 7.9 has been defined. It consists of the five states InitSystem, Measure, Process, Send, and Sleep as distinct execution phases of the software application model and a set of transitions for switching between these phases. Additionally, a set of events has been defined to trigger transitions, namely evMeasure, evProcess, evSend, evSleep, and evActive. They are generated within operations of the UserApplication class, such as measure() or processData() in Figure 7.8 (p. 183).


Figure 7.9: UML behavioral state machine of the software application modeled with IBM Rhapsody. Inner details are hidden. (UML 2.5 state machine diagram notation)

When executed, the software application model enters the InitSystem state, where the peripheral device class instances are initiated, the BME280 sensor and the RAK811 LoRa module are configured, and a join request to the TTN is initiated. After the TTN has been joined, the event evMessure is generated, resulting in a state change from InitSystem to Measure. During the execution of the Measure state, a single measurement with the Bosch BME280 sensor is performed (forced mode [53]), and measurement data are obtained. Afterward, the evProcess event is generated, forcing the software application model to enter the next state, where the acquired sensor values are analyzed and accumulated into a message. The message is then transmitted to a TTN gateway during the Send state. After the transmission has been completed, the software application model switches to the sleep state in which the system is set into a low power mode for ten minutes. During that time, the RAK811 LoRa module and the Espressif ESP32 are put into their previously defined sleep
modes. When an evActive event is generated, the system returns to the Measure state, and the process of measuring, data processing, and data transmission is repeated. The functional behavior of UML operations and UML states defining the application logic are modeled in textual form as opaque behavior using $\mathrm{C}++$, e.g., to facilitate the integration of existing device drivers, configure hardware component models, and generate events to initiate transitions. The illustration of opaque behavior has been omitted in Figure 7.8 and Figure 7.9.

Two energy-aware design patterns were applied during the development of the software application model. First, the software application configures the connected devices with their maximum possible speeds and transfer modes in the InitSystem state, which corresponds to the Race-to-Sleep design pattern (cf. Section 4.4.6, p. 111 ff .). This allows the beehive microclimate sensor node to switch back to a low-power mode more quickly. Second, the EAS design pattern (cf. Section 4.4.1, p. 95 ff.) has been applied to the Bosch BME280 sensor, where the oversampling for all three sensors (temperature, humidity, and pressure) has been reduced to one instead of 16 . By this, the energy footprint of the sensor is reduced.

This section demonstrated the development of a system model by integrating hardware component models into a software model. The concept of the policy-oriented HAL (cf. Section 6.3 , p. 149 ff .) has been successfully implemented for the $\mathrm{I}^{2} \mathrm{C}$ and UART communication interfaces. During simulation, the hardware component models of the BME280 and RAK811 use these implementations to achieve low-level communication for sensor data acquisition and transmission. With the behavior modeled as a UML state machine, both the hardware and software layers of the IoT sensor node case study have been successfully modeled in UML to enable power consumption estimation and power fault detection in early development phases.

### 7.2.4 Scenario Definition

For the evaluation, test lab scenario $S_{t l}$ has been defined, which is further divided into the three different sub-scenarios $S_{t l}=\left[S_{a}, S_{t}, S_{s}\right]$, defined as:

- $S_{a}$ : Scenario for the active phase to cover measuring and data processing activities.
- $S_{t}$ : Scenario for the transmit phase, where data is sent to a cloud application.
- $S_{s}$ : Scenario describing the sleeping phase of the IoT sensor node.

Even while the configuration parameter, e.g., for the Bosch BME280 and RAK811, and the characteristics of the laboratory environment are considered static and remain unchanged during simulation, the advantage of defining sub-scenarios lies in the possibility to define and assign different energy-related NFRs for each relevant segment of the software application life cycle. For instance, $S_{t l}$ may contain a requirement for average temperature values obtained by the Bosch BME280 in laboratory environments, which are expected to vary between $18-20^{\circ} \mathrm{C}$. Since the evaluation focuses on NFRs, the exact measured temperature is not relevant as long as it remains within limits defined by the scenario $S_{t l}$. In sub-scenario $S_{t}$, only the RAK811 is allowed to change its state to transmit a message to the TTN. For sub-scenario $S_{s}$, all components must be in a pre-selected low-power state (cf. Table 7.1. p. 178), where the MCU is assumed to operate in DEEP_SLEEP state and the RAK811 in the Sleep state, while the BME280 remains in the Idle state. Exemplary for the sub-scenario $S_{s}$, the following two power-related NFRs may be specified for the RAK811 LoRa module:

NFR1: The total energy of the LoRa module (rak811) during a single sleep phase period of 10 min shall not exceed $13.07 \cdot 10^{-3} \mathrm{~J}$.

NFR2: The LoRa module (rak811) shall not consume more than $6.6 \mu \mathrm{~A}$ when the device operates in a low-power mode.

As a threshold for the evaluation in this thesis, the power-related NFRs may be fulfilled if the measured power consumption does not exceed $20 \%$ of the expected power consumption specified in Table 7.1 ( p .178 ). Considering a sleeping phase of 10 min and an supply voltage of 3.3 V , an energy bug threshold can be derived from NFR1 and NFR2 and expressed as the tuple $\langle(13.07, m J),(6.6, \mu A)\rangle$. If the measured power consumption stays below this definition, the system may be considered energy bug free for scenario $S_{s}$.

Measurement data is transmitted to the TTN along with additional metadata using a public gateway of the TTN located at a distance of 2.94 km from the Model-Testbed. The test lab scenario $S_{t l}$ defines the position of the Model-Testbed as static so that the distance between the Model-Testbed and the TTN gateway does not vary during test case execution, resulting in a fixed configuration of the RAK811 LoRa module, e.g., with a spreading factor of 12 (cf. Table 7.2, p. 181). Furthermore, the scenario $S_{t l}$ defines that the join process for the TTN requires only a single attempt. Due to the findings described in Section 7.2.2 (p. 178 ff .), the maximum duration of the first RX windows is considered to be 1300 ms , while the second RX window is omitted.

This section demonstrated the definition of scenarios (cf. Section 3.2, p. 81 ff .) to describe and specify properties of the environment that can directly influence functional and nonfunctional behavior. As a basis for evaluating the IoT sensor node, scenarios include constraints on the case study, which go beyond hardware and software aspects of the SUT. However, they are necessary for an evaluation based on NFRs. Considering the definition of energy bugs (cf. Definition 3.2, p. 85), limits and boundaries within a system can be defined in a machine-readable format to ease the process of evaluating energy-related behavior.

### 7.2.5 Power Consumption Estimation

This section demonstrates the capabilities of the presented power consumption estimation approach based on the beehive microclimate sensor node introduced in previous Sections 7.2.2 to 7.2.4. Additionally, this section compares the accuracy of the power analysis methods.

The simulation of the software application model was executed within the defined scenario $S_{t l}$ for a total of 65 minutes, in which the $\mathrm{UC}^{2} \mathrm{E}$ tool continuously obtained measurements, which resulted in a total of 219,148 measurement points. As an offline analysis, the diagram presented in Figure 7.10 has been automatically generated by the $\mathrm{UC}^{2} \mathrm{E}$ tool after the simulation. It shows an energy trace based on DPA for an excerpt of 13 seconds in which the software application model completed an entire active cycle. The upper part of Figure 7.10 shows the total electric current consumption of all system components as a comparison between the expected (blue-colored line) and the measured power consumption (orange-colored line) directly from the Model-Testbed. The two plots in the middle and lower part describe the functional and power-related behavior of the ESP32 and RAK811 as blue and green lines.

If IPA is used instead of DPA, the energy trace would only contain a single line with the expected current consumption (blue-colored line in Figure 7.10). As a superset of IPA, DPA is able to trace both (cf. Section 5.4.2, p. 136 ff .). Since the expected current consumption is equal for both methods, the energy trace in Figure 7.10 can also be used to directly compare IPA and DPA.

Based on the simulation data, the $\mathrm{UC}^{2} \mathrm{E}$ tool predicts a total energy consumption of 14.80 J for the complete test case execution of 65 minutes, e.g., as illustrated in Figure 7.13 for the


Figure 7.10: Energy trace generated by the $\mathrm{UC}^{2} \mathrm{E}$ tool, adapted from [341]. The upper part shows the total electric current consumption of the system as a comparison between IPA (blue-colored line) and DPA with Model-Testbed execution (orange-colored line). Diagrams in the middle and lower parts show the expected functional (green) and power-related (blue) behavior of the ESP32 and RAK811. The results of the BME280 have been omitted due to their negligible impact.
detection of energy bugs in Section 7.2 .6 (p. 189 ff .). In contrast, an energy consumption of 14.05 J has been physically measured by the Otii Arc connected to the Model-Testbed. For the presented case study, the evaluation revealed a total error of $5.38 \%$ between expected (IPA) and measured power consumption (DPA).

The total power consumption of the SUT during the active phase, as exemplary shown in the upper part of Figure 7.10, can primarily be assigned to the ESP32 MCU and the RAK811 LoRa module. While the MCU remains in the active state (green line) for the simulation time between 625.5 s and 638.2 s with a static (from a macroscopic point of view) power consumption of 28 mA (blue line), the logged behavior of the RAK811 hardware component model indicates a more dynamic behavior. For the time between 625 s and 626.2 s , the RAK811 operates in sleep mode with a power consumption of $5.5 \mu \mathrm{~A}$. At 626.2 s , the software application model enables the RAK811 to initiate a data transfer. The RAK811 switches to the Idle mode, and the current consumption increases to 6.1 mA . The transmission starts at 628 s and is finished at 800 ms later. For that time, the hardware component model of the RAK811 expects the hardware component to operate in TX mode with a current consumption of 63.9 mA . The RX
window is opened automatically by the RAK811 module, which the corresponding hardware component model predicts for the period from 635.1 s to 636.7 s with a current consumption of 22.2 mA . Afterward, the RAK811 returns to the Idle mode and is put back to the Sleep mode by the software application mode at 637.4 s .

However, the excerpt of the energy trace in Figure 7.10 contains some deviations between the estimated and measured power consumption, which are highlighted with the red-circled letters (A) to (D) in Figure 7.11. Part (A) in Figure 7.11 shows the three-step startup phase of the MCU, executing the first and second stage bootloader followed by the application startup phase [111]. The three phases can be broadly assigned to the segments of the current consumption, which are described as (A) in Figure 7.11. However, it is unclear which specific sub-components of the MCU are responsible for the current consumption change, so detailed modeling is impossible. In addition, evaluations revealed that optimizations at the bootloader level result in reduced execution times. As the evaluation of the simulation log indicates, the energy model of the ESP32 hardware component model does not contain a fine-grained representation of the startup phase (cf. center of Figure 7.10). However, by refining the energy model, this phase may be considered by determining an average value for the duration of the startup phase and using the PAP to annotate all transitions from the initial and low-power states to the active state.


Figure 7.11: Energy trace for the case study evaluation with simulation deviations highlighted.

Part (B) in Figure 7.11 shows the transmission phase of the RAK811, where the model predicts a higher current consumption for a slightly longer period than actually measured. As shown in Table 7.1 (p. 178), the power consumption has been measured prior to the test execution and differs significantly from the data provided in the datasheet of the sensor [351]. For this specific test setup and defined scenario, the drift may result from inaccuracies of the values defined by the PAP in this state, e.g., due to a measurement error in the previously performed measurement of this thesis and environmental effects, which may lead to parameter changes during testing [73, 78, 287]. However, the current consumption value previously obtained still showed the smallest deviation compared to the values provided by the datasheet [317]. The length of the TX windows is determined by the modeled expression (cf. Listing 7.1, p. 181) based on calculations provided in the datasheet [351]. Again, if conditions during the test case execution change, the duration of the TX state may be affected. Another reason is time delays of DPA, which are discussed in detail in Section 7.3 (p. 191). In a further step to refine the hardware component model for future simulations, values and expressions may be adjusted in the corresponding stereotypes of the PAP.

The artifacts (C) in Figure 7.11 are effects introduced by the DPA method and result from the instrumentation of the Model-Testbed using the UART communication interface, since every low-level interaction of a hardware component model requires communication with the Model-Testbed. The analysis of the simulation logs has shown that such artifacts marked as (C) can be observed during the transmission of each Model-RPC message, resulting in additional current consumption caused by the UART interface during this time.

A time-related drift in the simulation is marked as (D), which shows the start of the first RX window by the RAK811 module. This particular example of extensive delay arises during the simulation process and is further amplified due to the high load of the host system. More precisely, since the energy model (cf. Figure 7.6, p. 180) is modeled in such a way that it automatically switches to the RX state after an internal timer of 5000 ms has elapsed and triggers the evIdleRX event, deviations can be traced back to the simulation. The effects of DPA and time delays are discussed more in-depth in the following Section 7.3 (p. 191 ff .).

As a contribution to answer RQ4, the evaluation in this section has demonstrated the applicability of the power estimation approach using a realistic case study of an IoT sensor node in early phases of the MDD process as described by the V-model in Figure 2.21 (p. 59). The estimation process has been performed as a MiL test (IPA) and a HiL-like test (DPA). The loss of accuracy and the absence of environmental effects are compensated by the advantages of IPA, e.g., real-time simulations and design space explorations without physical hardware. It has been shown that DPA enables simulated software application models in IBM Rhapsody to communicate directly with real hardware components by using a Model-Testbed in early development phases while skipping cost and time intensive steps, e.g., edit-cross-compile-flash-debug cycles [30, 393]. Since the power consumption estimation relies on protocols such as SDXP, IPA and DPA are not limited to the simulation of UML classes and UML state machines as used in this section. Instead, one may also apply the power consumption estimation approach on partial models or even single UML activity diagrams to evaluate parts of the software application that would not be executable on a physical embedded system without major effort. During the evaluation, the $\mathrm{UC}^{2} \mathrm{E}$ tool was able to trace the states of each hardware component, which not only creates measurement transparency but also allows developers to detect any misbehavior of individual components. Since the concept of ModelTestbeds is able to handle low-power modes of the underlying MCU, only the active state of the MCU may differ due to the fact that the software application is not executed directly on the embedded system. Considering the provided concept of a policy-oriented HAL combined with communication protocols such as Model-RPC, the power-related behavior of peripheral devices is not expected to be significantly different when using DPA.

### 7.2.6 Detection of Energy Bugs

This section describes the abilities of DPA to detect and identify energy bugs discussed in Section 3.3 (p. 84 ff.). Referring to the test lab scenario $S_{t l}$ defined in Section 7.2.4 (p. 185 f.) as part of the case study, a set of two power-related requirements, NFR1 and NFR2, have been defined for the sleeping phase (sub-scenario $S_{s}$ ) of the SUT.

These NFRs are considered while evaluating the beehive microclimate IoT sensor node as a proof-of-concept for an energy bug detection. Figure 7.12 shows an extraction of the energy trace for the case study evaluation presented in Section 7.2 .5 (p. 186), in which the components of the Model-Testbed switch from an active to a low-power mode. For sub-scenario $S_{s}$, the power consumption of the system shown on the left side in Figure 7.12 and labeled
as (A) is higher than expected. Based on the energy trace generated by the $\mathrm{UC}^{2} \mathrm{E}$ tool within DPA, the RAK811 LoRa module operates in the Idle state (B), while the ESP32 MCU is already set into the DEEP_SLEEP mode. Since both NFRs have been violated, a presence of an energy bug is very probable. Software developers may use the information provided by the $\mathrm{UC}^{2} \mathrm{E}$ tool to further isolate the source of the energy bug. In the provided example, the source turned out to be a software-related energy bug (Type $C$ ) due to a missing operation call to initiate a state change of the RAK811 from Idle into the Sleep state. The right side of Figure 7.12 shows the execution of the revised software application model.

The overall impact of the energy bug is illustrated in Figure 7.13. The accumulated power consumption for the beehive microclimate sensor node with a faulty software application model is illustrated as blue lines. The accumulated power consumption is shown as red-colored lines for the revised software application model. A dashed line shows the estimation based on IPA, while straight lines are measurements with DPA.


Figure 7.12: Analysis of a software application with (left) and w/o (right) a software-related energy bug. Technical indicators for the presence of an energy bug are highlighted in red. The overall consumption (A) is higher than expected. The RAK811 LoRa module stays in the Idle state (B) while the ESP32 MCU is set into the DEEP_SLEEP state. Adapted from [341].

During the evaluation of the case study, another unexpected behavior was coincidentally observed, which turned out to be a Type $A$ energy bug. A sporadic and undesired behavior caused the RAK811 LoRa module to enter the Idle state while the SUT was still in the sleeping phase. Further analysis revealed an open circuit due to faulty wiring of the UART interface between the MCU and the LoRa module of the Model-Testbed. The RAK811 sporadically interpreted the undefined behavior of the GPIO as a wake-up signal forcing it to switch back to
the Idle state. Since the behavior contradicts both NFRs, it was classified as an energy bug. In general, the $\mathrm{UC}^{2} \mathrm{E}$ tool is able to detect such hardware-related energy bugs by recognizing a sudden increase in the measured current consumption value without a prior state change of a hardware component model. Since the difference between the measured current consumption value before and after the increase is approximately equal to the corresponding electric current value of a state or transition, the $\mathrm{UC}^{2} \mathrm{E}$ tool is able to identify the hardware component model instance causing the misbehavior. The hardware-related energy bug has been resolved by adding pull-up resistors to the UART TX and RX lines.


Figure 7.13: Comparison of the beehive microclimate software model energy consumption with and without energy bug forcing the RAK811 to remain in a higher power mode.

This section has shown the capabilities of the approach to detect energy bugs. Based on power-related NFRs specified as part of scenarios in Section 7.2 .4 (p. 185 ff .), the detection of software-related and hardware-related energy bugs has been demonstrated. Furthermore, all concepts presented in Chapter 3 (p. 77 ff.) and Chapter 5 (p. 115 ff .) could be integrated into a single use case and are successfully applied in a proof-of-concept.

### 7.3 Overall Performance of DPA

This section evaluates the efficiency of the proposed DPA method by using basic examples to determine performance metrics such as delays, tradeoffs, and limitations. The evaluation of DPA includes the analysis of time delays in Section 7.3.1 and power-related overhead discussed in Section 7.3.2. For statistical analysis, a benchmark to analyze the time delay and power-related overhead has been defined.

### 7.3.1 Investigation of Time Delays

In general, time delays of the DPA approach may lead to less accurate results caused by additional communication delays between the MDD tool, $\mathrm{UC}^{2} \mathrm{E}$ tool, and the Model-Testbed. This delay may, for instance, cause hardware components to remain in a high-energy state much longer than intended. Compared to a native execution of the software application on the hardware platform, it is likely that the presented approach introduces time delays. Depending on how significant these delays become, the derived energy trace may be less beneficial for developers. Therefore, evaluating the time delay caused by DPA is crucial to determine the
effectiveness of the proposed power estimation approach. A basic software application that periodically toggles a single GPIO between high and low states at a fixed interval of 1000 ms is used to evaluate time delays. For the measurement with Otii Arc, an LED is connected to the GPIO as a consumer to detect a change in the current consumption. This example has the smallest Model-RPC message size, and switching a GPIO is considered the most basic function of the MCU. Therefore, the resulting delay defines the lower limit for any action performed on the Model-Testbed when using DPA.

In the following, the evaluation is divided into two parts. The first part analyzes the delays caused by the communication between the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed. The second part deals with the delays of the used MDD tool IBM Rhapsody.

## Delays due the communication between the $\mathbf{U C}^{2} \mathbf{E}$ tool and the Model-Testbed

The first analysis focuses on delays between the $\mathrm{UC}^{2} \mathrm{E}$ tool and Model-Testbeds. The basic example modeled with IBM Rhapsody is compared with a native application with the same functionality flashed and executed on the ESP32-based Model-Testbed. The same hardware was used for both measurements, flashed with either the developed firmware (cf. Section 6.5.2, p. 163 ff.) or the base software application using FreeRTOS [13]. Figure 7.14 shows a single switching event for the GPIO from a low to a high state as a comparison between DPA (greencolored line) and the native execution of the software application (red-colored line). The power


Figure 7.14: Time delay for activating a single GPIO as a comparison between the software application executed natively on the MCU under FreeRTOS (red-colored line) and the DPA approach (green-colored line), published in [341].
consumption of the Model-Testbed in milliamperes is shown on the y -axis, while the x -axis describes the execution time in milliseconds. For synchronizing both measurement series in time, the $\mathrm{UC}^{2} \mathrm{E}$ tool generates a time-referenced marker for each incoming message of the MDD tool. The marker and measurement data of the Otii Arc are stored in a single log file and analyzed after the benchmark has been completed. For the Model-Testbeds with GPIO in a low state (LED off), the current consumption of about 27.5 mA corresponds to the current consumption of the ESP32 MCU (see Table 7.1, p. 178). With GPIO in high state (LED on), the current consumption increases by 11 mA to about 38.5 mA . As an indicator that the GPIO has been switched and the LED is enabled, the first measured value with an increase in current consumption for both use cases was selected. Based on the marker and identified measured value, a deviation between both use cases could be identified, which is referred to as delay $t_{D}$. Let the total time delay $t_{D}$ between the native implementation and the DPA
approach be defined as:

$$
\begin{equation*}
t_{D}=t_{D P}+t_{D C}+t_{D I} \tag{7.1}
\end{equation*}
$$

where elements defining $t_{D}$ can be considered as distinct steps in the DPA approach. The processing delay $t_{D P}$ refers to an additional offset caused by the message processing of the $\mathrm{UC}^{2} \mathrm{E}$ tool. It defines the period between the arrival of a message and the completion of the message processing, including the parsing and creation of SDXP and Model-RPC messages. This delay mainly depends on the underlying host system, e.g., the load and scheduler of the operating system executing the $\mathrm{UC}^{2} \mathrm{E}$ tool and IBM Rhapsody. In Figure 7.14, the delay $t_{D P}$ has a length of 11 ms .

The communication delay $t_{D C}$ defines the time-related latency resulting from the communication between the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed. In general, the delay $t_{D C}$ scales with the size of the Model-RPC message and the transmission speed and is expected to be static for the same type of messages and configured transmission speed. Since the Model-RPC GPIO message requires the smallest number of bytes, the $t_{D}$ in Figure 7.14 may be considered as the minimum delay for Model-RPC messages transmitted with the configured baud rate of 115,200 bps. For example, Model-RPC UART messages (cf. Section 6.5.4, p. 168 ff.) require more bytes since they contain a buffer with the data to be transmitted as strings. The selected baud rate of $115,200 \mathrm{bps}$ for the CP2102 USB-to-UART bridge represents the default value of the ESP32 and may differ for other MCUs. The MCU also supports baud rates up to $1,500,000$ bps which would significantly reduce the time-related overhead defined by $t_{D C}$ [112].

The message interpretation delay $t_{D I}$ is related to the time between the reception of a message and switching the GPIO, where the most significant portion of the delay $t_{D I}$ is required for parsing and processing the string-based Model-RPC message on the Model-Testbed to switch the logical state of the GPIO. In Figure $7.14, t_{D I}$ has a length of 8 ms . Note that based on the capabilities of the MCU, the $t_{D I}$ may vary and is Model-Testbed specific.


Figure 7.15: Statistical evaluation of the time delay $t_{D}$ for switching the logical state of GPIO in DPA based on a benchmark with 100 iterations as a box plot (published in [341]).

Figure 7.15 shows the analysis of the total time delay $t_{D}$ for the presented approach. The values of $t_{D}$ have a maximum value of 35.0 ms and a minimum value of 28.0 ms . All measured delays fit within limits without detecting outliers during the execution of the benchmark. However, the median $\tilde{x}$ of $t_{D}$ is 31.0 ms , the lower quartile $Q_{1}=30.0 \mathrm{~ms}$, and the upper quartile $Q_{3}=32.0 \mathrm{~ms}$. Furthermore, an average value of 30.9 ms with a standard deviation $\sigma=1.5$ has been determined. The results show that the communication between the tool and the testbed is subject to only minor fluctuations, which are also influenced by factors not directly related to the approach, such as the host system. The minimum delay between the generation of low-level hardware access and the actual execution is expected to be 30.9 ms
on average. This delay becomes particularly important when software-hardware interactions are time-critical and require execution times below the measured delay, e.g., when a series of commands must be sent to a peripheral device. However, there still exists sufficient potential for optimization, for instance, by increasing the transfer rate, reducing the message size, or optimizing the message format.

## Delays introduced by IBM Rhapsody

The second analysis focuses on the simulation environment of IBM Rhapsody to obtain a complete impression of the overall DPA approach. For this, two additional benchmarks have been performed to analyze the simulation accuracy of the software model and to quantify the data transmission delay of the local TCP socket communication between the IBM Rhapsody and the $\mathrm{UC}^{2} \mathrm{E}$ tool. The results of both benchmarks are illustrated as box plots in Figure 7.16.

As mentioned at the beginning of this section, this benchmark has been designed as a periodic test where the simulated model triggers a GPIO at a fixed interval of 1000 ms . To analyze possible delays, each message generated by the software model has been recorded, and the unique timestamp extracted. The time deviation $\Delta t$ for two consecutive messages $m_{n}$ and $m_{n+1}$ generated by the software application model at simulation time $t_{n}$ and $t_{n+1}$ can be determined by calculating $\Delta t=\left(\left|t_{n}-t_{n+1}\right|\right)-1000$. The time deviation of the simulation is illustrated as a boxplot in the upper part of Figure 7.16. A value of 0 ms for $\Delta t$ means that two SDXP Action messages have been generated without any additional delay of IBM Rhapsody or the host system, respecting the expected interval of 1000 ms . Note that no negative deviations were recorded during the benchmark. The results show an average of $\Delta t=7.0 \mathrm{~ms}$, a median of $\tilde{x}=5.0 \mathrm{~ms}$, and a deviation $\sigma=6.3 \mathrm{~ms}$. The lower quartile $Q_{1}$ and the upper quartile $Q_{3}$ are located at 0 ms and 20.0 ms , respectively, while the highest delay measured was 27.0 ms . Compared to the expected interval of 1000 ms for switching the GPIO, the messages are generated on average every 1007 ms , but at most after 1027 ms due to the simulation environment and host system (e.g., load, operating system, and scheduler).

The lower part of Figure 7.16 shows the transmission delay for the generated message between the IBM Rhapsody MDD tool and the $\mathrm{UC}^{2} \mathrm{E}$ tool. The SDXP Action messages (cf. Section 6.2.1, p. 145 ff .) were received by the $\mathrm{UC}^{2} \mathrm{E}$ tool after an average time of 31.6 ms with


Figure 7.16: Time delays of the simulation environment and the message transmission during a benchmark with 100 iterations as box plots (published in [341]).
$\tilde{x}=31.0 \mathrm{~ms}$. Without including outliers, the lower quartile $Q_{1}$ is located at 25.0 ms and the upper quartile $Q_{3}$ is 40.0 ms . It should be noted that the environment mainly causes both sources of time delays shown in Figure 7.16, e.g., due to the task scheduler and the current load of the host's operating system. Considering a minimum value of 17.0 ms and a maximum value of 47.0 ms , the range of 30.0 ms is a strong indicator that the host system used for DPA might not be powerful enough to handle time-critical and low-latency hardware-software interactions, e.g., software-based generation of PWM signals (Soft-PWM) which require a constant timing. This is supported by the fact that the high load of the host system due to the simultaneous execution of DPA and additional applications, e.g., for further documentation, led to data loss of the Otii desktop application in some test runs and gaps in the data recordings and diagrams. In general, the delays mentioned above may have a negative impact on the overall power estimation process. This is especially true for inaccuracies within the simulation environment, as this distorts the system behavior. The transmission delay causes a right shift of the measurement curve and does not affect the power consumption estimation approach if and only if this delay can be considered as a static offset.


Figure 7.17: Effects of time delays for the example application with a one second interval. The graph shows native execution (green line) and the simulation using DPA (pink line).

To illustrate the effect of time delays, Figure 7.17 shows a plot of the current consumption generated by the Qoitech Otii desktop application as the direct comparison between the native execution of the software application switching an LED as a green curve and the simulation using DPA as a pink curve. Both graphs were synchronized in the Qoitech Otii desktop application for better visualization by the first rising edge. The continuous drift through time delays analyzed in this section causes the simulated software application within DPA to lag for almost one period after a simulation time of 70 s . Note that the impact of time delays becomes more significant as the number of actions within a period increases.

This section provided an in-depth analysis of the overall performance and characteristics of DPA. A minimal delay of 30 ms for direct interactions between the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed defines the lowest limit for timing requirements of the systems to be evaluated with DPA. Additional delays not related to the presented approach are introduced by the operating system executed on the host system, e.g., due to the scheduler and the general load affecting parts of the simulation, such as timers. In summary, the delays of the approach can be considered acceptable for a power consumption estimation in early MDD phases.

### 7.3.2 Power and Timing Tradeoffs

As discussed in Section 7.3.1, several tradeoffs for the presented DPA method exist. While edit-cross-compile-flash-debug cycles $[30,393]$ can be avoided for a faster and earlier evaluation, other power and timing tradeoffs affect the accuracy of DPA. Such tradeoffs include:

- Overhead due to the implementation of monitoring functionalities and additional communication with the Model-Testbed to perform hardware-software interactions.
- Inaccuracies of the estimation due to unconsidered hardware components.

Generally, tradeoffs have a subtractive or additive character whereby the terms refer to additional operational steps in the post-processing of energy traces to adjust and improve the overall estimation.

The term subtractive describes tradeoffs introduced by the DPA that must be removed from energy traces for a highly accurate power consumption estimation. These tradeoffs are introduced due to the monitoring and instrumentation of the Model-Testbed, which is used as external instrumentation to perform hardware-software interactions. As shown in Figure 7.11 (p. 188), sending instructions to the Model-Testbed results in additional power consumption for the communication between the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed via UART. Since this additional power consumption does not exist when a software application runs natively on an embedded system, this power-related overhead must be subtracted from an energy trace to obtain a more accurate estimation. This is also true for time-related overhead (cf. Section 7.3.1, p. 191 ff.). When referring to the evaluation of the beehive microclimate sensor node case study, the impact of this tradeoff can be considered marginal and extensive post-processing is negligible. However, the tradeoff may become more significant with increased communication.

The term additive describes additional power consumption caused by other hardware components and peripherals of the Model-Testbed, for which no proxy (hardware component model) exists. For the proposed power analysis methods, the additional power consumption of communication interfaces has to be added in post-processing, e.g., by counting low-level interface accesses and adding a fixed offset for each send and receive operation. With DPA, on the other hand, the additional electric current consumption is part of the generated energy trace but might not be associated with a specific hardware component model instance. Instead, the power consumption from unconsidered hardware components becomes part of the background noise. In this thesis, additive tradeoffs are mainly related to the communication between peripheral devices within the Model-Testbed, e.g., I ${ }^{2} \mathrm{C}$ or UART. For instance, while the energy model of the RAK811 LoRa module reflects the characteristics of the hardware component itself, the additional overhead caused by the UART communication interface used between the ESP32 and the RAK811 is not considered. Concerning the current consumption of the overall system, the effect of such communication interfaces can be considered as being low [212, 252]. However, for a more accurate power analysis, the policy-oriented HAL might be extended with energy models for each communication interface.

The discussed tradeoffs mainly occur due to two factors. The first factor arises from disturbing the observed system, commonly known as the observer effect. The second factor results from abstraction as part of the UML modeling process. Unconsidered hardware components may not falsify the measurement but may negatively affect the estimation and evaluation of NFRs if their impact becomes too large. Despite the limitations described in this section, the results provided in this chapter indicate that further scientific investigations are reasonable.

## Chapter 8

## Conclusion

This thesis provides a novel and innovative approach to model and estimate the power consumption of software applications in MDD for embedded systems. In the following, the contributions and findings are summarized. This chapter concludes with an outlook for future work based on the results of this thesis to be discussed. This chapter concludes with an outlook on open topics and future work based on the results of this thesis.

### 8.1 Summary

In areas such as IoT, embedded systems are expected to be resource-constrained in terms of performance, power, timing and costs. Especially when battery-powered embedded systems are placed in harsh environments or buried underground [146, 409], the supply of power is a major challenge. In many cases, replacing or recharging the power source is either impossible, impractical, or results in higher costs. Besides battery capacity, managing the energy an embedded system consumes is one of the most critical factors in determining how long the system will last.

Developers and engineers have to deal with the increasing complexity of embedded system designs due to the variety of processor architectures, communication interfaces, and a growing number of devices with distinct functionalities, such as sensors and actuators. While power consumption is commonly associated with the hardware layer, little attention has been given to the software layer, which controls and directs most hardware activities. Energy awareness is often neglected in the embedded software development process, and developers and engineers may be unaware of how to reduce the energy impact of software applications [289, 301]. For the software engineering process, approaches such as MDD may be used to manage the complexity of software applications for embedded systems. This enables analysis at the design and architecture level. However, most approaches and tools in MDD are focused on functional and timing aspects of software applications, while they lack support for an early analysis of NFRs. As a result, such requirements are evaluated at the end of the development cycle, where errors and misbehavior can cause additional time delays and costs.

This thesis presents a novel and innovative model-driven approach to estimate the power consumption of software applications for embedded systems in early design phases. The approach is realized by a set of contributions, summarized in the following according to the individual subjects of the four main Research Questions ( $R Q s$ ) elaborated in this thesis. As a comprehensive contribution, a developer workflow has been specified to combine all proposed
contributions of this thesis into a coherent process, starting from initial modeling to a power consumption estimation in early design phases using physical hardware.

## Formal Definition of Energy-related Behavior and Defects (RQ1)

For an early analysis of software applications, a formal definition of energy-related behavior as a set of NFRs is required. The elaborated contributions related to this topic can be summarized as follows:

- Introduction of the two metrics energy quota $E_{q u}$ and the maximum current demand $I_{\text {dmax }}$ to describe power- and energy-related NFRs and to define the boundaries for an energy bug-free system.
- A novel classification of energy bugs independent of specific device types.
- The concept of scenarios as a set of conditions and constraints to specify aspects of the environment and the system when executing test cases.

The use of metrics for the formal description of power- and energy-related NFRs allows the precise specification of the expected behavior and the definition of boundaries for an energy bug-free system or subsystem. The violation of one or both metrics may indicate the presence of an energy bug. Since energy-related behavior strongly depends on the context and environment in which the hardware system and software application are deployed, the concept of scenarios has been introduced. They define a set of conditions and constraints, e.g., environmental conditions and system configurations, which apply for a specific amount of time during the execution of test cases. By this, environmental changes can be reflected within a test case for a more realistic evaluation of reactive systems.

With the provided specification of NFRs and the introduction of scenarios, the energyrelated behavior of a system can be specified and evaluated.

## Best Practices and Design of Energy-aware Software Applications (RQ2)

When addressing power and energy issues in software engineering, the availability of documented best practices is essential to implement the most appropriate solution. Such paradigms are referred to as software design patterns. However, current design pattern templates do not cover non-functional aspects such as power and energy consumption. To address this gap, the following contributions are provided:

- A novel framework and a design pattern template for identifying and uniformly describing energy-aware software design patterns.
- A design pattern catalog consisting of one novel and five redefined best practices for an energy-aware design of software applications.

As part of the framework, the proposed design pattern template provides new fields for the quantitative description of energy consumption and current demand as characteristics of an energy-aware software design pattern. With the energy balance $E B_{P}$ and the efficiency factors $\eta_{P}$ and $\eta_{C}$, the framework also introduced a set of new metrics as benchmark parameters for a quantitative evaluation of energy-aware software design patterns in terms of efficiency and effectiveness. $E B_{P}$ defines a balance equation to indicate possible energy savings, whereas
$\eta_{P}$ and $\eta_{C}$ define effort-saving ratios to provide a quantitative evaluation and to describe the efficiency of possible energy savings resulting from applying an energy-aware design pattern. Each energy-aware design pattern description is also extended with a standardized graphical representation to outline the energy, temporal, and computational behavior aspects. Moreover, based on the uniform design pattern template, a catalog of energy-aware design patterns has been introduced in this thesis.

Researchers and software developers can use the introduced design pattern framework to uniformly document new design patterns based on the provided pattern template, metrics, and graphical representation. They can also select appropriate solutions from the provided design pattern catalog when modeling and evaluating energy-aware applications. Furthermore, the uniform representation achieved by the design pattern template may help to speed up the selection of best-fitting design patterns and the overall decision-making process.

The idea of the design pattern framework for energy-aware software design patterns has been noticed by the scientific community, where the related publication [337] was awarded with the Best Student Paper Award by the program committee reviewers of the conference. Additionally, the ideas and concepts of the publications [337, 392] have been included in the fourth edition of the book Software Architecture in Practice by Bass et al. (2021) [38] as a curriculum for future software engineers.

## Joint Modeling of Functional Software Application Models and Energy Behavior (RQ3)

Since software applications control and drive most hardware activities, they have a significant impact on overall power consumption and define the runtime behavior of the embedded system. To model power-related aspects of the software application, hardware-software interactions and the dynamic behavior of hardware components must be considered. However, approaches in MDD lack the capabilities to combine those power-related aspects with the software application model. This thesis addresses this gap by providing the following contributions:

- A novel system-wide modeling approach based on hardware component models covering MCUs and connected peripheral devices.
- A UML-based description of hardware components that can be combined with a software application model to define a system model.
- The introduction of a UML profile to model energy-related aspects.

For extending software applications with power-related properties of the system, the concept of hardware component models has been presented as UML-based descriptions of hardware components, including an energy model to specify the power-related behavior over time. Hardware component models can be combined with a software application model to define a system model. Based on the interactions between the software application model and hardware component models, power-related aspects become visible.

For the specification of power-related aspects and NFPs in UML, the PAP UML profile has been developed. Based on the MARTE profile, the PAP introduces a set of new stereotypes and data types to define, e.g., the electric current consumption and execution time. Stereotypes of the PAP can be applied to states and transitions of UML state machines and attributes and operations of UML classes. The PAP has been designed to model dynamic power-related
aspects of hardware components when executed along with software application models. By this, the UML profile represents the central element for developing energy models.

Based on the hardware component model definition, a seamless integration of hardware properties into the software model is achieved. The resulting system model is used for the system-wide power estimation in early phases of energy-transparent development in MDD.

## Early Evaluation of Energy-aware Software Applications in MDD (RQ4)

Early testing is one of the key factors in improving the quality of software applications and systems. It enables developers to identify and resolve issues in early development phases before the product reaches the integration phase. If no methods and analysis tools are available to support developers in evaluating software models early, the analysis process may be postponed and performed in later development stages. However, time and effort needed to address nonfunctional misbehavior in later phases is significantly higher. Since MDD tools for UML offer only a limited simulation environment and lack support for the evaluation of NFRs, an external evaluation approach was developed, leading to the following contributions:

- Two methods for estimating power consumption in early MDD phases with and without the use of a physical hardware platform.
- A case study of an IoT sensor node as a proof-of-concept to demonstrate the potential of the power consumption estimation approach.

With Indirect Power Analysis (IPA) and Direct Power Analysis (DPA), this thesis provides two methods for a power consumption estimation in different development phases. IPA provides a simulation-based rapid power estimation without requiring a hardware execution platform. DPA is based on a novel in-the-loop approach that utilizes a Model-Testbed to enable direct interactions between the simulated software model and a physical embedded system. For this, Model-RPC has been introduced as a universal and lightweight communication protocol allowing hardware accesses of the simulated system model to be forwarded and executed on the Model-Testbed. By reproducing hardware-software interactions, edit-cross-compile-flashdebug cycles can be avoided to enable an evaluation in early MDD phases. For an accurate power consumption estimation, a measuring device connected to the Model-Testbed obtains measurements during testing. Another key advantage of DPA is the ability to obtain real data from peripheral devices and to use communication interfaces associated with IoT to enable real data transfer. Due to this, estimations of DPA can be considered very accurate as they are based on the actual behavior of peripheral devices. As a platform for rapid prototyping, the concept of Model-Testbeds follows a universal approach in which hardware components can be exchanged and the firmware dynamically configured. Three Model-Testbeds based on different MCU architectures have been developed to prove platform independence.

For the power consumption estimation of software models, the $\mathrm{UC}^{2} \mathrm{E}$ tool has been introduced. As a central component of IPA and DPA, the $\mathrm{UC}^{2} \mathrm{E}$ tool controls the communication and interaction between the MDD tool, measuring devices, and the Model-Testbed during the simulation. For direct data exchange between the simulated system model and the $\mathrm{UC}^{2} \mathrm{E}$, the Simulation Data eXchange Protocol (SDXP) has been specified. It enables the exchange of context information, control commands, and low-level hardware accesses required to perform power consumption estimations. Due to the defined protocols, the presented approach is independent of MDD tools and hardware platforms. Additionally, as an extension of software models,
a policy-oriented HAL has been introduced to abstract and encapsulate low-level hardware accesses during simulation. The HAL has been designed to be replaced by a platform-specific version in later phases of the MDD without affecting the software model.

The proposed power consumption estimation approach is evaluated based on a beehive microclimate IoT sensor node case study. As a proof-of-concept, the proposed developer workflow has been applied to the case study to demonstrate the potential of the overall approach. The evaluation includes the specification of software and hardware models, the elaboration of scenarios, the definition of power-related NFRs, an energy consumption estimation based on IPA and DPA, and the detection of software- and hardware-related energy bugs. For UML-based modeling and simulation, IBM Rhapsody has been selected as an MDD tool.

The results have shown that the concept of hardware component models and the PAP are suitable for modeling the energy-related behavior of hardware components. During simulation, the $\mathrm{UC}^{2} \mathrm{E}$ tool was able to trace hardware accesses, create energy traces, and perform power consumption estimations. Along with scenario definitions, the energy traces have been successfully used to detect software and hardware energy bugs. In addition to the simulation-based estimation of IPA, DPA is capable of obtaining realistic measurements using a physical ModelTestbed. Due to the true behavior of peripheral devices, the measured values can be considered very accurate. By reproducing hardware-software interactions, the edit-cross-compile-flashdebug cycle can be avoided, allowing an estimation in early development phases. A detailed analysis of the DPA revealed a minimum delay of 30 ms as the lowest limit for the interaction between the $\mathrm{UC}^{2} \mathrm{E}$ tool and the Model-Testbed to execute hardware-software interactions. While this delay is sufficient for the case study, it is large enough to become relevant if batches of messages need to be transmitted within a short time, e.g., when simultaneous hardware accesses are generated.

The presented contributions of this thesis may help developers and engineers to improve their understanding of power and energy consumption at the software level. Moreover, they may drive the development of energy-aware software applications by providing appropriate design patterns and methods for MDD to estimate the impact of software applications on embedded systems right at the beginning of the development process. The main idea to estimate the power consumption early during development may help to reduce the overall development costs and the time-to-market since additional optimization phases could be avoided. From a technical perspective, the novel concepts of energy-aware design patterns and the power consumption estimation approach offer sufficient potential and opportunities for further research.

### 8.2 Outlook

This thesis aims to specify energy-aware software applications and to estimate the power consumption of software applications for embedded systems. The presented concepts have proved to be promising while still offering the potential for future research, investigations, and improvements. Some suggestions for future research and open topics are:

## Expanding the Design Pattern Catalog

Following the proposed design pattern identification process, future research will continue to identify and derive additional energy-aware software design patterns, e.g., for energy-aware user interfaces and energy harvesting. While this thesis focused on the energy-aware design
patterns that address the general power consumption, there may also be design patterns that aim to optimize the maximum electric current consumption of individual hardware components or the overall system. Currently, all energy-aware software design patterns of the catalog are considered as a stand-alone and isolated problem-solution pair. Thus, an additional aspect of future work is the elaboration of interrelations between energy-aware design patterns to build a pattern language.

## Extension and Performance Optimization of the Power Estimation Approach

The proof-of-concept provided in this thesis shows the potential of the power estimation approach. Future work may focus on modeling energy sources (e.g., solar modules), energy harvesting, and battery models to refine the estimations and predict the operational lifetime of embedded systems equipped with specific energy sources. Additionally, the defined UML profile may be extended to consider aspects of energy bugs, enabling an automatic evaluation of NFRs in MDD. Future work may also focus on concepts to automate power consumption estimation and energy bug detection processes. Solutions such as appropriate energy-aware software design patterns should be proposed for affected parts of software applications that need to be revised or optimized as enhanced feedback for developers and engineers.

Independent energy models of communication interfaces may be developed to address power and timing overhead caused by the communication between hardware components. The evaluation revealed a delay of 30 ms for the communication between the $\mathrm{UC}^{2} \mathrm{E}$ analysis tool and the Model-Testbed, which is considered sufficient for a proof-of-concept implementation. However, optimization potential exists on the software and hardware level to lower the latencies and increase the power consumption estimation performance, such as using binary formats for the data transfer or increasing transfer speeds. While considering the message structure defined by Model-RPC, first experiments using a binary message format yielded promising preliminary results with significant time delay reductions.

An important next step following the proof-of-concept might be the consideration of more extensive embedded systems. This also includes more complex communication interfaces like Wi-Fi and wired network connections with higher event-driven transmission activity. In both cases, it is expected that advanced environmental control will be required to predict the power consumption of peripheral devices more accurately.

It may be worth exploring other approaches, such as machine learning techniques, to derive energy models that describe the non-functional energy-related behavior of hardware components. Although approaches like [127] exist to generate energy models automatically, they are not able to capture hidden states and create relations between states. Furthermore, data obtained by the power consumption estimation approach may be used to train neural networks to predict the power and energy footprints of embedded systems.

## Extend Support of MDD Tools and Functional Testing

Some of the findings in this thesis go beyond the intended scope of the proposed research questions and may be part of research in other areas. For instance, the DPA method may also be used for functional testing in early development phases or rapid prototyping approaches since the concept of Model-Testbed enables access to peripheral devices without executing the software application natively. Since the data exchange is based on actual data, e.g., obtained
by sensors, functional testing becomes possible. This also opens new research fields, e.g., the integration into MBT as a new approach for unit and system tests.

As part of the contributions, this thesis stated to provide a platform-independent approach. By defining communication protocols independent of specific MDD tools, it should be possible to use different MDD tools for the power consumption estimation approach. Ongoing work outside the scope of this thesis aims to adapt the proposed concept to include functional testing and advanced MDD language support. Preliminary results for MathWorks Matlab/Simulink using Model-RPC and Model-Testbeds to provide a rapid prototyping approach for functional testing based on realistic data have been submitted as new research and accepted as a scientific publication [393] at the MODELS 2023 conference.
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## Appendix

## A Supplemental Background

This chapter provides additional information as advanced knowledge for background discussed in Chapter 2 (p. 17 ff .). Supplemental background on architectural layers and metamodels of MDA as the specific interpretation of MDD relying on OMG standards is presented in Section A.1, while Section A. 2 presents a comparison of MDD tools. Section A. 3 gives a brief introduction of UML and UML diagrams used in this thesis.

## A. 1 Model-driven Architecture (MDA)

This section gives a brief overview of MDA as an OMG-specific implementation of MDD introduced in Section 2.5 (p. 37 ff.) with the specified architectural layers in introduced Section A.1.1 and metamodels discussed in Section A.1.2.

## A.1.1 Architectural Layers

A key concept of MDA is the three-layer architecture with different levels of abstraction to achieve a separation of concerns. For each layer, MDA introduces a specific type of model.

The Computing Independent Model (CIM), as the most abstract layer, specifies business activities and requirements of the system without referring to the implementation. It may also contain parts that are not mapped to software implementations. Due to the focus on business processes, the CIM is also denoted as a business or domain model [56, 272].

The Platform Independent Model (PIM) is part of the second layer of abstraction in which logical aspects of the system, such as the structure and behavior, are addressed. Compared to CIM, PIM describes only parts of the CIM based on formal modeling languages and contains the formal specification of the architecture, structure, and functionality of a system regarding defined requirements while being independent of any specific implementation technologies. The provided level of abstraction enables the PIM to be mapped to one or more concrete implementation platforms without the need for adjustments [56, 272, 369].

As part of the lowest layer, the Platform Specific Model (PSM) contains all information regarding the structure and behavior of the systems. It utilizes specific technologies to implement the functionalities defined by a PIM for a specific platform. On this level, MDD tools can use PSMs for simulations or code generation approaches to transform a PSM into generate platform-specific source code. Figure A. 1 shows the relation between CIM, PIM, and PSM.

Besides the aforementioned layer of abstraction and associated model representations, MDA envisions a complete development process, from the description of business processes to executable and platform-specific software applications. For such a process, model transforma-


Figure A.1: Model abstractions defined in MDA, adapted from [56].
tions are needed. However, to achieve an automatic transformation between different models, detailed and formal model descriptions of the source and target models are required. Such model descriptions are denoted as metamodels.

## A.1.2 Metamodels

To perform a model transformation as described in Section 2.5.2 (p. 40 ff .), modeling languages have to be specified in a formal manner. With models as primary artifacts, MDD and MDA aim to follow the "everything is a model" principle as an analogy to the "everything is an object" of object-oriented software development and "everything is a file" as one of the defining features of the Unix operating system [48, 56]. As a logical consequence, so-called metamodels are used to define a modeling language [56]. Metamodels, however, may, in turn, be described by meta-metamodels. Due to their level of abstraction, meta-metamodels are often able to define themselves with the same language elements they provide. As shown in Figure A.2, the concepts and relations of models, metamodels, and meta-metamodels can be expressed by using the four-layered architecture of the MOF standard, introduced by the OMG [56, 272]:

- Level M0 defines a real object or instance of a model located at level M1.
- Level M1 defines the structure and behavior of objects located at M0.
- The metamodel describing the concepts for models at level M1 is located at level M2.
- The meta-metamodel that specifies the concepts used at level M2 is located at level M3.

The MOF is typically used at M3 to define a metamodel such as UML. Besides the MOF, Ecore, as part of the Eclipse Modeling Framework (EMF), may also be used at level M3, which is tailored to Java for implementation purposes [56]. A transformation may also be a model itself and, therefore, an instance of a transformation metamodel. For example, the ATL may be used to specify rules for the transformation between two models, whereas the ATL metamodel defines the syntax of the ATL language [56].


Figure A.2: Four-layered MOF architecture showing the relation between objects, models, metamodels, and meta-metamodels, adapted from [56].

## A. 2 Tool Support in Model-driven Development (MDD)

An important aspect of MDD is the availability of tools to support the MDD process in terms of modeling, transformation of models, and source-code generation. Over the previous decades, various types of MDD tools have been developed, including open-source and proprietary solutions. However, it is important to distinguish between drawing and modeling tools. According to Brambilla et al. (2017) [56], an MDD tool must provide at least some of the following functionalities:

- An MDD tool guarantees a minimum level of semantic meaning and model quality to ensure compliance with metamodels.
- An MDD tool offers appropriate functionalities for model transformations, e.g., model-to-model, model-to-text, and code generation, cf. Section 2.5.2 (p. 40 ff.).
- An MDD tool uses APIs to export and manipulate models and to customize code generation.
- An MDD tool provides semantic-aware export formats such as the XMI [273].

For instance, modeling tools may use a concrete textual syntax to specify models without drawing support. With drawing tools, developers may be able to create UML-like diagrams, but these tools often lack a semantic description of the drawn models. As mentioned in [7], Microsoft Visio [251] is one of the most widely used modeling tools. However, since Microsoft Visio does not include any of the aforementioned functionalities, it is not considered as an MDD tool in this thesis. Well-known MDD tools that provide some of the abovementioned functionalities are Rhapsody [164], MagicDraw [90], Visual Paradigm [408], Enterprise Architect [364], and MathWorks MATLAB [380] as examples of commercial MDD tools, and Papyrus [104] as an example of an open-source solution. With the exception of MathWorks

MATLAB, the aforementioned MDD tools provide software developers with multiple editors to define UML models graphically. Table A. 1 compares well-known MDD tools and their

| MDD Tool (Version) | Supported Languages |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | UML | SysML | MARTE | fUML(ALF) |
| Rhapsody (9.0.1) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
| MagicDraw (19.0 LTR SP4) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Visual Paradigm (17.0) | $\checkmark$ | $\checkmark$ | $x$ | $x$ |
| Enterprise Architect (16.0) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
| Papyrus (6.2.0) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Table A.1: Comparison of well-known MDD tools for UML-based modeling languages. The symbol $\checkmark$ indicates that the language is supported by the MDD tool, while the symbol $\boldsymbol{X}$ indicates no language support.
support of UML-based modeling languages introduced in Section 2.5.1 (p. 38 ff .). Besides basic UML, languages such as SysML and MARTE are accepted and supported by well-known MDD tools. On the other hand, the support of fUML [281] and the corresponding ALF [277] can be considered insufficient, as shown in Table A.1.

Table A. 2 briefly summarizes the features provided by MDD tools for UML. All introduced MDD tools provide an environment for simulating selected UML diagram types, such as state machine and activity diagrams. The most important languages for embedded systems, C and C++, are well supported by the MDD tools in Table A.2, although the level of generation varies. Furthermore, all MDD tools provide a model exchange based on XMI and API support. For example, Rhapsody, MagicDraw, and Enterprise Architect offer a Java-based API that allows software developers to interact with UML models and the code generation process. Further comparisons between MDD tools can be found in [288, 330].

| MDD Tool (Version) | Simulation | Code Generation | Model <br> Exchange | API <br> Support |
| :--- | :--- | :--- | :--- | :---: |
| Rhapsody (9.0.1) | AD, SMD | C, C++, Java, Ada | XMI | $\checkmark$ |
| MagicDraw (19.0 LTR SP4) | AD, SMD | Java, C\#, C++ | XMI | $\checkmark$ |
| Visual Paradigm (17.0) | AD, SD | C++, C\#, Java, VB, | XMI, XML | $\checkmark$ |
| Enterprise Architect (16.0) | AD, ID, SMD | PHP, Ada, ActionScript | XMI | $\checkmark$ |
| Papyrus (6.2.0) | AD, CD, CSD, SMD | C++, Java Java, Ada | XMI | $\checkmark$ |

$\mathrm{AD}=$ Activity Diagram, $\mathrm{CD}=$ Class Diagram, $\mathrm{CSD}=$ Composite Structure Diagram, ID $=$ Interaction
Diagram, SD $=$ Sequence Diagram, SMD = State Machine Diagram
Table A.2: Feature comparison of MDD tools.

## A. 3 Unified Modeling Language (UML)

This section briefly introduces UML as the underlying specification MARTE is based on. It also provides supplemental background on the notation of the diagrams used to define hardware and software models in Chapters 5 to 7 . UML specifies a set of fourteen different diagrams for a graphical specification of the software application from different perspectives. Each diagram
type can be interpreted as a different view for specific parts of the software application model. Figure A. 3 gives an overview of the diagram types defined in the UML specification [275], which


Figure A.3: Overview of UML diagram types, adapted from [275]. Diagrams used in this thesis are framed blue and with bold characters.
can be categorized into structural and behavioral diagrams. Structural diagrams describe the overall structure and the relationship between different parts of the software application, e.g., hierarchy and inheritance of classes. Behavioral diagrams specify the flow-related behavior of objects, e.g., instances of classes changing over time.

Besides the graphical notation in the form of diagrams as a human-readable notation, the UML specification also provides a metamodel (cf. Section A.1.2, p. 264 f.) to specify the abstract syntax of the UML and to add semantic meaning to the diagram descriptions. The abstract syntax defines modeling concepts, their relationships, and a set of rules for combining these concepts to create UML models. Additionally, the UML specification defines semantics that describes how UML concepts can be realized and interpreted by MDD tools. This enables features such as model transformation (cf. Section 2.5.2, p. 40 ff.), verification, simulation, code generation, and modification of UML models via programming languages using the provided API of MDD tools (cf. Section A.2, p. 265 ff .).

The blue-framed diagram types in Figure A. 3 are used for different concepts in this thesis and are introduced in the following sections with a focus on software development. This section does not intend to cover the full specification of each diagram type. A detailed description may be found in the specification [275] and literature such as [125, 347]. Section A.3.1 introduces the UML class diagram. Section A.3.2 describes the UML profile diagram as another structural diagram type mainly used to define extensions of the UML metamodel. In Section A.3.3, UML state machine diagrams are introduced.

## A.3.1 Class Diagram

A UML class diagram describes the static structure of a software application. Among all diagrams presented in Figure A.3, the UML class diagram is the best-known and most-used diagram type of the UML specification applied in different phases of the software development process with varying levels of detail and abstraction [125, 347]. The main elements of a UML class diagram are classes, which are modeled with their properties and operations. These structural characteristics are also denoted as features of a class.

| Sensor |
| :--- |
| -serialNumber : string $=0$ |
| -supportedUpdateRates : int[1..3] |
| +calibrate() : boolean |
| +getSerialNumber() : int |
| +setSerialNumber(id : string) : void |
| +getSupportedUpdateRates() : int[1..3] |
| +measure() : float |

Figure A.4: An example of a single class in the UML 2.5.1 notation [275].

Figure A. 4 shows the graphical representation of an example UML class as a box with three compartments that define, from top to bottom, the name, attributes, and operations of the class. The syntax of attributes in the middle compartment of Figure A. 4 consists of a visibility marker, the name of the attribute, the data type, and optionally a multiplicity and a default value. The visibility defines the access permission of the specific attribute. In UML, the main permissions are private, public, and protected. Attributes marked as private (-) are only accessible within the object itself. Access by objects of the same class and sub-classes is denoted as protected (\#), and the marker + indicates that any object can access the attribute directly. The data type of an attribute can be a primitive data type (e.g., integer) or a composite data type (e.g., another class). Additionally, rectangular brackets after the data type define the multiplicity of an attribute if it, e.g., represents a set or list. For instance, with the notation [minimum..maximum], an attribute may contain at least one and a maximum of three elements [1..3], exactly three elements [3], or an indefinite amount of elements [*] that may change during execution. Equal signs are used to define optional default values.

Operations are characterized by a visibility marker, a name, parameters, and the data type of the return value. In a class diagram, the name of the operation is followed by a list of parameters in parentheses which may be empty if no parameters are required. Parameters in the parameter list are represented similarly to attributes, e.g., by defining the name and data type. The return type is also optional and specifies the data type of the value returned as a result of an operation call.

Besides the elements of the software application, a UML class diagram also describes the relationship between those elements. Since the relationships between classes do not change over time, this diagram type is considered static. Figure A. 5 shows an example of a UML class diagram and introduces additional semantics of the UML specification for class diagrams. Relationships between classes are defined as lines. In UML, relationships are distinguished graphically by the design of the line and the use of symbols, e.g., arrows, at the end of the lines. Relationships covered in this thesis are associations, shared aggregations, compositions, inheritances, and realizations [125, 347]:

Associations describe the binary relationship between two classes in which one class instance can start actions on another. Graphically, associations are visualized by a solid line between those two classes. With the use of directed edges, associations can be further specified to indicate navigability between two instances of a class which can be unidirectional and bidirectional. The unidirectional navigability indicates that an instance of a class has knowledge about the instance of the other class and can access its public attributes and operations. This is expressed with an open arrow at the end of the class whose attributes


Figure A.5: An example of a UML class diagram in the UML 2.5.1 notation [275].
and operations can be accessed. For bidirectional navigability, open arrows are placed at both ends of the line.

Shared aggregations and compositions are special interpretations of associations and define part of relationships between two classes.

- A shared aggregation expresses a weaker form of the part of relationship where parts belong to the whole but can also exist independently of the whole. The notation of a shared aggregation in a UML class diagram is defined as a line with a diamond on the end of the class representing a whole. For example, the relationship between the classes Sensor and Configuration in Figure A. 5 is defined as a shared aggregation where the instance of a Configuration is part of a Sensor instance but can also exist without a specific Sensor instance, e.g., if the same configuration is (re-)used for other sensors.
- Compositions define a stronger bond between the whole and the part, graphically expressed as a filled diamond. In a composition, the part can not exist independently without the whole.

Associations, shared aggregation, and compositions can be extended by adding multiplicities on one or both ends. In Figure A.5, the multiplicity between Sensor and Configuration is set to one at both ends because a Sensor instance only has one Configuration, and a Configuration instance is part of one specific Sensor instance.

An inheritance describes a directed relationship between classes in which a specific class inherits the attributes and operations from another class, e.g., the superclass. An inheritance is visualized as a solid line with a triangle arrowhead pointing to the superclass. Figure A. 5 shows two inheritances between AbstractHardwareDevice and Sensor and between Sensor, TemperatureSensor, and HumiditySensor.

A realization defines a type of dependency where a class implements the behavior of another class. Graphically, a realization is represented with a dashed line and a triangular arrowhead. An interface realization is shown in Figure A. 5 between the classes IPowerControl and Sensor. The instance of TemperatureSensor and HumiditySensor implement the operations defined by IPowerControl. Furthermore, stereotypes, represented with angular brackets, can be added to classes refining their meaning. For example, the name compartment of class IPowerControl in Figure A. 5 has been extended with the stereotype «interface».

This changes the semantic meaning of the defined class and turns the rectangle in its meaning from a class to an interface. In object-oriented programming languages like $\mathrm{C}++$, programs are based on class constructs, and classes become objects at runtime. Classes extended with the stereotype «interface» are interpreted as communication interfaces to be implemented by other classes. Therefore, no instances of these classes exist at runtime. Stereotypes are discussed in more detail in the following Section A.3.2.

## A.3.2 Profile Diagram

A UML profile diagram specifies stereotypes as part of a profile. As an extension mechanism, stereotypes are used to create new model elements by extending the vocabulary of UML. In contrast to UML class diagrams where stereotypes are applied to classes, as shown in Figure A. 5 (p. 269), the UML profile diagram describes the structure and content of stereotypes and the type of UML metamodel element to which they can be applied. Due to this, UML profile diagrams are located at level M2 (cf. Section A.1.2, p. 264 ff .). An exemplary profile diagram is illustrated in Figure A.6. The visual representation of a UML profile diagram is similar to the UML class diagram. Stereotypes are described like classes with the additional keyword stereotype above the name in the first compartment. In the second compartment, properties and their data types are defined.


Figure A.6: Example of a UML profile diagram in the UML 2.5.1 notation [275].

Additionally, constraints for properties may be described. If a stereotype is applied to a UML element, the properties are denoted as key-values pars, also referred to as tagged values. The second element of UML profile diagrams are metaclasses, which are represented as a box with a name and the additional keyword metaclass. Solid lines with a filled arrow indicate which metaclass is extended by a specific stereotype. In general, a stereotype may extend one or more metaclasses. Figure A. 6 shows an exemplary UML profile diagram with a stereotype HardwareDevice consisting of two attributes, vendor as a string and productionYear as an integer. The newly defined stereotype can be applied to UML class meta elements. Note that the attribute productionYear has a constraint where values only higher or equal to 2000 are accepted. In Figure A.5, the classes TemperatureSensor and HumiditySensor have been extended with the HardwareDevice stereotype via inheritance to add information about the vendor and year of production as additional metadata.

## A.3.3 State Machine Diagram

Discrete event-driven behavior can be modeled by using a finite state-machine formalism. The form of finite state automata used in the UML [275] is based on the object-oriented
statecharts formalism presented in [155]. The UML specification [275] distinguishes between two state machine types: behavioral state machines and protocol state machines. Behavioral state machines specify the discrete behavior of classifiers, such as class instances, by modeling system states and state transitions between states. State transitions are executed as a reaction to events that may occur at certain points in time. On the other hand, protocol state machines are used to express valid event sequences and the order of, e.g., operations calls, to which a system must conform. Additionally, states of a protocol state machine do not have any activities within the states. Instead, activities are only executed during transitions. In this thesis, however, only diagrams for behavioral state machines are discussed. In the following, characteristics and types of states and transitions are described and illustrated with an example.

## States

The UML specification distinguishes between two types of states, namely pseudo states and real states. Pseudo states do not have any internal activities and are transient, which means that the state machine cannot remain in such states. The initial state is an example of a pseudo state graphically represented as a filled black circle with no incoming edges. Normal states and the final state are considered as real states. A normal state is represented in a UML state machine diagram as a rectangle with rounded corners divided into two compartments. The upper compartment contains the name of the state. In the lower compartment, internal activities in the form of keyword/activity are specified, which may consist of multiple actions. The keywords entry and exit suggest that the activity must be executed when a state is entered or left. Activities after the keyword do are executed as long as the current state is active. Final states are represented by a circle containing a smaller filled circle and mark the end of a state sequence.

## State Transitions

The change from a source state $S_{\text {source }}$ to a target state $S_{\text {target }}$ is denoted as state transition, i.e., $S_{\text {source }} \rightarrow S_{\text {target }}$. Graphically, state transitions are represented by a solid line and an arrowhead that points from the source state $S_{\text {source }}$ to the target state $S_{\text {target }}$. State transitions may have a set of properties graphically specified on top of the transition arrow as $E(P)[G] / A$, with $E$ as an event, $P$ as an optional parameter list of the event $E, G$ as a guard, and $A$ as the activity executed during the transitions. A guard represents a condition as a boolean expression evaluated as true or false if an event specified for a transition occurs at a point in time. If the guard is evaluated to true, the current state activities are terminated, the exit activity performed, and the transition to the target state $S_{\text {target }}$ executed. If the guard is evaluated to false, no transition is performed. In the UML specification, several types of events are defined, including signal event, call event, time event, change event, any receive event, and completion event [347]. Signal events are asynchronous events for which the sender does not wait for a response. Call events represent operation calls where the name of the event is equal to the name of an operation. Time events enable transitions to be executed after a certain time window, while change events are consistently evaluating a condition. If the condition is satisfied, the change event is dispatched. If the transition should be executed when an event of any type occurs, the any receive event type may be applied. As the last type of event, the completion event is dispatched if the entry and do activities have been completed. State transitions can be distinguished between internal transitions and external transitions. While
external transitions are transitions between states, internal transitions trigger activities, but they do not invoke a state transition, and therefore no entry and exit activities are performed. A special form of external transition is called self-transition, where the source and target state are equal, i.e., $S_{\text {source }}==S_{\text {target }}$. Unlike the internal transition, entry and exit activities are invoked when self-transitions are executed. If no guard or event is modeled for a transition, it is executed after the entry and the do activity have been performed.

## Example

Figure A. 7 shows an exemplary UML state machine with the three states InitSystem, Measure, and Compare. A filled black circle denotes the initial state, while the final state is illustrated by a circle with an additional inner-filled circle. Transitions in Figure A. 7 have been extended with guards, e.g., measuredVal>=100, and actions, e.g., setAlarm(). For more information about the UML state machine diagram and UML diagrams in general, see $[100,125,138,347]$.


Figure A.7: Example of a UML state machine diagram in the UML 2.5.1 notation [275].

## B Complete List of Tags for PAP Stereotypes

This section contains a complete list of tags for the stereotypes of the PAP profile developed in this thesis. Table B. 1 summarizes existing and newly defined tags of the HwAbstraction stereotype, introduced in Section 5.3 .3 (p. 127 ff.). Existing tags are introduced due to the inheritance of the MARTE stereotype HwResource but are not required for the power estimation process.

| Tag | Description | Type |
| :--- | :--- | :--- |
| description | A textual description of the component. | NFP__String |
| endPoints | HwResource connection points. | HW_EEndPoint[0..*] |
| frequencies $^{1}$ | Specifies a set of supported clock frequencies, <br> cf. Section 5.2 .2 (p. 119 f.). | NFP_Frequency[1..*] |
| frequency | Specifies the clock frequency. | NFP_Frequency[0..1] |
| ownedHW $^{\text {p_HW_Services }}$ | Specifies the owned sub-HwResources. | Specifies the provided services. |

Table B.1: Tags of the HwAbstraction stereotype (HardwareAbstraction package) with additional tags ${ }^{1}$ and data types ${ }^{2}$ introduced in this thesis that are not part of the MARTE specification [275].

Table B. 2 summarizes the tags for the HwBehavioralState and HwBehavioralTransition stereotypes, introduced in Section 5.3.4 (p. 129 ff .). In addition to newly defined tags for the power analysis process, they contain tags due to the inheritance of the MARTE stereotypes ResourceUsage and HwResourceService.

| Tag | Description | Data Type |
| :---: | :---: | :---: |
| current ${ }^{1}$ | Electric current consumption of the state/transition. | NFP_ElectricCurrent[1..*] ${ }^{2}$ |
| hasDynamicConsumption ${ }^{1}$ | True, if the electric current consumption is static, false otherwise. | NFP_Boolean |
| hasDynamicExecutionTime ${ }^{1}$ | True, if the execution time is static, false otherwise. | NFP_Boolean |
| HwResourceService (HwPower Package) |  |  |
| consumption | Consumed power. | NFP_Power |
| dissipation | Power dissipated, e.g., heat. | NFP_Power |
| ResourceUsage (GRM Package) |  |  |
| allocatedMemory | Amount of memory that is demanded from or returned to the resource. | NFP_DataSize[*] |
| execTime | Execution time of the state/transition. | NFP_Duration[*] |
| energy | Amount of energy that will be permanently consumed. | NFP_Energy |
| msgSize | Amount of data transmitted by the resource. | NFP_DataSize[*] |
| powerPeak | The maximum power that is demanded and should be available from the resource. | NFP_Power[*] |
| usedMemory | Amount of memory that will be used from a resource. | NFP_DataSize[*] |

Table B.2: Tags of the HwBehavioralState and HwBehavioralTransition stereotypes (HardwareBehavior package) with additional tags ${ }^{1}$ and data types ${ }^{2}$ introduced in this thesis that are not part of the MARTE specification [275].

## C Model Transformation Example

This section provides additional information for the model transformation process as a part of the prototype implementation introduced in Section 6.1 (p. 140 ff .). Section C. 1 provides a more coherent and complete sample output of the developed IBM Rhapsody plug-in (cf. Section 6.1.1, p. 140 ff .) for the dimmable LED example introduced in Section 5.3 (p. 124 ff .). Section C. 2 provides supplemental mapping information between the model interchange format discussed in Section 6.1 (p. 140 ff .) and the representation of hardware component models in C++ as part of the UC² ${ }^{2}$ tool introduced in Section 6.4 (p. 155 ff .).

## C. 1 Model-to-Text Transformation

Listing C. 1 shows the JSON-based description resulting from an exemplary model-to-text transformation of the dimmable LED hardware component model discussed in Section 5.3.3 to 5.3 .5 (p. 127 ff .) with the model interchange format introduced in Section 6.1.1 (p. 140 ff .).

```
"HardwareComponentModels": [
    {
            "Name": "DimmableLED",
            "Attributes": {
            "brightnessLevel": {
            "id": "brightness",
            "dataType": "PercentageInteger"
        }
    },
    "Settings": {
            "supplyVoltage": "(3.3,V)"
        },
        "States": {
            "OFF": {
                "name": "Off",
            "id": "11f299b3-6734-4ecb-8850-5352c84b3b0a",
            "behavior":{
                    "current": "(0,mA)",
                    "execTime": "",
                    "hasDynamicConsumption": false,
                    "hasDynamicExecTime": false
            }
        },
        "ON": {
            "name": "On",
            "id": "c5df30c6-6c6c-4a72-b6c9-345cc9834942",
            "behavior":{
                    "current": "((PAP.ATTR.brightness/100)*5,mA)",
                    "execTime": "",
                    "hasDynamicConsumption": false,
                    "hasDynamicExecTime": false
            }
        }
    },
    "Transitions": {
        "0": {
            "name": "0",
            "initialTransition": true,
```

```
                                    "fromState": "",
                                    "toState": "11f299b3-6734-4ecb-8850-5352c84b3b0a",
                    "behavior":{
                    "current": "(0,mA)",
                    "execTime": "(0,ms)",
                            "hasDynamicConsumption": false,
                            "hasDynamicExecTime": false
                    }
            },
            "1": {
                    "name": "1",
                    "initialTransition": false,
                    "fromState": "11f299b3-6734-4ecb-8850-5352c84b3b0a",
                    "toState": "c5df30c6-6c6c-4a72-b6c9-345cc9834942",
                    "behavior":{
                    "current": "(0,mA)",
                    "execTime": "(0, ms)",
                    "hasDynamicConsumption": false,
                    "hasDynamicExecTime": false
                    }
            },
            "2": {
                    "name": "2",
                    "initialTransition": false,
                    "fromState": "c5df30c6-6c6c-4a72-b6c9-345cc9834942",
                    "toState": "11f299b3-6734-4ecb-8850-5352c84b3b0a",
                    "behavior":{
                    "current": "(0,mA)",
                    "execTime": "(0,ms)",
                    "hasDynamicConsumption": false,
                    "hasDynamicExecTime": false
                    }
                }
            }
        }
    ]
}
```

Listing C.1: Exemplary model-to-text transformation from IBM Rhapsody to the JSON-based interchange format based on the dimmable LED hardware component model.

## C. 2 Model Mapping of Hardware Component Models

Table C. 1 describes the element-wise mapping for the text-to-model transformation of hardware component models from the JSONbased interchange format (cf. Section 6.1.1, p. 140 ff .) to the C++-based hardware model of the UC²E (cf. Section 6.4, p. 155 ff .). The model mapping between the interchange format and the $\mathrm{UC}^{2} \mathrm{E}$ tool is essential for IPA and DPA. It is used for the evaluation in Chapter 7 (p. 175 ff.) to perform a power analysis and to derive energy traces.

| JSON Element | C+t Element | Note |
| :--- | :--- | :--- |
| ['HardwareComponentModels'][i] | - | i as the number of the $i$-th hardware component model <br> in the JSON structure. |
| i["Name"] | Name of the hardware component. HwModel.name con- |  |
| tains the name of the instance and is set dynamically |  |  |
| during simulation. |  |  |

Table C. 1 - continued from previous page

| JSON Element | C++ Element | Note |
| :--- | :--- | :--- |
| i['Transitions']['transitionId'].fromState | HWTransition.fromState | Reference based on HWState.id. |
| i['Transitions']['transitionId'].toState | HWTransition.toState | Reference based on HWState.id. |
| i['Transitions']['transitionId']['behavior'] <br> .current | HWTransition.current |  |
| i['Transitions']['transitionId']['behavior'] <br> .execTime | HWTransition.execTime |  |
| i['Transitions']['transitionId']['behavior'] <br> .hasDynamicConsumption | HWTransition |  |
| i['Transitions']['transitionId']['behavior'] <br> .hasDynamicExecutionTime | HWTransition |  |

Table C.1: Mapping of hardware component models by the UC² ${ }^{2}$ tool.

## D Supplementary Information about Model-RPC

This section contains supplementary information about the specified Model-RPC communication protocol (cf. Section 6.5.4, p. 168 ff.). Section D. 1 provides a definition and JSON schema description of the configType data structure introduced in Section 6.5.4 (p. 168 ff ). It is used to configure the developed Model-Testbeds. In Section D.2, an exemplary OpenRPC schema specification for the UART write method is shown for the automatic validation of Model-RPC messages.

## D. 1 The configType Object Structure

In Table D.1, each property of the configType object is listed along with the corresponding data type and a brief description. The values field may contain a description of the value or provides a set of values that can be used for a specific data type.

| Property |  | Type | Description | Values |
| :---: | :---: | :---: | :---: | :---: |
| name |  | String | Name of configuration | - |
| date |  | String | Creation date of configuration | - |
| gpio |  | Array | GPIOs objects to configure | Object with properties id and mode |
|  | id | String | Id of GPIO | - |
|  | mode | Number | Selected mode for the GPIO | 0: Input, 1: Output, 2: ADC, 3: Interrupt (falling edge), 4: Interrupt (rising edge), 5: Interrupt on change |
| pwm |  | Array | PWM channel to configure | Objects with properties id and state |
|  | id | String | Id of PWM | - |
|  | state | Number | Enable/disable PWM channel | 0: Off, 1: On |
| i2c |  | Array | $\mathrm{I}^{2} \mathrm{C}$ interfaces to configure | Objects with properties id and rate |
|  | id | String | Id of $\mathrm{I}^{2} \mathrm{C}$ | - |
|  | rate | Number | Transfer rate | $\begin{aligned} & \text { 0: } 100 \mathrm{kBit} / \mathrm{s}, 1: 400 \mathrm{kBit} / \mathrm{s}, 2: 1,000 \\ & \mathrm{kBit} / \mathrm{s} \end{aligned}$ |
| uart |  | Array | UART interfaces to configure | Objects with properties id and baud |
|  | id | String | Id of UART | - |
|  | baud | Number | Transfer rate |  |
| spi |  | Array | SPI interfaces to configure | Objects with properties id and rate |
|  | id | String | Id of SPI | - |
|  | rate | Number | Configure word-size | 4-16-Bit |
| can |  | Array | CAN interfaces to configure | Objects with properties id, rate, and filter |
|  | id | String | Id of CAN interface | - |
|  | rate | Number | Data rate | $\begin{aligned} & \text { 0: } 250 \mathrm{kBaud} / \mathrm{s}, 1: 500 \mathrm{kBaud} / \mathrm{s}, 2: 1,000 \\ & \mathrm{kBaud} / \mathrm{s} \end{aligned}$ |
|  | filter | Array | List of filter IDs |  |

Table D.1: Properties of the Model-RPC configType data structure.

The following Listing D. 1 provides a JSON schema description that can be used to validate configType objects.

```
{
"$schema": "https://json-schema.org/draft/2020-12/schema",
"id": "configType",
"description": "ConfigType Definition.",
"properties": {
        "name": {
            "type": "string",
            "description": "Name of the configuration.",
            "title": "Name"
        },
        "date": {
            "type": "string",
            "description": "Date of the configuration.",
            "title": "Date"
        },
        "gpio": {
            "type": "array",
            "description": "GPIO objects to configure.",
            "items": {
                "type": "object",
                "properties": {
                "id": {
                        "type": "string",
                            "description": "ID of the GPIO.",
                            "title": "id"
                },
                "mode": {
                            "type": "integer",
                            "description": "Selected mode of the GPIO.",
                            "title": "mode",
                            "minimum": 0,
                            "maximum": 4
                }
            },
                "required": [
                "id",
                "mode"
                ]
            }
        },
        "pwm": {
            "type": "array",
            "description": "PWM channels to configure.",
            "items": {
                "type": "object",
            "properties": {
                "id": {
                    "type": "string",
                    "description": "ID of the PWM.",
                            "title": "id"
                },
                "state": {
                    "type": "integer",
                    "description": "Enable/disable PWM channel.",
                    "title": "state",
```
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                    "enum": [0,1]
```

                    "enum": [0,1]
                    }
                    }
            },
            },
            "required": [
            "required": [
            "id",
            "id",
            "state"
            "state"
            ]
            ]
        }
        }
    },
},
"i2c": {
"i2c": {
"type": "array",
"type": "array",
"description": "I2C interfaces to configure.",
"description": "I2C interfaces to configure.",
"items": {
"items": {
"type": "object",
"type": "object",
"properties": {
"properties": {
"id": {
"id": {
"type": "string",
"type": "string",
"description": "ID of the I2C.",
"description": "ID of the I2C.",
"title": "id"
"title": "id"
},
},
"rate": {
"rate": {
"type": "integer",
"type": "integer",
"description": "Transfer rate of the I2C channel.",
"description": "Transfer rate of the I2C channel.",
"title": "rate",
"title": "rate",
"minimum": 0,
"minimum": 0,
"maximum": 2
"maximum": 2
}
}
},
},
"required": [
"required": [
"id",
"id",
"rate"
"rate"
]
]
}
}
},
},
"uart": {
"uart": {
"type": "array",
"type": "array",
"description": "UART interfaces to configure.",
"description": "UART interfaces to configure.",
"items": {
"items": {
"type": "object",
"type": "object",
"properties": {
"properties": {
"id": {
"id": {
"type": "string",
"type": "string",
"description": "ID of the UART.",
"description": "ID of the UART.",
"title": "id"
"title": "id"
},
},
"baud": {
"baud": {
"type": "integer",
"type": "integer",
"description": "Transfer rate of the UART channel.",
"description": "Transfer rate of the UART channel.",
"title": "baud",
"title": "baud",
"minimum": 0,
"minimum": 0,
"maximum": 7
"maximum": 7
}
}
},
},
"required": [
"required": [
"id",
"id",
"baud"
"baud"
]

```
            ]
```
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    }
    ```
    }
},
},
"spi": {
"spi": {
    "type": "array",
    "type": "array",
    "description": "SPI interfaces to configure.",
    "description": "SPI interfaces to configure.",
    "items": {
    "items": {
            "type": "object",
            "type": "object",
            "properties": {
            "properties": {
                "id": {
                "id": {
                        "type": "string",
                        "type": "string",
                            "description": "ID of the SPI.",
                            "description": "ID of the SPI.",
                            "title": "id"
                            "title": "id"
                    },
                    },
                    "rate": {
                    "rate": {
                            "type": "integer",
                            "type": "integer",
                            "description": "Word size of the SPI channel.",
                            "description": "Word size of the SPI channel.",
                            "title": "rate",
                            "title": "rate",
                            "minimum": 4,
                            "minimum": 4,
                                "maximum": 16
                                "maximum": 16
                    }
                    }
            },
            },
            "required": [
            "required": [
            "id",
            "id",
            "rate"
            "rate"
            ]
            ]
    }
    }
},
},
"can": {
"can": {
    "type": "array",
    "type": "array",
    "description": "CAN interfaces to configure.",
    "description": "CAN interfaces to configure.",
    "items": {
    "items": {
            "type": "object",
            "type": "object",
            "properties": {
            "properties": {
                "id": {
                "id": {
                    "type": "string",
                    "type": "string",
                    "description": "ID of the CAN.",
                    "description": "ID of the CAN.",
                    "title": "id"
                    "title": "id"
            },
            },
            "rate": {
            "rate": {
                            "type": "integer",
                            "type": "integer",
                            "description": "Data rate of the CAN channel.",
                            "description": "Data rate of the CAN channel.",
                            "title": "rate",
                            "title": "rate",
                            "enum": [0,1,2]
                            "enum": [0,1,2]
            },
            },
            "filter": {
            "filter": {
                            "type": "array",
                            "type": "array",
                            "description": "List of Filter Ids.",
                            "description": "List of Filter Ids.",
                    "items": {
                    "items": {
                        "type": "object",
                        "type": "object",
                            "properties": {
                            "properties": {
                                    "id": {
                                    "id": {
                                    "type": "string",
                                    "type": "string",
                                    "description": "ID of the CAN filter.",
                                    "description": "ID of the CAN filter.",
                                    "title": "id"
                                    "title": "id"
                                    }
                                    }
                                    }
                                    }
                    }
```

                    }
    ```
```

                                    }
                    },
                    "required": [
                        "id",
                        "rate",
                "filter"
                    ]
                }
            }
        }
    }

```

Listing D.1: Basic JSON Schema [417] definition of the configType data type used in ModelRPC.

\section*{D. 2 OpenRPC Schema Specification for the UART write Method}

Listing D. 2 provides an OpenRPC schema specification for the uart.write method of the Model-RPC communication protocol.
```

{

```
    "openrpc":"1.2.6",
    "info":\{
        "title":"Model-RPC",
        "version":"2.0.0"
    \},
    "methods":[
    \{
        "name":"uart.write",
        "params": [
        \{
            "name":"buffer",
            "description":"data string to be transferred to controller",
            "required":true,
            "schema":\{
                "type":"string"
            \}
        \},
        \{
            "name":"device",
            "description":"identifier of the UART controller",
            "required":true,
            "schema":\{
                "\$ref":"\#/components/schemas/uartcontroller"
            \}
        \}
        ],
        "result":\{
            "name":"Success",
            "schema":\{
                "type":"boolean"
            \}
        \},
        "errors":[
        \{
```

                "code":-32602,
                    "message":"invalid method parameter(s)"
        }
        ]
        }
    ],
        "components":{
            "schemas":{
                "uartcontroller":{
                "type":"object",
                    "required":[
                "controller"
                ],
                "properties":{
                    "controller":{
                        "type":"integer",
                        "minimum":0
                    }
                    }
                }
            }
        }
    }

```

Listing D.2: Model-RPC write method for UART specified with OpenRPC version 1.2.6 [283].

\section*{E Supplementary Information about Model-Testbeds}

This section contains further information about the developed Model-Testbeds presented in Section 6.5 (p. 161 ff.). Section E. 1 covers the mapping of power modes between the designed HAL (cf. Section 6.3, p. 149 ff .) and the Model-Testbed firmware, which has been adapted for a multi-MCU support. The schematics of the developed NXP LPC54114 breakout board are provided in Section E.2.

\section*{E. 1 Power Modes}

This section describes the power mode mapping for different MCU architectures used in this thesis for Model-Testbeds. The following Table E. 1 shows the power mode specified by the HAL (left column of Table E.1) and implemented by the Model-Testbed firmware (cf. Section 6.5.2, p. 163 ff .) and the power modes provided by the used MCUs (middle column of Table E.1), namely the Espressif ESP32, NXP LPC54114, and STMicroelectronics STM32L476. The data in Table E. 1 has been taken from data sheets \([111,269,372]\) for each specific MCU.
\begin{tabular}{|c|c|c|}
\hline \multicolumn{2}{|r|}{Power Mode} & \multirow[t]{2}{*}{Description} \\
\hline \(H A L\) & \(M C U\) & \\
\hline \multicolumn{3}{|r|}{Espressif ESP32 [111]} \\
\hline ACTIVE & Modem-sleep & The CPU is operational, and the clock is configurable. The Wi-Fi / Bluetooth baseband and radio are disabled. Expected power consumption: \(44-27 \mathrm{~mA}\) (Dual Core), \(34-27 \mathrm{~mA}\) (Single Core) @ 160 MHz . \\
\hline SLEEP & Light-sleep & The CPU is paused. The RTC memory, RTC peripherals, and the ultralow power co-processor are running. Any wake-up events, e.g., host, RTC timer, or external interrupts, will wake up the CPU. Expected power consumption: 0.8 mA . \\
\hline DEEP_SLEEP & Deep-sleep & Only the RTC memory and RTC peripherals are powered. Wi-Fi and Bluetooth connection data are stored in the RTC memory. The ultralow power co-processor is functional. Expected power consumption: \(10 \mu \mathrm{~A}\) (RTC timer \& RTC memory). \\
\hline \[
\begin{aligned}
& D E E P \_P O- \\
& W E R \_D O W N
\end{aligned}
\] & Hibernation & The internal 8 MHz oscillator and ultra-low co-processor are disabled. The RTC recovery memory is powered down. Only one RTC timer on the slow clock and certain RTC GPIOs are active. The RTC timer or the RTC GPIOs can wake up the CPU from Hibernation mode. Expected power consumption: \(5 \mu \mathrm{~A}\). \\
\hline OFF & OFF & The CHIP_PU pin of the ESP32 is set to a low level; the CPU is powered off. Expected power consumption: \(1 \mu \mathrm{~A}\). \\
\hline \multicolumn{3}{|r|}{NXP LPC54114 [269]} \\
\hline ACTIVE & Active & The CPU is operational, and the clock is configurable. Expected power consumption: 9.9 mA with system clock @ 96 MHz (ARM Cortex-M4 core operates in active mode while the ARM Cortex-M0+ core is set to the sleep mode). \\
\hline SLEEP & Sleep & The system clock (CPU) and instruction execution are stopped until reset or interrupt occurs. Peripheral functions may generate interrupts to cause the CPU to resume execution. The CPU state and registers, peripheral registers, and internal SRAM values are maintained, and the logic levels of the pins remain static. Expected power consumption: 3 mA with system clock @ 96 MHz . \\
\hline & & Continued on next page \\
\hline
\end{tabular}

Table E. 1 - continued from previous page
\begin{tabular}{|c|c|c|}
\hline \multicolumn{2}{|c|}{Power Mode} & \multirow[t]{2}{*}{Description} \\
\hline HAL & \(M C U\) & \\
\hline DEEP_SLEEP & Deep-sleep & The system clock to the CPU is disabled. Analog blocks, the main clock, and all peripheral clocks are powered down by default. The flash memory is put in standby mode. The CPU state and registers, peripheral registers, and internal SRAM values are maintained, and the logic levels of the pins remain static. GPIO Pin Interrupts, GPIO Group Interrupts, and selected peripherals such as USB, SPI, \(I^{2} \mathrm{C}\), UART, and RTC can be left running. The DMA may operate in deepsleep mode. Expected power consumption: \(16 \mu \mathrm{~A}\) with SRAM0-3 and SRAMX powered. \\
\hline \[
\begin{aligned}
& D E E P \_P O- \\
& W E R \_D O W N
\end{aligned}
\] & Deep power-down & Power is shut off to the entire chip except for the RTC power domain and the RESET pin. The MPU can wake up via the RESET pin and the RTC alarm. The contents of the SRAM and registers are not retained, and all functional pins are tri-stated. Expected power consumption: 290 nA , with the RTC oscillator disabled. \\
\hline OFF & - & Not provided. \\
\hline \multicolumn{3}{|r|}{STMicroelectronics STM32L476 [371]} \\
\hline ACTIVE & Run & CPU, DMA, and peripherals are active. Flash and SRAM are powered. Expected power consumption: \(10.2 \mathrm{~mA} @ 80 \mathrm{MHz}\) with source code and data processing running from Flash, external clock source (bypass mode), and phase-locked loop enabled. \\
\hline SLEEP & Sleep & CPU is stopped. All peripherals continue to operate and can wake up the CPU when an interrupt or event occurs. Expected power consumption: \(2.96 \mathrm{~mA} @ 80 \mathrm{MHz}\) with external clock source (bypass mode), and phase-locked loop enabled and flash powered. \\
\hline DEEP_SLEEP & Standby & The internal regulator, phase-locked loop, and high-speed external crystal oscillators are switched off. The RTC may remain active while the brown-out reset is permanently active. The MPU exits Standby mode when an external reset, an RTC event occurs, or a failure is detected on low-speed externals. Expected power consumption: \(150 \mathrm{nA} @ 3 \mathrm{~V}\) w/o independent and RTC disabled watchdog or \(317 \mathrm{nA} @ 3 \mathrm{~V}\) w/ independent watchdog and RTC disabled. \\
\hline \[
\begin{aligned}
& D E E P \_P O- \\
& W E R \_D O W N
\end{aligned}
\] & Shutdown w/ RTC & The internal regulator, phase-lock loop, and oscillators are switched off. The RTC remains active. No power voltage monitoring is possible. The mode can be exited by an external reset wake-up pin event or an RTC event (alarm, periodic wake-up, timestamp, tamper). Expected power consumption: \(64.1 \mathrm{nA} @ 3 \mathrm{~V}\). \\
\hline OFF & \[
\begin{aligned}
& \text { Shutdown w/o } \\
& \text { RTC }
\end{aligned}
\] & The internal regulator, phase-lock loop, oscillators, and RTC are switched off. No power voltage monitoring is possible. The mode can be exited by an external reset wake-up pin event or an RTC event (alarm, periodic wake-up, timestamp, tamper). Expected power consumption: \(554 \mathrm{nA} @ 3 \mathrm{~V}\) with RTC clocked by low-speed external quartz in low drive mode. \\
\hline
\end{tabular}

Table E.1: Power Mode Mapping for the developed Model-Testbeds.

\section*{E. 2 NXP LPC54114 Breakout Board Schematics}

Figure E. 8 pictures the schematic of the breakout board designed for the NXP LPC54114, while the pinout is shown in Figure E.9.


Figure E.8: Schematic of the NXP LPC54114 Breakout Board.


Figure E.9: Pinout of the NXP LPC54114 Breakout Board.

\section*{F Prototype Implementation Details}

This section describes tools, technologies, and programming languages used for the proof-of-concept implementation and hardware platform details for evaluating the case study in Chapter 7 (p. 175 ff.).

\section*{Software}

The \(\mathrm{UC}^{2} \mathrm{E}\) tool has been developed with Qt 5.15 .0 [314] using \(\mathrm{C}++17\) and is built with optimization level 03. The Qoitech Otii Arc measuring device [313] has been updated to firmware version 1.1.6, while the measurements are obtained by the Otii desktop application in release 2.8.4. The firmware of the ESP32-based Model-TestBed has been developed using the Espressif IoT development framework version 4.3.1 [112]. As a UML modeling and simulation environment, IBM Rhapsody [164] in version 9.0.0 has been used.

\section*{Hardware}

The host system executing IBM Rhapsody, the \(\mathrm{UC}^{2} \mathrm{E}\) tool, and the Otii desktop application is based on an Intel i5 \(6600 \mathrm{CPU}, 16 \mathrm{~GB}\) RAM, 512 GB SSD, and is executing Windows 10 (Build 19044). The Qoitech Otii Arc measuring device offers a sample rate of 4 ksps for current measurements in a range of \(\pm 19 \mathrm{~mA}\) and 1 ksps for a \(\pm 2.7\) A range with an accuracy of \(\pm(0.1 \%+50 \mathrm{nA})\) and \(\pm(0.1 \%+150 \mu \mathrm{~A})\), respectively. For voltage measurement, the Otii Arc provides a sample rate of 1 ksps with an expected accuracy of \(\pm(0.1 \%+1.5 \mathrm{mV})\).```


[^0]:    ${ }^{1}$ To improve readability, the abbreviation IBM Rhapsody is used in the following chapters of this thesis.

[^1]:    ${ }^{2}$ The term Y-chart refers to the shape of the diagram and is not related to the well-known representation to visualize design views and hierarchies introduced by Gajski and Kuhn (1983) [130].

[^2]:    ${ }^{1}$ The classes have been defined based on commercially available products in 2014 . The author expects that the borders have to be adjusted to cover today's standard. However, the RFC 7228 has not been updated since.

[^3]:    ${ }^{2}$ In the literature, NFRs are also defined as quality requirements, e.g., in [137, 303, 332] and extra-functional requirements, e.g., in [284, 290].

[^4]:    ${ }^{3}$ Depending on the author, the pattern format is also referred to as pattern form [45, 159] or pattern template $[67,131]$.

[^5]:    ${ }^{4}$ In this context, QoS is equivalent to NFPs.
    ${ }^{5}$ A more detailed comparison of the SPTP and the QoS\&FT profiles may be found in [46, 108, 109].

[^6]:    ${ }^{6}$ For readability, the shortened notation (value, unit) and (expr, unit) are used for the rest of this thesis.

[^7]:    ${ }^{7}$ In the literature, the term V-model is also referred to as V-cycle.

[^8]:    ${ }^{1}$ SOLID is a mnemonic acronym in software engineering for five design principles to enhance the understandability of object-oriented design and consists of the single-responsibility, open-closed, Liskov substitution, interface segregation, and dependency inversion principles [238].

[^9]:    ${ }^{2}$ Espressif part number: ESP32-WROOM-32 with ESP32-D0WDQ6
    ${ }^{3}$ NXP part number: LPC54114J256BD64QL

