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Dr. Karsten Küpper
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1 Introduction

Today’s world faces several problems at once. On the one hand, steadily growing amounts of data
are being produced that need to be stored securely and, on the other hand, there is a shortage
of energy which is associated with immense costs for electricity, for example. The goal must
therefore be to make the storage of data as energy-efficient as possible. One way to ensure this is to
use so-called spintronic components [1]. Here, in contrast to conventional electronic components,
the spin of electrons is used to process data [2]. Today, the application of spintronics is already
established in the field of magnetoresistive read heads for hard disk drives [3] or in the field of
magnetoresistive random-access memory (MRAM) [4]. The origin of spintronics can be traced
back to the discovery of the giant magnetoresistance (GMR) effect by the research groups of Albert
Fert [5] and Peter Grünberg [6] in the late 1980s. They observed that the electrical resistance of
two ferro/ferrimagnetic materials separated by a non-magnetic conducting layer depended highly
on the relative angle of the magnetizations of both layers. In fact, the two magnetization states can
be used to represent the binary values 0 and 1, as used in computer science for storage media [7].

Another effect based on the spin of electrons is tunneling magnetoresistance (TMR), discovered
by Michel Jullière in 1975 [8]. The TMR effect could only be produced by Jullière at very low
temperatures, and later the works of Moodera et al. [9] and Miyazaki et al. [10] demonstrated that
the effect could be used at room temperature. The GMR and TMR effects are very similar due
to their structure (two ferro/ferrimagnetic layers separated by an insulating material). Here, the
non-conducting film acts as a tunnel barrier. As a spintronic device, this is then called a mag-
netic tunneling junction (MTJ), based on TMR. In this context, magnetic oxides are of highest
interest for spintronic applications, since they possess tunable electronic and magnetic properties.
Half-metals are particularly suitable for this purpose, due to their predicted complete spin po-
larization at the Fermi level. As an electrode material, probably the most prominent candidate is
magnetite (Fe3O4), since it is a transition metal oxide with ferrimagnetic order and a predicted spin
polarization of 100% [11]. The generation of highly spin-polarized currents could be very likely,
however, in practice, the observed effects are lower than theoretically predicted [12–14], which
could be explained by interface effects [15, 16]. Furthermore, nickel cobaltite is widely mentioned
in the literature as another interesting material for spin injection layer, but its spin polarization
is reported to be only −73% [17, 18]. Therefore, it is of utmost importance to better understand
e.g. interface effects of these promising materials and to adapt them to the required conditions.
Another possibility is the application of so-called spin filters, in which a layer of magnetic insula-
tors acts as a tunnel barrier. A commonly used material is CoFe2O4 [19]. In a magnetic insulator,
electrons with a certain spin orientation have a higher probability to overcome the tunnel barrier
because the energy levels are split in the conduction band. Nevertheless, the fabrication of cobalt
ferrite (CoFe2O4) as a tunnel barrier is not so easy in practice, because during the fabrication, e.g.,
lattice defects are induced, which in turn affect the magnetic and structural properties and could
also change the insulating characteristic of the layer.

In the context of multilayer systems, as they occur for example in the GMR effect, interface
effects like exchange bias or exchange-spring exist. At the interface between a magnetically soft
and magnetically hard material, it is possible that the magnetically soft phase rotates reversibly
with respect to the magnetically hard phase in the presence of small magnetic fields. This is
caused by the exchange-spring process. This phenomenon has been observed in CoFe2O4/CoFe2
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Chapter 1: Introduction

nanoparticles [20, 21] and ultrathin bilayers [22], among others. In particular, in the application
of spin filters or spin-tunnel junctions, such combinations of magnetically soft/hard bilayers are
of highest interest [23–25], also because the exchange-spring effect can be controlled by electric
fields [26]. From this point of view, it is incredibly important to understand this exchange coupling
in order to adapt and tailor the material system according to the respective requirements.

Based on this motivation, the crystalline, epitaxial growth of ultrathin magnetite, cobalt ferrite and
nickel cobaltite layers is characterized in this thesis in connection with their structural, chemical
and magnetic properties with the help of various investigation methods. In the following chapter
2 the necessary theoretical basics of the employed methods, as well as additional physical back-
grounds helpful for the understanding are explained. Afterwards, in chapter 3 the presentation of
the materials used in this thesis is given. In order to better understand the experimental setups,
an explanation of the measurement methods used here is provided in chapter 4. In the following
chapters 5 to 7 the experimental results are presented. Chapter 5 is about the preparation and
characterization of Fe3O4/CoFe2O4 bilayers with different film thicknesses. In particular, the focus
of the study here is on the magnetic properties and the cationic distribution within the layers in
dependence of the stoichiometry of the cobalt ferrite layers using superconducting quantum inter-
ference sensing (SQUID) and X-ray magnetic circular dichroism (XMCD). In situ characterization
of the layers is performed by low energy electron diffraction (LEED) and X-ray photoelectron spec-
troscopy (XPS). The X-ray reflectivity (XRR) measurement method is used to control the layer
thicknesses. To obtain further depth-resolved information about the chemical composition the
method angle-resolved hard X-ray photoelectron spectroscopy (AR-HAXPES) is used. The results
are published in The Journal of Physical Chemistry C 125(42), 23327–23337 (2021) [27].

For a better understanding of the formation of cobalt ferrite films, chapter 6 deals with the early
stages of the growth of cobalt ferrite that occurs at different oxygen partial pressures. The chem-
ical composition is investigated using HAXPES. Furthermore, XRR and X-ray diffraction (XRD)
experiments provide additional information on the structure of the grown films in addition to the
chemical properties. The results are published in Materials 15(7), 2377 (2022) [28].

Finally, in chapter 7, the material system is changed and the fabrication of thin nickel cobaltite films
using reactive and oxygen plasma assisted molecular beam epitaxy is investigated. This fabrication
method is a novel approach compared to previous studies and is still quite poorly understood.
Again, in situ characterization of the films is performed by LEED and XPS. Subsequent XRR and
XRD experiments provide information about the structural composition of the films. Finally, AR-
HAXPES experiments provide information on whether the films are homogeneous even in deeper
layers and about the chemical composition. The results are published in Materials 15(19), 6911
(2022) [29]. In the last chapter 8, a summary of all results of this work is given and an outlook
provides possibilities for further research on this topic.
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2 Theoretical background

In this chapter, the necessary theoretical background required for this thesis is presented. If neces-
sary, further literature is referred to at the particular points. First, periodic structures are explained
for a basic understanding of crystals and the growth of thin films is discussed. This is followed
by a description of X-ray diffraction, and then the closely related method of X-ray reflectivity is
explained. This is followed by the method of low energy electron diffraction, before the spectro-
scopic measurement methods X-ray photoelectron spectroscopy, X-ray absorption spectroscopy and
the associated X-ray circular dichroism are explained. Finally, magnetism is treated, first describ-
ing the magnetic fundamentals and then the associated method of the superconducting quantum
interference device.

2.1 Periodic structures - single crystals and thin films

The following chapter deals with the theoretical basics of periodic structures. For this purpose,
single crystals and Bravais lattices are discussed first, followed by lattice planes. Then the reciprocal
lattice is introduced and the different growth modes are explained. Finally, lattice mismatches and
crystallographic defects are discussed.

2.1.1 Single crystals

The ideal crystal is an infinite periodical arrangement of identical structural elements. The whole
symmetry of the crystal can be described by the so-called unit cell. It is based on the periodicity
of the structural elements. By three linearly independent vectors a⃗, b⃗ and c⃗ the translation can be
determined by

R⃗n = naa⃗+ nbb⃗+ ncc⃗ with na, nb and nc ∈ Z. (2.1)

As only the translational symmetry must be accomplished there are various ways to choose a unit
cell describing the same crystal lattice. A primitive unit cell is the unit cell with the smallest
possible volume. In order to describe the crystal structure correctly, in addition to the information
about the lattice, information about the position of the individual atoms within the unit cell must
also be given, especially if there is more than one atom in the unit cell. For j atoms the vector

r⃗j = uj a⃗+ vj b⃗+ wj c⃗ with 0 ≤ uj , vj , wj ≤ 1, (2.2)

with uj , vj and wj as the respective coordinates of the j-th atom can be defined. After linear
combination

r⃗atom = R⃗n + r⃗j (2.3)

defines a vector from which any atom in the unit cell can be reached. Fig. 2.1 shows an exemplary
two-dimensional crystal lattice to visualize the equations introduced before.
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a⃗

b⃗ (0,0)

R⃗n
r⃗atom

r⃗j

Fig. 2.1: Sketch of a two dimensional crystal with primitive lattice vectors a⃗ and b⃗ spanning a primitive
unit cell (blue) with three base atoms (red and green). Using vectorial superposition of the vectors R⃗n

and r⃗j , any atomic position r⃗atom within the unit cell can be reached. Adapted from [30].

2.1.2 Bravais lattices

Crystal structures can be classified into seven different crystal systems cubic, tetragonal, orthorhom-
bic, hexagonal, trigonal, monoclinic and triclinic, if different symmetry properties are used on the
basis of the crystal lattice and only the symmetry of the point group is considered. These are
translation, rotation and inversion. With additional translation operations, seven more centered
unit cells are added to the previous primitive types. These are face-centered, body-centered and
base-centered. All in all, this results in a total of 14 possible so-called Bravais lattices. For an
illustrative presentation, please refer to the literature [31].

2.1.3 Lattice planes

In order to describe the directions and planes in a crystal it is necessary to introduce a uniform
notation. Considering the crystal axes a, b and c, a lattice plane (cf. Fig. 2.2) can be spanned from
three lattice points which do not lie on a straight line. The orientation of the plane in relation to
the crystal axes is determined by the intersection points with them. From the intersection points
mi their reciprocals are formed and multiplied by the smallest possible factor p, so that the fraction
becomes an integer. Each triplet of numbers (hkl) uniquely describes a set of parallel mesh planes
and is called called Miller indices. Equivalent crystal planes are designated with curly brackets, e.g.
{hkl}, whereas the specification of a crystal direction is written in the notation [hkl]. Again, an
equivalent crystal direction can be specified, in which case angle brackets ⟨hkl⟩ are used. Negative
Miller indices are indicated by a dash above the numbers, e.g.

(︁
h̄kl
)︁
.

2.1.4 Reciprocal lattice

For investigation of crystal structure it is helpful to define the so-called reciprocal lattice. By
definition,

a⃗∗ =
2π

Vu
·
(︂
b⃗× c⃗

)︂
, b⃗

∗
=

2π

Vu
· (c⃗× a⃗) and c⃗∗ =

2π

Vu
·
(︂
a⃗× b⃗

)︂
(2.4)

are the reciprocal basis vectors, where Vu describes the volume of a unit cell. In terms of illustration,
this means that the reciprocal basis vector a⃗∗ is orthogonal on the spanned plane of the vectors

4



2.1 Periodic structures - single crystals and thin films

(a) (100)

b

c

a

(b) (010)

b

c

a

(c) (111)

b

c

a

Fig. 2.2: Examples of three different lattice planes in a cubic lattice. Shown are in (a) the (100)-, in
(b) the (010)- and in (c) the (111)-crystal plane. Adapted according to [32].

b⃗ and c⃗ of the crystal lattice. It follows that the reciprocal lattice vector

G⃗hkl = ha⃗∗ + kb⃗
∗
+ lc⃗∗ with h, k, l ∈ Z (2.5)

is perpendicular to the lattice planes (hkl). The magnitude of the reciprocal lattice vector can also
be expressed by

⃓⃓
⃓G⃗
⃓⃓
⃓ = 2π

dhkl
, (2.6)

where dhkl is the distance between two net planes.

To describe a periodic surface structure, one can conceive of it as a two-dimensional lattice, to
which in turn a reciprocal lattice is defined. In this case, there is no periodicity perpendicular to
the sample surface, so the reciprocal lattice vector can be taken to be infinitely small. This results
in diffraction rods perpendicular to the surface.

The reciprocal lattice vector simplifies accordingly to

G⃗hk = ha⃗∗ + kb⃗
∗

with h, k ∈ Z. (2.7)

For the reciprocal basis vectors therefore applies

a⃗∗ = 2π · b⃗× n⃗

Au
b⃗
∗
= 2π · a⃗× n⃗

Au
, (2.8)

with n⃗ as normal vector and Au the area of the unit cell.

2.1.5 Epitaxial film growth

Epitaxy is the oriented growth of crystalline layers on single crystalline substrates. If the materials
of the layer and substrate are identical, it is called homoepitaxy. If the materials are different, it
is called heteroepitaxy. In general, the growth behavior depends on kinetic and thermodynamic
processes. A distinction is made between three different growth modes, which will be discussed in
more detail below.

5



Chapter 2: Theoretical background

Frank-van-der-Merwe (layer-by-layer) growth

The film and substrate atoms are more strongly bonded to each other than the atoms of the film
are to each other. Only after a closed monolayer has formed, the film atoms grow on top of each
other and then form another layer.

Volmer-Weber (island) growth

The opposite case occurs when the bond between the atoms of the film is stronger than the bond
between substrate and film atoms. This is referred to as island growth, in which high islands first
form before the film closes.

Stranski-Krastanov (layer-plus-island) growth

If a combination of the two growth modes mentioned above occurs, this is referred to as is the
layer-plus-island growth. Here, closed layers are initially formed up to a certain film thickness,
followed by the growth of islands.

γS γS/F

γF

Frank-van-der-Merwe Volmer-Weber Stranski-Krastanov surface tensions γ

φ

(a) (b) (c) (d)

Fig. 2.3: Schematic representation of the three growth modes of a thin film (red) on a substrate (blue).
(a) Franck-van-der-Merwe (layer-by-layer), (b) Volmer-Weber (island), and (c) Stranski-Krastanov (layer-
plus-island) growth. (d) shows the correlation between surface and interface tensions associated with the
wetting angle φ. Inspired by [33].

The different growth modes can be explained in terms of the surface or interface tension γ. Here,
γ represents the work that must be applied to form a surface. With the so-called island wetting
angle φ, the following equilibrium of forces can be established.

γS = γS/F + γF cos(φ), (2.9)

with γS as the surface tension of the substrate, γS/F the interface tension of the substrate and
film interface and γF as the tension of the film. For a wetting-angle of 0°, Eq. (2.9) becomes
γS ≥ γS/F + γF, which corresponds to layer-by-layer growth. In contrast to that, island growth
forms for φ > 0 and γS < γS/F + γF holds. For the layer-plus-island growth a mixture of the two
conditions mentioned before, is obtained. First, it grows like layer-by-layer growth and after that,
both the values of γS and γS/F change during the process which makes this disadvantageous and
island growth is obtained.

2.1.6 Lattice mismatch and crystallographic defects

When a crystalline film of a particular material is deposited on a crystalline substrate of another
material, it is known as heteroepitaxy. Since substrate and film are made of different materials and
therefore have different lattice constants, it is very rare that the growth is lattice-matched. The
lattice mismatch f can be described by the equation

f =
af − as
as

. (2.10)

6



2.1 Periodic structures - single crystals and thin films

Here af and as are the lattice constants of the film and substrate, respectively. Based on the lattice
mismatch, a lateral and vertical strain can be specified, respectively. The lateral strain is defined
as

ε∥ =
af,str − af

af
=

∆af
af

, (2.11)

where af,str and af describe strained and original film in-plane lattice constants, respectively. Anal-
ogous to the lateral strain, the vertical strain can also be specified via

ε⊥ =
cf,str − cf

cf
=

∆cf
cf
, (2.12)

where cf,str and cf describe strained and original out-of-plane film lattice constants, respectively.
The relationship between lateral and vertical strain can be described by the equation

∆cf
cf

=
2ν

ν − 1

∆af
af

(2.13)

where ν indicates the Poisson ratio of the film material [34]. In addition to lateral lattice-matched
growth, there is also so-called pseudomorphic growth and dislocated growth. The growth depends
on the free energy density of the respective process. In the case of small mismatches, the strained
film can adopt the in plane periodicity of the substrate and form the strain perpendicular to the
substrate. For larger mismatches, so-called dislocations are induced in the film. Fig. 2.4 shows
lattice-matched, pseudomorphic growth and growth with dislocations. With the equation

ddis =
afas

|as − af|
, (2.14)

the distance between dislocations can be calculated assuming complete relaxation.

as

as

fi
lm

su
b
st
ra
te

as

as

as
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(a) (b) (c)

Fig. 2.4: Illustration of the different types of epitaxy. (a) Lattice-matched growth. Lattice constants
of film af (blue) and substrate as (red) match. (b) pseudomorphic growth. Lattice constant in lateral
direction matches and is stretched (cps > af), in vertical direction lattice constants of substrate and film
match. (c) Dislocations occur in lower layers, leading to relaxed growth of the film. Adapted from [33].
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Chapter 2: Theoretical background

As the layer thickness increases, the strain energy in the pseudomorphic layer increases as well. At a
certain critical layer thickness, it is energetically more favorable to reduce the strain by dislocations.
To calculate the critical layer thickness dc, the model of Matthews and Blakeslee is applicable [35].
This is given by the formula

dc
b

=

(︁
1− ν cos2(α)

)︁ (︁
ln
(︁
dc
b

)︁
+ 1
)︁

2πf(1 + ν) cos(λ)
. (2.15)

Wherein b describes the magnitude of the so-called Burgers vector, f is the lattice mismatch and ν
is the Poisson ratio. α describes the angle between Burgers vector and the dislocation line, which is
90° if edge dislocations are under consideration. λ, on the other hand, describes the angle between
the slip direction and the direction in the film plane perpendicular to the line of intersection of the
slip plane with the interface.

The information for this chapter stems from [33,36–38].

2.2 X-ray diffraction

For the investigation of crystalline materials, X-ray diffraction (XRD) is one of the most widely
used methods. For this purpose, X-rays are scattered at the electrons bound to the atoms and
their diffracted intensity is evaluated in the end. In the following chapter first the Bragg and Laue
condition is discussed and then the kinematic diffraction theory will be explained, where first the
scattering at a single electron is discussed and then the observation level is successively increased,
until finally the diffraction at a thin film system is addressed.

2.2.1 Bragg and Laue condition

Fig. 2.5 illustrates the principle: At an angle ϑ the incident X-ray beam hits the periodic arrange-
ment of atoms in a solid. The incident beam is reflected at the lattice planes, with distance dhkl.
This results in a path difference of d sin(ϑ). For long-range, periodically arranged atoms, either
constructive or destructive interference can occur due to scattering at different atomic positions.
From the diffraction reflections that arise from constructive interference, a prediction can finally
be made about the structure of the material. For reflections to arise, the Bragg equation

nλ = 2dhkl sin(ϑ), with n ∈ N (2.16)

must be satisfied. λ denotes the wavelength of the incoming X-ray beam. For the Bragg condition
to be satisfied, this must be approximately in the range of atomic distances, i.e., in the range of a
few angstroms. A generally useful description is also the so-called Laue condition [39], which is as
follows:

q⃗ · a⃗ = 2πh, (2.17)

q⃗ · b⃗ = 2πk, (2.18)

q⃗ · c⃗ = 2πl. (2.19)

Here h, k, l ∈ Z are the so-called Miller indices as introduced in chapter 2.1.3. q⃗ describes the
scattering vector and a⃗, b⃗ and c⃗ the three basis vectors of the crystal lattice. The scattering vector
can be described by q⃗ = k⃗f − k⃗i, i.e. the difference between incident (k⃗i) and outgoing (k⃗f) vector
and constructive interference occurs when this scattering vector satisfies the Laue condition. For
the consideration of diffraction phenomena the introduction of the reciprocal lattice has made itself

8



2.2 X-ray diffraction

useful (cf. Chap. 2.1.4). Constructive interference always occurs if the scattering vector q⃗ coincides
with a point in the reciprocal lattice, considering no absorption and an infinitely expanded crystal.
This is illustrated by the Laue condition with reciprocal lattice vectors. It is

q⃗ = ha⃗∗ + kb⃗
∗
+ lc⃗∗ = G⃗hkl. (2.20)

dhkl

q⃗

k⃗i k⃗f

∆/2

ϑϑ

ϑ

Fig. 2.5: Schematic representation of the Bragg condition for constructive interference. The scattering
of an X-ray beam incident at an angle ϑ is observed. The incident beam (k⃗i) is reflected at the lattice

planes, with distance dhkl. The path difference ∆/2 between the reflected beams (k⃗f) is here dhkl sin(ϑ).
For an integer multiple of 2, the phase shift is zero and the reflected beams overlap. In this case,
constructive interference occurs. Adapted from [40].

2.2.2 Kinematic diffraction theory

Using the Bragg and Laue conditions, only information about the periodicities in the crystal lattice
can be obtained, since only the position of the constructive interference is described. For further
investigations, the intensities of the diffracted X-rays must be considered in more detail. This
will then also provide information about the arrangement of the atoms within the crystal lattice.
The structure of the chapter is as follows: the observation level becomes progressively larger, from
scattering of a single electron, to the scattering of an entire crystal.

Scattering at a single electron

Since the scattering cross section of electrons is much larger compared to the atomic nucleus, the
X-rays are mainly scattered by the electrons. According to Thomson formula and considering
dipole approximation [41–43], the amplitude of a wave can be described by

A(q⃗) = A0
e2
√
P

mec2R
eiq⃗·r⃗e . (2.21)

In it A0 is the amplitude of the incoming wave, e the elementary charge with the electron mass me,
c the speed of light, as well as R the distance to the detector and P the polarization factor of the
incoming wave.

Scattering at a single atom

An atom is generally surrounded by electrons. To obtain the scattering amplitude of this atom,
the scattering contributions of the individual electrons must simply be summed up. Considering
electrons in general as an electron density distribution with a distance between nucleus and electrons
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Chapter 2: Theoretical background

|r⃗|, the amplitude of a wave scattered from the single atom is given by

A(q⃗) = A0C

∫︂
d3rρ(r⃗)eiq⃗·(r⃗+r⃗atom) (2.22)

= A0Cf(q⃗)e
iq⃗·r⃗atom . (2.23)

Therein f(q⃗) is defined as an atomic form factor giving the Fourier transform of the electron density
of the atom. It is

f(q⃗) =

∫︂
d3rρ(r⃗)eiq⃗·r⃗. (2.24)

Assuming, which is quite valid here, that the electron distribution is spherical, the atomic form
factor depends only on the absolute value of the scattering vector [44]. Reference [45] provides
tabulated values for this.

Scattering at a single unit cell

A unit cell consists of several atoms. Applying this, analogous to the previous consideration, the
scattering amplitude of the unit cell is obtained by summing up the contributions of all j atoms.
It follows that

A(q⃗) = A0C
∑︂

j

fj(q)e
iq⃗·(R⃗n+r⃗j) (2.25)

= A0CF (q⃗)e
iq⃗·R⃗n . (2.26)

Where R⃗n is the position of the unit cell and r⃗j is the position of the j-th atom within that unit
cell. Like the atomic form factor, the so-called structure factor can be calculated via the relation

F (q⃗) =
∑︂

j

fj(q)e
iq⃗·r⃗j . (2.27)

So here, similar to the previous section, all atomic form factors are summed and give the Fourier
transform of the electron distribution in the unit cell. A closer look at the equation reveals that
the structure factor depends, in particular, on the direction of the scattering vector q⃗.

Diffraction at a single crystal

A single crystal can be considered as a periodic arrangement of many unit cells in all three spatial
directions (a⃗, b⃗ and c⃗). Thus, analogous to the previous sections, the scattering amplitude of the
single crystal can be calculated by accumulating the intensities scattered at all unit cells. However,
a phase shift between the scattered waves must be taken into account. This leads to the equation

A(q⃗) = A0C
∑︂

n

Fn(q⃗)e
iq⃗·R⃗n . (2.28)

The structure factors Fn(q⃗) defined earlier can be considered the same, assuming that the crystal
is composed of identical unit cells. As described above, the unit cells are arranged periodically in
the different spatial directions. If the number of unit cells is the same along each crystallographic
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2.2 X-ray diffraction

direction,

A (q⃗) = A0C F (q⃗)

Na−1∑︂

na=0

Nb−1∑︂

nb=0

Nc−1∑︂

nc=0

e
iq⃗ ·
(︂
naa⃗+ nbb⃗+ ncc⃗

)︂
(2.29)

= A0C F (q⃗)

Na−1∑︂

na=0

e
ina q⃗ · a⃗

Nb−1∑︂

nb=0

e
inb q⃗ · b⃗

Nc−1∑︂

nc=0

e
inc q⃗ · c⃗ (2.30)

is obtained. If the sums are interpreted as a geometric series, the following rearrangement results
for Nc, for example.

BNc (q⃗) =

Nc−1∑︂

nc=0

einc q⃗·c⃗ =
1− eiNc q⃗·c⃗

1− ei q⃗·c⃗
. (2.31)

The reordering for the special case along the direction Nc can be adapted to all directions. The
diffraction intensity is obtained by squaring Eq. (2.31). It follows

SNc (x) = |BNc |2 (x) =
sin2 (Nc x/2)

sin2 (x/2)
, (2.32)

wherein q⃗ · c⃗ has been replaced by x. Eq. (2.32) is also called the N -slit function. For the case
N = 6 the function is shown in Fig. 2.6. The maximum intensity is N2 with a periodicity of 2π.
Between the main maxima, secondary maxima are formed, which are called fringes. The spacing
of the minor maxima also has a 2π periodicity evenly divided among the number of unit cells.
Scherrer’s formula can be used to establish a relationship between full width at half maximum
(FWHM) of main maxima and number of unit cells. It follows that

FWHM = KS
2π

N
, (2.33)

with the Scherrer factor KS = 0.89 assuming an ideally shaped crystal (cf. Chap. 2.1.1) [46].

For an ideal single crystal, there are infinitely many unit cells in each crystallographic direction.
This distributes the total intensity to the main maxima. Using δ distributions consistent with Laue
conditions, the amplitude can then be given as

A(q⃗) ∼ A0CF (q⃗)
∑︂

h

∑︂

k

∑︂

l

δ(q⃗ · a⃗− 2πh)δ(q⃗ · b⃗− 2πk)δ(q⃗ · c⃗− 2πl). (2.34)

These discrete points are the so-called Bragg peaks.

Diffraction at a semi-infinite crystal

In reality, the theoretical considerations mentioned above do not occur. A real crystal is not
infinitely spanned in all spatial directions, but has finite dimensions, especially due to its surface.
If an X-ray beam hits a crystal surface, the beam penetrates into deeper crystal layers (in the
µm range) due to weak interaction between matter and X-rays. The intensity of deeper layers
also contributes to the total diffraction intensity, and here absorption processes are the reason for
attenuation of intensity from deeper layers. The previous models of classical kinematic diffraction
theory must therefore be reconciled and adjusted with the decreasing intensity of the X-rays, as
they penetrate the crystal. If the penetration depth of the X-ray beam is much smaller than the
thickness of the crystal, it is assumed to be semi-infinite along the crystal surface. For the substrates
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Fig. 2.6: The figure shows an example N -slit function for N = 6. The positions of the main maxima
are at multiples of 2π and have a height of N2. Between the main maxima, so-called fringes can be seen,
which in turn form maxima and minima. The distance between the minima may be expressed as 2π/N .

used in this work, this agrees. Assuming that absorption (ε) occurs in each of the layers, it follows
that the amplitude is limited in the vertical direction. It is defined by

Asub (q⃗) = A0C F (q⃗)

Na−1∑︂

na=0

eina q⃗·a⃗
Nb−1∑︂

nb=0

einb q⃗·b⃗
Nc(na,nb)∑︂

nc=−∞
ei nc q⃗·c⃗ encε. (2.35)

An exponential dependence is assumed therein for the absorption. By Nc(na, nb) the height of
the layer, respectively in the direction of na and nb can be modeled. This corresponds to the
surface roughness. If the Laue conditions are satisfied (only Eq. (2.17) and (2.18) due to lateral
consideration), it can be further written

Asub (q⃗) = A0C F (q⃗)

Na−1∑︂

na=0

1

Nb−1∑︂

nb=0

1

Nc(na,nb)∑︂

nc=−∞
ei nc q⃗·c⃗+ncε (2.36)

= A0C F (q⃗)

Na−1∑︂

na=0

Nb−1∑︂

nb=0

e(i q⃗·c⃗+ε)Nc(na,nb)

1− e−(i q⃗·c⃗+ε)
(2.37)

= A0C F (q⃗)NaNb

⟨︁
e(i q⃗·c⃗+ε)Nc(na,nb)

⟩︁

1− e−(i q⃗·c⃗+ε)
. (2.38)

In the last step, the sums over na and nb were replaced by an averaging over Nc(na, nb). If, in
addition, the height distribution is approximated by a Gaussian function,

Asub (q⃗) = A0C F (q⃗)NaNb
e−σ2(1−cos q⃗·c⃗)

1− e−(i q⃗·c⃗+ε)
(2.39)

can be written in simplified form. Therein σ gives the root mean square (RMS) roughness of the
surface [47,48].

The intensities perpendicular to the surface are preserved if the Laue conditions are fulfilled in
lateral directions. In the ideal case (no absorption, ideal infinite crystal) Bragg peaks are formed
(see Fig. 2.7(a)). If the concept of a semi-infinite crystal is used, blurred reflections in orthogonal
direction to the surface are formed, which form so-called crystal truncation rods (CTRs). Along a
CTR, maximum intensities are found at the nominal Bragg peak positions. In the middle between
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2.2 X-ray diffraction

these are so-called anti-Bragg positions, which have minimum intensities.

(b) (c)(a) (d)

Fig. 2.7: Intensity distribution plot for selected crystalline structures in reciprocal space. (a) A 3D solid
crystal with an infinite number of unit cells in the three spatial directions. Exact point-like diffraction
spots at specific positions (Bragg peaks) are obtained. In order to compare the positions, the dashed
lines serve as a guide for the eye. (b) A 2D crystal in 3D space forms diffraction rods. (c) In a semi-
infinite (real) 3D crystal, the Bragg peaks are blurred in the direction vertical to surface and intensity
minima are formed between the main maxima. (d) A thin crystalline film produces diffraction spots with
intensity variations (fringes) in vertical direction. Adapted from [44,47].

Diffraction at a crystalline thin film

Assuming that a thin film consists of only a few crystalline layers, absorption processes can again
be neglected. Hence, a similar description to the previous section follows. The roughness of the
layers results in different height distributions above (N+

c ) and below (N−
c ) the film. Exactly as

in the previous section, these again depend on the lateral directions. For the amplitude of the
diffracted wave,

Afilm (q⃗) = A0C F (q⃗)

Na−1∑︂

na=0

1

Nb−1∑︂

nb=0

1

N+
c (na,nb)∑︂

nc=N−
c (na,nb)

ei nc q⃗·c⃗ (2.40)

= A0C F (q⃗)

Na−1∑︂

na=0

Nb−1∑︂

nb=0

ei q⃗·c⃗ N
−
c (na,nb) − ei q⃗·c⃗ N

+
c (na,nb)+1

1− ei q⃗·c⃗
(2.41)

= A0C F (q⃗)NaNb

⟨︂
eiq⃗·c⃗ u

−
c

⟩︂
− ei q⃗·c⃗ Nc

⟨︂
eiq⃗·c⃗ u

+
c

⟩︂

1− ei q⃗·c⃗
, (2.42)

is obtained. Furthermore, the mean value below the film is arbitrarily set to 0 and the mean value
above the film is generally denoted by N c. From this follows for the amplitude (2.42), with u+c and
u−c as inaccuracies above, respectively below the film. An alternative notation is

Afilm (q⃗) = A0C F (q⃗)NaNb
e−σ2

−(1−cos(q⃗·c⃗)) − ei q⃗·c⃗Nce−σ2
+(1−cos(q⃗·c⃗))

1− ei q⃗·c⃗
, (2.43)

assuming that the respective deviations have the form of a Gaussian function. σ+ and σ− are the
upper and lower RMS roughnesses, respectively. All in all, the diffraction intensity of thin films
can be described with diffraction peaks and intervening oscillations, as shown in Fig. 2.7(d).

Diffraction at a thin film system

In the previous considerations only single crystalline layers were considered. If the system to be
examined is composed of several thin layers, the total diffraction signal is also composed by the
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signal of the respective individual layers. For a thin film system consisting of substrate and i films
the total amplitude is constituted from

Asystem (q⃗) = Asub (q⃗) +
∑︂

i

Θie
i q⃗·p⃗iAfilm,i (q⃗) . (2.44)

In this Θi is the so-called occupation factor, in which dislocations and impurities are considered.
Furthermore, p⃗i gives the phase vector resulting from the interfacial vector g⃗j between the j-th and

(j + 1)-th layers and the phase shift N cj c⃗j caused by lower layers.

p⃗i =
i−1∑︂

j=0

g⃗j +N cj c⃗j (2.45)

will apply.

The information for this chapter stems from [44,49,50].

2.3 X-ray reflectivity

The measurement method of X-ray reflection (XRR) has become established for the determination
of layer thicknesses of single and multilayer systems, as well as for the determination of roughnesses
[51]. Similar to XRD (see Chap. 2.2), the intensity of X-rays reflected at surfaces or interfaces
is measured. The angle of incidence is particularly small, it is usually αi < 5°. The principle of

XRR is depicted in Fig. 2.8. If X-rays
(︂
k⃗i

)︂
hit the interface between two optical materials with

substrate n2

film n1

vacuum nvac

k⃗i k⃗f,1

q⃗

k⃗t

k⃗f,2

d

·

αi αf αf

Fig. 2.8: Schematic sketch of the XRR principle. The incident wave k⃗i arrives at the film at an angle

αi. There, part of the wave
(︂
k⃗f

)︂
is reflected at an angle (αf). Another part is transmitted

(︂
k⃗t

)︂
, thus

penetrating the film and hitting the substrate at an angle αt. Due to the multiple scattering that occurs,
the waves k⃗f,1 and k⃗f,2 can constructively or destructively interfere with each other. The scattering vector
q⃗ is in any case perpendicular to the surface. Adapted from [52,53].

refractive indices nvac and n1 at an angle of incidence αi, a part of the X-rays is transmitted
(︂
k⃗t

)︂
,

the other part is reflected again at the angle of incidence
(︂
k⃗f

)︂
. Thus αi = αf is valid, therefore the

scattering vector q⃗ = k⃗f − k⃗i is always perpendicular to the surface, so it has only a component in
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2.3 X-ray reflectivity

z direction. This implies

q = qz = 2k sin (αi) =
4π

λ
sin (αi) . (2.46)

Depending on which kind of materials are irradiated, the complex refractive index

n = 1− δ + iβ (2.47)

changes. Therein δ = λ2reρ/2π is the dispersion and β = λµ/4π is the absorption of the respective
material. In this, λ denotes the wavelength, re the electron radius, ρ the electron density, and µ the
absorption coefficient. For flat angles of incidence smaller than the so-called critical angle αc, total
reflection occurs, thus no X-rays can penetrate the medium. The critical angle can be approximated
by αc ≈

√
2δ, since n < 1 = nvac. By increasing the angle of incidence, the X-rays penetrate deeper

and deeper into the layer and the reflected signal thus becomes smaller and smaller.

To normalize the reflected intensity (Ir) to the intensity of the incoming X-ray beam (Ii) one defines
the so-called reflectivity R = Ir/Ii. This also corresponds to the absolute square of the complex
reflection coefficient r. Analogously, the transmission T = It/Ii is defined. Again, T = |t|2 will be
applicable. Using the Fresnel formulas

r =
ki,z − kt,z
ki,z + kt,z

and t =
2ki,z

ki,z + kt,z
, (2.48)

r and t can be calculated without taking polarization into account [52], since for X-rays n ≈ 1. In
the Fresnel formulas, the vertical components, i.e. in z-direction, of k⃗t and k⃗i are given, respectively.
It is

ki,z = k sin(αi) and kt,z = k sin(αt) = k
√︁
n2 − cos2(αi). (2.49)

In practice, layered systems often occur which consist of one or even several layers on the underlying
substrate. In the following, the substrate is assumed to be infinitely thick. Scattering then occurs
only at all interfaces and not at the backside of the substrate, due to the simplification made
earlier. Lyman G. Parratt developed a recursive method in 1954 [54], which makes it possible
to calculate the reflectivity of a multilayer system, taking into account the reflectivities of the
respective individual layers. It is

Rj−1,j =
rj−1,j +Rj,j+1 exp (idjqj)

1 + rj−1,jRj,j+1 exp (idjqj)
, (2.50)

with rj−1,j the Fresnel reflection coefficient of the interface between (j − 1)-th and j-th layers, dj
the thickness of the j-th layer, and qj the j-th scattering vector [55].

Exemplary XRR curves for different models are shown in Fig. 2.9. They show the difference
between a substrate response, the response of a single layer on a substrate, as well as the response
of a multilayer system on a substrate. One can see that up to the scattering vector qc, which
corresponds to the critical angle αc, occurs total reflection. It follows

qc =
4π

λ
sin (αc) . (2.51)

In the single layer system, the reflected waves at the two interfaces interfere either constructively
or destructively. This results in the so-called Kiessig-fringes. From the spacing of the oscillations
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∆q, the thickness of the film can be inferred. It follows that

d ≈ 2π

∆q
. (2.52)

In the multilayer system, the waves interfere at all interfaces and overlap, so that it is no longer easy
to determine a film thickness. For this reason, an in-house developed fitting tool [55] was used to
simulate the experimental data with models. For this purpose, parameters such as layer thickness,
dispersion/absorption, and interface roughness were varied to find the best possible fits. The
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Fig. 2.9: Exemplary profile for theoretical XRR curves for different cases: (a) profile of a pure substrate.
(b) Curve of a single layer on a substrate. (c) Curve of a two-layer system on a substrate. All materials
have different refractive indices n1, n2 and n3. The surrounding environment is always vacuum with a
refractive index of nvac = 1. qc indicates the critical angle. To better compare the XRR curves they are
vertically shifted. Idea and data taken from [40].

interface roughness σ has a considerable influence on the theoretical curve of the reflection curves
and always occurs in real interfaces. The reason for the occurrence of roughness is, among other
things, structural defects, causing an uneven interface and thus continuously changing the refractive
index. In practice, the application of the Névot-Croce method has proven to be effective [56],
whereby the Fresnel coefficient is given by

r̃j−1,j = rj−1,j exp
(︁
−2kz,j−1kz,jσ

2
j

)︁
(2.53)

can be modified. The exponential term causes an attenuation of the reflectivity and is called the
Névot-Croce factor [56]. It should be noted, however, that this model is valid only for roughnesses
that are very small relative to the respective layer thickness.

The information for this chapter can be found in [32, 52, 53, 57]. These references are also recom-
mended as further reading.

2.4 Low-energy electron diffraction

Low-energy electron diffraction (LEED) is used to characterize crystal surface structure and mor-
phology. The basic principle is electron diffraction, where the diffraction pattern of the interfering
electron waves is interpreted. The resulting intensity distribution of the diffracted electron beam
delivers information about the ordering on the surface and the structure of the surface unit cell.
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2.5 X-ray photoelectron spectroscopy

In order to perform LEED measurements, the magnitude of the wavelength of the electrons used is
very important. The so-called de-Broglie wavelength of the electron waves can be determined via

λdB =
h√

2meE
, (2.54)

with h as Planck-constant, me the mass of the electrons and E the respective electron energy. For
a diffraction pattern to appear, the backscattered electron waves must be of the same order of
magnitude as the atomic distances in the crystal. This means that the electron waves should be in
a range of about 1−2�A, which corresponds to an electron energy of about 30−200 eV. Considering
electrons with such a low energy in combination with the inelastic mean free path in solids which
is very small, this leads to a very high surface sensitivity.

Having this in mind, the surface contributing to the elastically backscattered electrons has only a
two dimensional character, so the periodicity in the vertical direction can be neglected. Moving
from real space to reciprocal space, the vertical lattice constant, which was infinite in real space,
becomes reciprocal lattice points infinitely close to each other in reciprocal space. Hence it follows
that during diffraction at a two dimensional lattice so called Bragg rods are observed. These have
only in lateral direction a periodicity of the reciprocal lattice (cf. Fig. 2.7).

If the electron waves interfere constructively after being diffracted, diffraction spots appear in the
LEED image. Constructive interference arises if the Laue condition for perpendicular incidence

q⃗‖ = k⃗f,‖ − k⃗i,‖ = k⃗f,‖ = G⃗‖ (2.55)

is fulfilled. q⃗‖ is described as the parallel scattering vector, k⃗i,‖ the parallel component of the

incoming wave vector, k⃗f,‖ the parallel component of the wave vector of the scattered wave and

G⃗‖ the parallel reciprocal space vector. This means that every contribution perpendicular to the
surface q⃗⊥ has no effect on the Laue condition.

To visualize the Laue condition in 2D and the resulting emergence of reflections, the so-called
Ewald construction (cf. Fig. 2.10) is used. This figure shows the Ewald construction for an
incoming electron beam with the corresponding wave vector k⃗i pointing along the (00) direction
(normal incidence). Due to elastic scattering the radius of the Ewald sphere is determined by the

magnitude of the wave vector
⃓⃓
⃓k⃗i
⃓⃓
⃓ =

⃓⃓
⃓k⃗f
⃓⃓
⃓. The Laue condition states that diffraction spots arise

only when the Ewald sphere intersects the reciprocal lattice rods. Since the angle of incidence of
the electron beam is fixed in LEED experiments, the scattering conditions can only be obtained by
changing the energy of the beam. Thus, if the energy of the electron beam is increased, the radius
of the Ewald sphere also becomes larger. As a result, more diffraction rods are intersected and,
therefore more reflections can be observed on the LEED screen at a higher energy.

The information for this chapter stems from [31,33,58].

2.5 X-ray photoelectron spectroscopy

In the following chapter, the method of X-ray photon spectroscopy (XPS) is introduced. For this
purpose, basic information is first introduced after that spectral properties such as chemical shift
or satellites are explained. Finally, in the last part, the quantitative evaluation and the property
of the depth profiles are described.
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Fig. 2.10: Construction of the Ewald
sphere, shown as a dashed circle, for
diffraction on a two-dimensional lattice.
The incoming wave vector k⃗i incident nor-
mal to the surface, as is usual for LEED
experiments. The Ewald sphere is de-
fined by all possible final wave vectors k⃗f.
Diffraction spots always occur only where
the Ewald sphere, and therefore the scat-
tering vector q⃗, intersects the diffraction
rods (solid lines). For convenience only
the plane with h = 0 is shown. Adapted
from [40].

2.5.1 General information

In order to analyze the electronic structure of occupied states in surfaces, X-ray photoelectron
spectroscopy is used. The basis for this phenomenon was the discovery of the photoelectric effect by
Heinrich Hertz in 1887 [59]. He found that an electrostatically charged metal plate emits electrons
faster when irradiated with UV light. In other words, an electron in the high-energy continuum
state is released by a photon. The relation EPh = hν was further explained by Albert Einstein in
1905 [60]. In the absence of external effects, the electrons are in the ground state and are bound
with binding energy Eb. By irradiation with photons there is the possibility that electrons with
the kinetic energy Ekin are released. Here it is important that the excitation energy must be large
enough to exceed the material-specific work function ΦA. This results in the energy equation

Ekin = hν − Eb − ΦA, (2.56)

with ΦA as

ΦA = Evac − EF, (2.57)

with EF the Fermi energy and Evac the energy in vacuum. From the foregoing equation, it can
be seen that the binding energy can be determined in the experiment provided that Ekin,ΦA and
the respective excitation energy are known. For this purpose, the number of triggered electrons is
measured as a function of kinetic energy. In order for the emitted electrons to be detected, the
energy barrier of the spectrometer (Φspec) must also be exceeded. Hence, for the kinetic energy
E

′
kin at which the electrons are detected, it holds

E
′
kin = hν − Eb − Φspec. (2.58)

Due to the conservation of energy, the binding energy measured by XPS is the energy difference
between the initial state with n electrons and the final state with n−1 electrons. From this follows
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Fig. 2.11: Illustration of the photoelectron emission process using an energy level diagram. The left
side shows the sample excited by X-rays with energy hν. This causes an electron to be emitted. The
energy diagram of the spectrometer is drawn on the right side. Spectrometer and sample are set to the
same potential so that the Fermi energies match. This allows the kinetic energy of the electron to be
measured via E

′
kin = hν − Eb − Φspec. Adapted from [40,61].

the relation

Eb = Ef(n− 1)− Ei(n). (2.59)

The observed binding energy of the emitted photoelectron is approximately equal to the negative
orbital energy εk if no rearrangement of electrons occurs during the process. This approximation
is called Koopmans theorem [62]. Using the Hartree-Fock method, the orbital energy can be calcu-
lated. In practice, there are some processes that are not considered in the theoretical calculations.
These include the fact that electrons do not remain frozen during the photoemission process, but
respond to the excitation process by minimizing or shielding the energy of the ionized atom. This
energy reduction is called relaxation energy, differentiating between atomic relaxation and extra-
atomic relaxation. In the former, one refers to atoms containing the core hole and in the latter, to
surrounding atoms. Furthermore, the Koopmans/Hartree-Fock model does not take into account
relativistic effects and electron correlations, which are in any case so small as to be negligible.

XPS is an element-specific measurement method, since the atomic binding energies are charac-
teristic for the respective elements. Scattering processes (elastic and inelastic) take place as the
electrons travel through the solid, with energy losses occurring during inelastic scattering. If the
energy losses are small enough so that the electrons have sufficient kinetic energy to leave the
sample, this results in a continuous background signal in the photoemission spectrum. Here, the
so-called inelastic mean free path (IMFP) is an important factor. It is a material-specific parameter
that is also significantly influenced by the kinetic energy of the electrons. If X-rays are used in
the range of hν < 3 keV, soft XPS is referred to. This is a frequently used measurement method,
especially in the laboratory environment. Since the inelastic mean free path length at the deployed
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kinetic energies is very small, namely in the range of a few nanometers, it is a very surface-sensitive
technique. This contrasts with the use of hard X-rays, having much higher kinetic energies. As
indicated above, increasing the kinetic energy of the X-rays leads to an increase in IMFP. This
makes the signal more sensitive to volume, providing additional information about the composition
of the film in deeper layers. This is then referred to as hard X-ray photoelectron spectroscopy
(HAXPES).

2.5.2 Spectral features

In the following subsection the spectral features like chemical shift, spin-orbit coupling, satellites
and multiplet-splitting are briefly explained.

Chemical shift

Compared to the free atom, the binding energies of compounds can exhibit a shift in the XP
spectrum. This is called a chemical shift and occurs because chemical bonds that change the
electrostatic shielding of the nuclei charge because electrons are formally removed or added. This
affects the binding energy of the core level electrons. Thus, from the chemical shift, a statement
can be made about the valence state of a cation species. If electrons are removed from cations, the
binding of the remaining electrons to the nucleus increases.

Spin-orbit coupling

As is known from the photoexcitation process, after the excitation of an electron, a hole is created
at the same core level. This hole has a spin of s = 1/2 and an angular momentum of l = 0, 1, 2, ...
(corresponding to the s, p, d, ... orbital). The combination of spin and angular momentum of the
electron can be expressed in terms of the total angular momentum j = l ± s. This in turn leads
to a splitting of the energy into a double-peak structure, but only in the case l > 0. In practice,
this leads to the Fe 2p state, for example, being split into the spin-orbit split photoelectron peaks
Fe 2p3/2 and Fe 2p1/2 and being clearly distinguishable. Furthermore, an intensity ratio, from the
degeneracy 2j + 1, can be given between these two peaks. The relation

Il−s

Il+s
=

2jl−s + 1

2jl+s + 1
=

l

l + 1
(2.60)

yields ratios of 1 : 2 (p-shell), 2 : 3 (d-shell), and so on.

Satellites

When observing the XP spectra, in addition to the splitting of the photoelectron peaks, so-called
satellites can occur, which typically are located at higher binding energies. A distinction is made
between so-called shake-up, shake-off and charge-transfer satellites, which will be described in more
detail below. Shake-up satellites occur when photoelectrons lose energy by excitation of valence
electrons from an occupied state into an unoccupied, higher-energy state. When the photoelectron
donates enough energy to the valence electron and excites it to the continuum, a shake-off satellite
is present. The last type of satellite, so-called charge-transfer satellites usually occur in transition
metal oxides or ferrites. The reason for this is the change of the electron configuration of the d-shell
of the transition metal, which takes place by transfer of an electron from the ligand (oxygen) into
mentioned shell.

Multiplet splitting

Multiplet splitting occurs due to spin coupling of unpaired electrons (or holes) in the core levels of
the atom after photoemission with unpaired electrons in the valence band. This results in a variety
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of final state configurations because additional effects must be considered as well. These include
spin-orbit splitting and charge-transfer. Such effects can lead to a large number of photoemission
lines, so-called multiplets. However, for electrons released from shells other than the s orbital
(l > 0), these lines are usually close together and form the total photoemission lines by overlap.

2.5.3 Quantitative analysis and depth profiling

The main application of XPS, besides the analysis of valence states, is the determination of stoi-
chiometry in the surface region of thin films. Here, the area under the photoemission spectrum is
calculated and related to the amount of the respective element. As described above, however, the
actual signal is overlaid by a background signal that must first be subtracted. A common method
is the correction via the so-called Shirley background [63], which was used in this work. Albeit,
the calculation is not that trivial, because parameters of the X-ray source and spectrometer must
be taken into account and factors such as effective cross section and mean free path of the excited
electrons must be included in the calculation. The signal for photoelectrons from the orbital j of
element i from a thin film of thickness df is defined via [64,65]

Iij = Sj
i

df∫︂

0

e−z/λ
′
idz = Sj

i λ
′
i

(︂
1− e−df/λ

′
i

)︂
. (2.61)

Here Sj
i denotes the sensitivity factor, z defines the depth from which the photoelectrons are emitted

and λi the IMFP of the respective element. In addition, to establish a dependence with the angle
φ between the detector and the surface normal, λ

′
i = λi cos (φ) can be defined (effective IMFP).

To calculate the IMFP of the photoelectrons, the TPP-2M formula of Tanuma, Powell, and Penn
has been established [66]. If the sample under investigation consists not only of one layer but of a
multilayer system, the intensity attenuates exponentially through the overlying layers according to
Lambert-Beer’s law. The bulk intensity for a n-multilayer (m) system is calculated via

Imb = Sj
bλ

′
b

n∏︂

i=1

e−di/λ
′
i , (2.62)

where Sj
bλ

′
b is the unattenuated intensity of the bulk material in the case of an infinitely thick layer

(see Eq. (2.61)) and di the thickness of the respective layer. In addition, the intensity of a layer f
covered by (n− f) layers can also be calculated.

Imf = Sj
fλ

′
f

(︂
1− e−df/λ

′
i

)︂ n∏︂

i=f+1

e−di/λ
′
i (2.63)

is valid. Since the effective inelastic mean free path λ′i is angle dependent, depth profiles can be
obtained by varying the angle between the detector and the surface normal. For large angles φ,
the effective IMFP decreases and thus the surface sensitivity increases. This allows the chemical
compositions to be determined at the surface and also for deeper layers. In practice, the sample
holder is tilted here and thus the desired angle is set. In this work, this was used especially for
angle-resolved HAXPES measurements (see Chap. 4.3.2). In the previously mentioned equations,
the so-called sensitivity factor Sj

i occurs, which is calculated for electrons from the orbital j of an
element i (or in Eqs. (2.62) and (2.63) from the bulk and film, respectively) is given by

Sj
i = Φ(hν)D(Ekin)niAσ

j
i (hν). (2.64)
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In the equation, Φ(hν) is the flux of incoming X-rays with energy hν, and D(Ekin) is the efficiency
of the spectrometer. ni indicates the number of atoms per unit volume and element i, and A is the
effective area of the sample under investigation. σji (hν) denotes the photoelectric cross section for
subshells of photoelectrons, which in turn is defined via

σji (hν) =

∫︂
dσji (hν)

dΩ
dΩ. (2.65)

In it, dσji /dΩ denotes the differential photoelectric cross section and dΩ the differential solid angle.
The variables of photon flux as well as sample area are usually constant and thus cancel out in the
calculation of intensity ratios. They can therefore be neglected. Furthermore, it is only necessary
to consider the transmission D(Ekin) of the lens system, since in the fixed-analyzer-transmission
mode of operation all incoming photoelectrons are decelerated to a constant transmission energy
Ep. The factor depends on the kinetic energy, but this can also be neglected if the elements under
consideration are close to each other. The transmission function of the lens system is usually given
by the manufacturers. The differential photoelectric cross section dσji /dΩ from Eq. (2.65) can be
described via the electric dipole approximation. In the following, a distinction is made between
circularly polarized/unpolarized [67] (Eq. (2.66)) and linearly polarized [68] (Eq. (2.67)) X-rays.
This results in an angle-dependent distribution of photoelectrons. The equations are as follows:

dσji (hν)

dΩ
=

σ̃ji (hν)

4π

[︄
1− βji (hν)

2
P2 (cos(ϑ

∗))

]︄
(2.66)

=
σ̃ji (hν)

4π

[︂
1 + βji (hν)P2 (cos(ϑ))

]︂
. (2.67)

Wherein σ̃ji (hν) is the total photoelectric cross section and βji (hν) is the dipolar angular distribution
parameter. P2(cos(ϑ)) and P2(cos(ϑ

∗)) are second-order Legendre polynomials, with ϑ and ϑ∗ as
the polarization angle and angle between incident X-ray beam and exit direction of photoelectrons,
respectively. Usually, the angle between the X-ray source and spectrometer is set to a value of
54.7° and unpolarized X-rays are used. Thus, the factor P2(cos(ϑ

∗)) need not be considered. The
effective cross sections σji according to Scofield are tabulated in reference [69]. In contrast to
soft-XPS, for example, additional non-dipole parameters must be considered in HAXPES, where
much higher photon energies are used [70]. From this, again distinguishing between circularly
polarized/non-polarized (Eq. (2.68)) and linearly polarized (Eq. (2.69)) X-rays, the following
relationships holds [71]:

dσji (hν)

dΩ
=

σ̃ji (hν)

4π

[︄
1− βji (hν)

2
P2 (cos(ϑ

∗)) +

(︄
γji (hν)

2
sin2 (ϑ∗) + δji (hν)

)︄
cos (ϑ∗)

]︄
(2.68)

=
σ̃ji (hν)

4π

[︂
1 + βji (hν)P2 (cos(ϑ)) +

(︂
γji (hν) cos

2(ϑ) + δji

)︂
sin(ϑ) cos(ϑ)

]︂
, (2.69)

in which γji and δ
j
i are the non-dipole parameters and φ is the angle between the X-ray beam and the

projection to the normal plane of the X-ray polarization of the exit direction of the photoelectrons.
Values for the previously mentioned parameters can be found in the work of Trzhaskovskaya et
al. [72, 73].
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2.6 X-ray absorption spectroscopy

2.6 X-ray absorption spectroscopy

The X-ray absorption spectroscopy (XAS) measurement method is based on the internal photo-
electric effect. This means that the core electrons are excited by X-rays into unoccupied states in
the band structure of the respective material. Lambert-Beer’s law defines how much intensity I is
transmitted through a sample of thickness d. It is

I(hν) = I0(hν)e
−µ(hν)d. (2.70)

Therein I0 indicates the initial intensity and µ the energy-dependent absorption coefficient. Using
this equation, the absorption coefficient can be determined, but it must be noted that the so-called
X-ray effective attenuation length (EAL) is in the range of µm, for the case when the X-rays
penetrate solids. The determination is therefore only possible for very thin samples without the
beam being completely attenuated before it has completely penetrated the sample. Another way
to perform XAS is to observe the decay (radiative or electronic) of excited core electrons. After
excitation to a higher energy state, a hole is created which is filled by recombination. This energy
excess is released again either via fluorescent X-rays or secondarily excited Auger electrons. Hence,
the two measurement modes total fluorescence yield (TFY) or total electron yield (TEY) are
obtained. For the evaluation, the latter case is preferably used, whereby here basically electrically
conductive materials must be present. In fact, during the Auger decay, further electrons are excited
and a sequence of electrons is formed, which is measured as a drain current. The disadvantage of
the TFY mode is that saturation effects often occur [74,75]. Nevertheless, this mode is well suited
to study deeper layers because the mean free path of photons in fluorescence have about the same
order of magnitude as the incident beams. This is in contrast to the TEY mode, because the mean
free path of the electrons is relatively small, only the layers close to the surface are observed and
less depth information is provided. The XAS process is shown schematically in Fig. 2.12.

E

core-levels

hν1

hν2

occupied
states

empty
states

valence band

2p3/2

2p1/2

EF

Evac Fig. 2.12: Illustration of the XAS prin-
ciple. Electrons are excited from the split
2p orbital into unoccupied states above the
Fermi level (EF) in the valence band. De-
pending on how large the excitation en-
ergy is, the electrons can be excited from
the 2p3/2 or 2p1/2 state. For excitation
from the energetically lower state (2p1/2), a
higher energy must be applied (hν2) than
for the 2p3/2 state (hν1). Adapted from
[40,76].

The information for this chapter stems from [53,77].

2.7 X-ray magnetic circular dichroism

X-ray magnetic circular dichroism (XMCD) refers to the difference in absorption (XAS) of circularly
polarized X-rays with positive and negative helicity in magnetized ferro/ferrimagnetic samples. It
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is valid

∆µ = µ+ − µ−, (2.71)

with µ+ as absorption at right-circular (σ+) and µ− at left-circular (σ−) polarized X-rays, re-
spectively. The theoretical fundament for the XMCD principle was laid in 1975 by Erskine and
Stern [78], before Schütz et al. confirmed it also experimentally [79]. The basis for this is the fact
that absorption process is spin dependent. This can be explained with the help of the so-called
two-step model [80]. This model is shown schematically in Fig. 2.13. First, photoelectrons are
generated by absorption of the exciting circularly polarized X-rays. These photons have spin or
angular momentum, which is transferred either partially or completely (in the case of s orbitals)
to the orbital momentum of the electron. If split states are excited, such as the 2p3/2 state, the
angular momentum is additionally transferred to the spin. The reason for this is the spin-orbit
coupling. Thereby, preferential excitation of electrons of a special spin type occurs, resulting in
spin-polarized, excited photoelectrons. This is called the Fano effect [81, 82]. At the absorption
edges L2 (2p1/2) and L3 (2p3/2) there is an opposite spin polarization because of l ± s. This is
determined by the spin orientation of the polarized x-rays.
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density
of states

empty
3d states

occupied
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Fig. 2.13: Schematic sketch of the XMCD
principle of a magnetized 3d transition
metal. The illustration is based on the
spin-up and spin-down orientation of the
electrons at the L3 absorption edge. Due
to the different polarizations (left or right
circular) of the X-rays, the released elec-
trons are spin polarized. The conduction
band is therefore split into spin-up and
spin-down states, creating a type of spin
detector. Adapted from [40,83].

For the second step, the valence shell is considered first. In magnetized materials, there is an
imbalance in the number of occupied states with spin-up or spin-down. Consequently, the valence
shell always prefers electrons with a special spin orientation and this is then also visible in the
XMCD signal. It can be concluded that the valence shell acts like a spin-sensitive detector. Thus,
it follows directly from the considerations made previously that magnetic dichroism can only exist
when there is an imbalance of spin-up and spin-down states. The largest XMCD signal is present
if, for example, all spin-down states are complete and all spin-up states are unoccupied.

2.7.1 Sum rules

Using the so-called sum rules, the XMCD data can not only give indications about the chemical
and electronic structure, but also provide the magnetic spin and orbital moment of the respective
element. They were developed by Thole et al. and Carra et al. [84,85] and finally verified by Chen
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et al. [86]. As described above, the XMCD signal is directly related to the spin-up and spin-down
states and therefore directly related to the magnetic spin moment ms. Furthermore, the XMCD
signal incorporate also the orbital moment mo of the 3d shell, so that in consequence the two
contributions overlap. The spin and orbital moments can be determined by simply integrating the
L2 and L3 absorption edges from the XAS/XMCD data. For orbital moment,

mo = −
4
∫︁
L3+L2

(µ+ − µ−)dE

3
∫︁
L3+L2

(µ+ + µ−)dE
(10− n3d) (2.72)

= −4q

3r
(10− n3d) (2.73)

is obtained, where q is the integral over the L3,2 edge of the XMCD signal and r in turn is the
integral over the L3,2 edge of the XAS signal. n3d gives the number of holes of the 3d states of the
respective transition metal. For the spin moment, the equation

ms = −
6
∫︁
L3
(µ+ − µ−)dE − 4

∫︁
L3+L2

(µ+ − µ−)dE∫︁
L3+L2

(µ+ + µ−)dE
(10− n3d)

(︃
1 +

7 ⟨Tz⟩
2 ⟨Sz⟩

)︃−1

(2.74)

= −6p− 4q

r
(10− n3d)

(︃
1 +

7 ⟨Tz⟩
2 ⟨Sz⟩

)︃−1

(2.75)

is valid, in which p corresponds to the integral over the L3-edge of the XMCD signal. With ⟨Tz⟩
and ⟨Sz⟩ the expectation values of the ground state of the magnetic dipole operator, respectively
the spin operator are given. In the volume of cubic crystals, ⟨Tz⟩ is often so small that the factor
⟨Tz⟩/⟨Sz⟩ can be neglected. The units of mo and ms are given in µB/atom. To correct the data, a
step function is subtracted from the XAS signal before applying the sum rules, so it is assumed that
only transitions from the 2p to the 3d state occur and the rest are excited into the continuum [77].

2.7.2 Charge-transfer multiplet theory

3d Transition metal cations are surrounded by anions called ligands. This makes it difficult to
describe their behavior with pure atomic multiplet theory, unlike for rare earths, for example. To
reconcile transition metal oxides or ferrites with theoretical calculations of multiplet structure,
additional effects such as crystal field (also called ligand field) and charge-transfer must be consid-
ered. Depending on the strength of the crystal field and the symmetry of the ligands, the crystal
field causes the degenerate energetic states of the cation to split. The charge-transfer comes from
charge fluctuations between the oxygen anions and the binding cations. The two effects are briefly
described below. For more information on this topic, please refer to [77].

Ligand field splittings

In ligand field theory, two cases have to be differentiated. If a transition metal cation is isotropically
surrounded by charges of, for example, oxygen ligands, this corresponds to the model idea of a
spherical electrostatic field in the center where the cation is located. Compared to a free cation,
this state is energetically more advantageous due to Coulomb repulsion of the electrons of cation
and ligand. In addition, there is no splitting of the energy states. In the second case, however, it
is assumed that the ligands reside at special positions such as octahedral or tetrahedral sites, and
thus the electrostatic field is anisotropic. This results in energy splitting, which is called ligand
field splitting or crystal field splitting. It causes a decrease in the energy of the orbitals between the
bond directions and an increase in the energy of the orbitals directed toward ligands. In the present
material systems (spinel-like ferrites) in octahedral coordination, the lower energy levels are called
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t2g-levels and the higher energy levels are called eg-levels. Whereas in tetrahedral coordination,
the higher states are called t-level and the lower states are called e-level. A very essential factor
in the computation of multiplet calculations is the difference between the energetically degenerate
states. It is denoted by 10Dq. As a rough estimate, it is larger for octahedral coordination than
for tetrahedral coordination.

Charge-transfer

As indicated above, there is a charge-transfer in transition metal oxides. In this case, there is the
possibility that the 2p electron of ligand anions remains in its orbital and is not shifted into the
3d orbital of the respective cation, which corresponds to a partial charge-transfer. This can be
achieved computationally by considering that N electrons in the 3d state are no longer described
by the representation 3dNL but rather must be expressed by a linear combination of 3dNL and
3dN+1L−1. The difference between the two states is ∆i. An attractive potential Upd is formed by
the core hole in the 2p state due to the excitation to a higher state. This gives a new 3d final state
composed of the 2p53dN+1L and 2p53dN+2L−1 states. The energy difference between these two
states can be calculated via

∆f = ∆i + Udd − Upd, (2.76)

where Udd is used to specify the Coulomb repulsion of the excited electron by the other 3d electrons.
All previously mentioned parameters ∆i, ∆f, Upp and Upd are essential for the charge-transfer-
multiplet calculations.

For further information please refer to [77].

2.8 Matter in magnetic fields

To describe magnetism, general principles are first introduced before magnetism in solids is dis-
cussed in more detail. Magnetization curves are then discussed. This is followed by a more detailed
explanation of magnetic domains and domain walls.

2.8.1 Basic principles1

Naturally, all materials have atomic magnetic moments m⃗, which are responsible for the magnetism
of a material. Either a material is already magnetized by this or it is yet to be magnetized. An
external magnetic field B⃗ext can align or initially create existing magnetic moments. On the macro
level, the sum of all magnetic moments per volume V is called magnetization M⃗ . Hence,

M⃗ =
1

V

∑︂

j

mj⃗ . (2.77)

Experiments have revealed that the magnetization for low fields is directly proportional to the
magnetic field strength H⃗ with

M⃗ = χH⃗. (2.78)

The proportionality factor χ is called magnetic susceptibility. This is a material and temperature
dependent factor and generally decreases with increasing temperature.

1Translated from [87].

26



2.8 Matter in magnetic fields

Since magnetism is generally considered in matter, it is necessary to define the magnetic flux
density, or magnetic induction B⃗. It is related to the magnetic field strength by the proportionality
factor µ0. For the case in vacuum,

B⃗ = µ0H⃗. (2.79)

The proportionality factor is called permeability constant and has the numerical value µ0 = 4π ×
10−7 V sA−1m−1. If the surrounding medium changes from vacuum to matter, the permeability
constant is supplemented by a matter-dependent, dimensionless constant, the so-called relative
permeability number µ. From this follows for the magnetic flux density

B⃗ = µµ0H⃗ = µ0 (1 + χ) H⃗. (2.80)

Furthermore, this results in the relation

µ = 1 + χ (2.81)

for the susceptibility χ and the relative permeability number µ. Finally, another expression for the
magnetic flux density can be found by combining the previously mentioned equations. One obtains

B⃗ = µ0

(︂
H⃗ + M⃗

)︂
. (2.82)

2.8.2 Magnetism in solids2

Depending on the sign and value of the magnetic susceptibility, materials are classified with respect
to their magnetic properties. A distinction is made between

� diamagnetism
(︁
10−9 < |χ| < 10−6, with χ < 0

)︁
,

� paramagnetism
(︁
10−9 < |χ| < 10−4, with χ > 0

)︁
,

� ferromagnetism
(︁
102 ≤ |χ| ≤ 105, with χ > 0

)︁
and

� antiferromagnetism (0 ≤ |χ| ≤ 102, with χ > 0).

Another indication for the designation of the substances is provided by the orientation of the
magnetic moments. The differentiation between ferro-, ferri- and antiferromagnetic materials can
be determined according to this orientation. A schematic overview is shown in Fig. 2.14. In the
following, an explanation of the different forms will be given.

Diamagnetism

In a diamagnetic material, the atoms or molecules do not have a permanent magnetic dipole
moment. However, if this material is subjected to a magnetic field, induced dipoles result whose
magnetic field is opposite to the external inducing magnetic field. This is because, due to Lenz’s
rule, the magnetic field of the induced dipole moments is opposite to the external magnetic field.
Considering Eq. (2.78), this results in a negative susceptibility, which is temperature independent.
This approximation of the proportionality of Eq. (2.78) is valid only for external magnetic fields
which are small compared to the inner-atomic fields [32].

Paramagnetism

Paramagnetism is present in substances whose atoms have permanent magnetic dipoles, with the
orientation split over all spatial directions in the absence of an external magnetic field. Therefore,

2Translated from [87].
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(a) ferromagnetism (b) ferrimagnetism (c) antiferromagnetism

Fig. 2.14: Schematic representation of the orientation and magnitudes of the magnetic moments for
different magnetic orders. (a) ferromagnetic: all magnetic moments have the same magnitude and are
identically oriented. (b) ferrimagnetic: opposite orientation, but different magnitudes. (c) antiferro-
magnetic: different orientation with identical magnitudes leads to an overall compensation. Adapted
from [88].

on average, the magnetization is given by

M⃗ =
1

V

∑︂
p⃗m = 0⃗, (2.83)

where p⃗m is the magnetic dipole moment.

When an external magnetic field is applied, the dipoles partially align. The ratio of dipole poten-
tial energy to thermal energy indicates the degree of alignment. For the susceptibility one gets
Curie’seasy law

χ = µ0
M

B
=
µ0Np

2
m

3kBT
, (2.84)

with N as the number of dipoles, p2m the atomic or molecular dipole moment, and kB the Boltzmann
constant. Thus, the susceptibility is proportional to 1/T . Since the order of moments is considered
in the forms of magnetism, disorder occurs due to temperature dependence, resulting in a decrease
in susceptibility.

Ferromagnetism

Ferromagnetism refers to a property of materials which, without being exposed to an external field,
exhibit magnetic moments. They can therefore be spontaneously magnetized. In this case, the
magnetic moments are all identically aligned on the microscopic level even without an external
field (cf. Fig. 2.14 (a)). In contrast to paramagnetic materials, the magnetization here can be
several orders of magnitude higher. Examples of ferromagnetic materials are, among others, the
elements iron, nickel or cobalt used in this work. These are so-called 3d-transition metals, i.e. they
lack electrons to the noble gas configuration and thus the inner spherical shells are not filled up. The
susceptibility results directly from the arrangement of the magnetic moments. For ferromagnetic
materials the magnitude of the susceptibility is ≫ 1 with χ > 0. In temperature-dependent
measurements, the so-called Curie temperature is of utmost importance. Above this temperature,
the thermal energy is greater than the interaction of the atomic magnetic moments, which has the
consequence that the order of these moments is destroyed. As a result, a previously ferromagnetic
material becomes paramagnetic [32]. The susceptibility can be related to the Curie temperature
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via the Curie-Weiss law. For T ≫ TC it holds

χ =
C

T − TC
, (2.85)

with C the material-dependent Curie constant and TC as the ferromagnetic Curie temperature. In
general, ferromagnetic solids always have a high Curie temperature when the exchange interaction
is strong.

Ferrimagnetism

Ferrimagnetism exists when the magnitudes of the sublattice magnetizations are different and their
orientations are opposite (cf. Fig. 2.14 (b)). Thus, in the absence of an external field, spontaneous
magnetization still remains.

For the susceptibility in ferrimagnets one obtains for T > TC

χ =
(CA + CB)T − 2 |γAB|CACB

T 2 − T 2
C

, (2.86)

with CA, CB the Curie constants and γAB the molecular field constants of two sublattices A and
B. The latter indicates how strong the interaction of a molecular field in a solid with an ion is.
For a more detailed derivation, please refer to [31]. Thus, unlike the other types of magnetism,
for susceptibility, a curved function results when χ−1(T ) is applied. This is characteristic for
ferrimagnets.

Antiferromagnetism

If the magnitudes of the magnetic moments are equal and the orientation is oppositely oriented, i.e.,
if there is a compensation of the magnetic moments, the substance is antiferromagnetic (cf. Fig.
2.14 (c)) [88]. If an antiferromagnetic material is present, the susceptibility is between 0 < |χ| < 100.
The counterpart to the Curie temperature in ferromagnetic materials is the antiferromagnetic Néel
temperature TN in antiferromagnetic materials. This can also be related to susceptibility. One
obtains for T > TN

χ =
C

T + θN
, (2.87)

with θN as the paramagnetic Néel temperature. The two Néel temperatures (antiferromagnetic and
paramagnetic) can also be expressed as

TN =
C

2
(γAB − γAA) and (2.88)

θN =
C

2
(γAB + γAA) , (2.89)

with CA = CB = C. γAA and γAB denote the molecular field constants of two sublattices A and B.
It turns out that, in general, the Curie-temperatures of the ferromagnets are significantly higher
than the Néel temperatures of the antiferromagnets. It follows that the coupling energy is smaller
for antiferromagnets than for ferromagnets.

The information for this chapter is taken from [31] and [32].
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2.8.3 Magnetization curves3

Measuring the magnetic moment M⃗ of ferro(i)magnetic materials with respect to an external mag-
netic field B⃗ext = µ0H⃗ext results in so-called magnetization or hysteresis curves. Fig. 2.15 shows
an example hysteresis curve with different characteristic points, such as (magnetic) remanence Mr,
coercive field Hc and saturation magnetization Ms.

Ms+

Ms-

Hc+Hc-

Mr+

Mr-

µ0Hext

M

Fig. 2.15: Exemplary shape of a hystere-
sis curve. The magnetic momentM is mea-
sured as a function of the external mag-
netic field Bext = µ0Hext. Characteris-
tic points describing the respective mate-
rial are the saturation magnetization Ms,
the remanence Mr and the coercive field
Hc. The saturation magnetization is the
value approached by the moment for high
magnetic fields. Remanence and coercive
field describe the intersections with the or-
dinate, and abscissa, respectively. Adapted
from [31].

If all magnetic domains are oriented in the same direction as the externally applied field B⃗ext, the
saturation magnetizationMs is set. The magnetic moment is then maximal and no longer underlies
any change when the external field is varied. If the external field is reduced from the maximum
value to 0, the remanence (or remanent magnetization) Mr describes the magnetic moment which
then still remains in the sample. The last characteristic quantity is the coercive field (or coercive
force)Hc. This is the field strength that must be applied to counteract the remanent magnetization.
There are two possibilities that influence the coercive field strength. On the one hand, the coercive
field depends on the content of impurities. If these decrease, the coercive field also decreases, since
in magnetic films with high defect density higher fields have to be applied to reverse the direction
of the magnetic moments in the domains [89]. On the other hand, defects as a result of tensions in
the material can influence the coercive field.

A fundamental distinction is made between magnetically soft materials, in which the coercive field
is rather low, and magnetically hard materials, which have a rather high coercive field. This also
determines the course of the hysteresis. For the magnetically soft materials, these run narrower
than for the hard materials, which have a wider opening of the hysteresis. Therefore, the energy
that must be invested to force remagnetization is significantly lower for magnetically soft materials
than for magnetically hard materials.

The information for this chapter is taken from [31], [90], [37] and [91].

2.8.4 Domain formation4

In a ferromagnet there are regions where the orientation of the magnetic moments is identical. These
regions are called magnetic domains or Weiss domains. They are the reason why a measurement of
the magnetization of a sample results in a moment smaller than the saturation magnetization. For

3Translated from [87].
4Translated from [87].
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T = 0, one would expect all magnetic moments to be aligned in parallel, resulting in the saturation
magnetization. Thermal fluctuations then also increase with increasing temperature. However, the
presence of identical alignment is only within the respective domains, consequently it exists only at
the microlevel. Here, the spontaneous magnetization corresponds to the saturation magnetization.
Due to the fact that the domains can be aligned differently, there may be a compensation of the
moments, which results in a smaller magnetization than the saturation magnetization on the macro
level. A schematic representation can be found in Fig. 2.16.

B
(a) (b) (c)

0 Bmax

Fig. 2.16: Schematic illustration of Weiss domains. The closed regions are called Weiss domains (shown
in blue in (b)). These domains are delimited by the Néel, respectively Bloch walls (shown in red in (b)).
In (a) the original state of the material without external magnetic field is shown. From (a) over (b) to
(c), the external magnetic field is successively increased. This causes the magnetic moments to align
and the domain walls to shift, resulting in an increase in the size of the domains. Once the maximum
magnetic field is reached, all magnetic moments are oriented in the same direction and the saturation
magnetization Ms is established. The arrows represent the totality of magnetic moments within the
domain.

Moreover, in addition to ferromagnetic materials, the phenomenon can also be observed in ferri- and
antiferromagnetic materials. In the following, the differences between ferro- and antiferromagnetic
domains and the different types of domain walls will be discussed in more detail.

Ferromagnetic domains

In a ferromagnet, domains form due to the minimization of the magnetic free enthalpy density.
For this, various energy contributions have to be taken into account. These include contributions
from the self-energy Em due to shape anisotropy, magnetocrystalline anisotropy Eani, and finally
the Zeeman energy EZeeman, which describes the interaction of magnetic particles with external
fields. The reason for the formation of domains will be explained by the following figure. In this
Fig. 2.17(a) shows a single domain whose magnetization direction is determined based on magnetic
anisotropy. It can also be seen that the self-energy associated with the scattered field is particularly
large here. This self-energy leads to an increase of the total energy and is always positive. From Fig.
2.17(b) to (c), the formation of domains with antiparallel magnetization directions increases and
the energy of the scattered fields decreases accordingly. On the other hand, the formation of domain
walls also requires energy, since at their boundaries the spins are antiparallel aligned, leading to
a reduction of the exchange energy. To minimize the scattering field energy, it is favorable from
an energetic point of view if the antiparallel aligned domains are confined by so-called terminating
domains (cf. Fig. 2.17(d)). Accordingly, the domain wall between perpendicular domain and
terminating domain is arranged at 45° angle. As a result, the scattered magnetic field outside the
solid disappears because the normal components of the magnetization of the domains continuously
merge into each other. Furthermore, no magnetic poles appear.

The domain structure can be determined by the total free enthalpy of the system. For this purpose,
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Fig. 2.17: Schematic diagram for the formation of ferromagnetic domains. In (a), a single domain is
shown including the scattered field. From (b) to (c), the energy of the scattered fields decreases as more
domains with antiparallel magnetization directions are formed. (d) shows antiparallel domains with so-
called terminating domains. Adapted from [31].

the respective energy densities, indicated here by lower case letters, are integrated. This yields

Gtot =

∫︂
[eshape + eani + ewall + eZeeman] dV. (2.90)

Moreover, the additional conditions ∇· B⃗S = 0 and ∇× B⃗S = 0 originating from the Maxwell equa-
tions [92] must be satisfied, resulting in a differential equation that can only be solved numerically.

Domain structures can always be justified by the fact that a magnetic system aims for the state
of lowest energy and this can be achieved when a single-domain saturated state transitions to
a configuration with a domain arrangement. The shape of the domain structure is ultimately
determined by the total energy, which is composed of magnetic field energy, anisotropy energy, and
Zeeman energy, and is minimized accordingly.

Antiferromagnetic domains

Since there are no scattered fields in antiferromagnets, a single-domain state is energetically most
favorable here. Due to structural defects, such as grain boundaries, not only single-domain but
also multi-domain states occur in reality. These structural defects provide a disturbance of the
long-range order of the spins and can therefore cause a change in the spin direction. Even in ideal
crystals, the entropy can increase due to the formation of domains. If the associated change in
free energy is higher than that required to form the domain walls, this multi-domain state becomes
thermodynamically stable.

Domain walls

Considering two neighboring magnetic domains, the alignment of the magnetic moments and thus
the spins can be very different. The change of spin between two lattice atoms cannot occur abruptly,
there are regions in which the alignment change is accomplished. These regions are called domain
walls. Depending on the plane in which the change of spin occurs, a distinction is made between
Bloch and Néel wall.

If the spin change is parallel to the domain wall plane, it is called a Bloch wall. Energy consider-
ations can be used to make statements about the thickness of the Bloch wall. Ideally, the Bloch
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wall is as thin as possible, and the sum of the anisotropy energy and the energy increase due to the
exchange coupling is minimal. For example, for iron, the Bloch wall thickness is about 40 nm [31].

Thin films usually do not form Bloch walls because they are energetically unfavorable. The reason
for this is that the magnetization direction would have to rotate out of the plane of the film in the
region of the domain walls. This would result in a large scattered field (cf. Fig. 2.17), therefore
Néel walls are more likely to be formed here. In contrast to Bloch walls, the spin change there is
orthogonal to the domain wall plane. For very thin films, however, there is an exception. Since the
surface contributions to the magnetocrystalline anisotropy are particularly large there, Bloch walls
can still arise.

The information for this chapter is taken from [31]

2.8.5 Collective magnetic ordering

The reason for magnetic ordering is a quantum mechanical effect - the so-called exchange interac-
tion. From the Pauli exclusion principle it follows that electrons with the same spin cannot stay at
the same place at the same time, because otherwise their wave functions would overlap. Therefore,
the exchange interaction is a quantum mechanical effect that can be interpreted as an electrostatic
interaction of electrons close to each other (from neighboring atoms). Considering two electrons,
as indicated above, a total wave function Ψ can be given, which consists of a spin part χ and a
spatial part ψ. The total spin S of such an arrangement is either S = 1 (parallel spin alignment)
or S = 0 (antiparallel spin alignment). This results in wave functions with a spin triplet state or a
spin singlet state. The equations are

ΨS = ψsym(r⃗)χS(s⃗) and (2.91)

ΨT = ψasym(r⃗)χT(s⃗). (2.92)

It can be seen that the wave functions in the triplet state are composed of an antisymmetric spatial
part ψasym or a symmetric spatial part ψsym in the singlet state. With r⃗ and s⃗ as spatial and spin
coordinates of the electrons, respectively. From the previously mentioned possible configurations,
assuming electron-electron interaction, the energies ES and ET are also obtained, respectively. Over
this the exchange constant J can be defined. It holds

J =
ES − ET

2
. (2.93)

Comparing the two possible states, we see that the triplet state is preferred for J > 0 due to
the lower energy. The spins are then aligned in parallel, leading to ferromagnetic ordering. The
singlet state is energetically more favorable for J < 0, leading to antiferromagnetic interaction and
antiparallel alignment of the spins. Nowadays, it is common to describe magnetic properties of
materials via Hamiltonians. The most commonly used concepts for this purpose are the models of
Hubbard [93] and Heisenberg [94], which will not be discussed in detail in the following but reference
will be made to the literature. In the case of exchange interaction, one can also differentiate more
precisely between direct and indirect exchange. Direct exchange is rather simple: If electrons are
close to each other, their wave functions overlap and theoretically a direct interaction can take
place, although this is rarely the case, since in many materials this overlap is not sufficient for an
interaction. Indirect exchange is more likely to occur, especially in transition metal oxides. There,
the exchange occurs via a diamagnetic oxygen ligand, as mentioned above. In indirect exchange,
the 2p oxygen anion orbitals overlap with the orbitals of the cations of the respective element,
thus enabling indirect exchange. It is in the compounds considered here that the special exchange
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interactions double exchange [95] and superexchange [96,97] occur. For further information please
refer to reference [83,98].

The information for this chapter stems from [32,83,98].

2.9 Superconducting quantum interference device

A superconducting quantum interference device (SQUID) is a highly sensitive instrument for mea-
suring magnetic fields. Two basic effects are necessary for such a detector [31,99]. On the one hand
the magnetic flux quantization [100] and on the other hand the so-called Josephson effect [101],
which will be explained in the following chapter. First, a brief introduction to superconductivity
is made.

2.9.1 Superconductivity

The electrical resistivity of metals depends on scattering processes. The underlying scattering
processes are, on the one hand, the scattering of conduction electrons by lattice defects and phonons
and, on the other hand, the scattering of electrons between each other. It follows that the resistance
decreases with decreasing temperature, since the phonons are restricted in their ability to move
and the phase space volume for any electron scattering processes decreases. Nevertheless, even
at very low temperatures, there are still lattice defects, impurities, and impurity atoms on which
electrons can be scattered, leaving a finite residual resistance. From the temperature-independent
effects of Landau diamagnetism and Pauli spin susceptibility, it further follows that the magnetic
susceptibility of a metal is also temperature-independent.

In 1911, Heike Kamerlingh Onnes [102] found that below a certain temperature, mercury jumps to
an immeasurably small resistance. This temperature is called the transition temperature. Below
this temperature a perfect conductor can be found, which gave rise to the term superconductivity.
Later, Meißner and Ochsenfeld [103] discovered that superconducting materials are also perfect
diamond magnets, i.e. have the susceptibility χ = −1.

2.9.2 Flux quantization

Experiments of Doll [104] and Deaver [105] have shown that the magnetic flux in a superconducting
hollow cylinder is quantized in units of the flux quantum

Φ0 =
h

2e
= 2.067 833 758 (46)× 10−15V s (2.94)

and can only take integer multiples of it. The justification for this quantization is that the macro-
scopic wave function describing the superconducting state must reproduce itself when the enclosed
magnetic flux region is circled once with a coordinate point of the wave function and returns to the
starting point (cf. Fig. 2.18). The macroscopic wave function is

Ψ(r⃗, t) = |Ψ(r⃗, t)| eiφ(r⃗,t), (2.95)

where |Ψ(r⃗, t)| denotes the amplitude and φ(r⃗, t) denotes the phase of the wave function. To ensure
exact reproduction after one period, the ring integral must satisfy the condition

∮︂
∇ φ ds = n2π, with n ∈ Z. (2.96)
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After introducing the general particle momentum in a magnetic field m∗v⃗s = ℏ∇φ− e∗A⃗, with m∗

the mass of Cooper pairs [106,107], v⃗s their mean velocity as well as their charge e∗ and the vector
potential A⃗ assuming always an integration path (in Fig. 2.18 shown in green) on which v⃗s = 0, it
follows with the help of the theorem of Stokes [108]

∮︂
A⃗ ds⃗ =

∫︂
rot A⃗ da⃗ =

∫︂
B⃗ da⃗ = n

h

2e
= nΦ0. (2.97)

This shows that a flux quantum can only ever occur in integer multiples. For a more detailed
derivation please refer to [109].

B⃗

U

I I

I1

I2

Is2 = Ic sinφ2

Is1 = Ic sinφ1

0 1 2 3
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Umin

∆φ = Φ0

Φ/Φ0

U

(a) (b)

Fig. 2.18: (a) Illustration of a DC SQUID sensor. Two Josephson contacts (gray) are installed in a
superconducting ring (yellow). A current I is introduced into the SQUID, which is equally divided into

currents I1 and I2 in both parts of the SQUID. The applied external magnetic field B⃗ causes a phase
shift at both Josephson contacts. The integration path introduced in chapter 2.9.2 is plotted here in
green. (b) The period of the flux-voltage characteristic (shown in red) corresponds exactly to a magnetic
flux quantum Φ0. Adapted from [31,99,110].

2.9.3 Josephson effect

The Josephson effect describes the phenomenon that a superconducting state is a coherent many-
body state. This can be described with the help of a macroscopic wave function. In the case of a
weak coupling of two superconductors, the wave functions overlap finitely, and this overlap causes
the two superconductors to form molecular-like bonds (Josephson coupling energy) and therefore
interference effects occur. Josephson also postulated two equations that have been known as the
Josephson equations ever since. The first equation is

IS = IC sin (χ), (2.98)

which describes the electric current of Cooper pairs without electrical resistance. In it, IS is the
so-called supercurrent and χ = φ2 − φ1 describes the phase difference. Due to the present contact
geometry, IC describes the resulting critical current at which the Cooper pairs crack in the tunnel
barrier. Thus, the current is composed of tunneling single electrons and portions of Cooper pairs.
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The second equation is

∂χ

∂t
=

2e

ℏ
U = ωJ, (2.99)

where U is the electric voltage. The equation states that the voltage at a tunnel contact is always
accompanied by a high-frequency, supra alternating current applied between the two superconduc-
tors. The frequency ωJ is the so-called Josephson oscillation and is proportional to the applied
voltage.

The Josephson equations have their origin in the fact that superconductivity is a macroscopic
quantum phenomenon, which is described by the wave function in Eq. (2.95). A more detailed
derivation of the Josephson equations can be found in literature [109].

2.9.4 SQUID sensor

The SQUID detector consists of a small, closed superconducting ring interrupted by two parallel
Josephson contacts. Magnetic flux quantization states that once the superconducting loop is perme-
ated by a magnetic flux, the magnetic flux can exist only in integer multiples of units of a magnetic
flux quantum. This quantization condition is achieved by injecting a circulating superconducting
so-called shielding current into the loop, which in turn causes a magnetic flux. The combination of
generated and externally applied magnetic flux results in just an integer multiple of the magnetic
flux quantum Φ0. Therefore, a periodic modulation of this shielding current is obtained, whose
magnetic period length corresponds exactly to a flux quantum in the loop. It should be noted that
a current flow originating from the outside must be added to the generated shielding current, which
has the consequence that the resistance of the loop arrangement with the two Josephson contacts
also appears periodic. Due to the fact that even fractions of a modulation period can be represented
in resistance measurements, this results in highest sensitivity when measuring magnetic fields.

The information for this chapter is taken from [31] and [109].
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In this work, ultrathin CoFe2O4 single layers and Fe3O4/CoFe2O4 bilayers were deposited by
thermal co-evaporation on single crystalline MgO(001) and SrTiO3(001) substrates. Further-
more, NiCo2O4 ultra thin films were deposited on single crystalline MgO(001),MgAl2O4(001) and
SrTiO3(001) substrates. Therefore, the following chapter presents the properties of the investigated
materials (Fe3O4,CoFe2O4 and NiCo2O4) on the respective substrates (MgO,MgAl2O4 and SrTiO3).

3.1 Substrate material

The following subsection introduces the substrates used in this work. These are MgO, SrTiO3 and
MgAl2O4.

3.1.1 Magnesium oxide - MgO

Magnesium oxide (MgO) consists of oxygen
(︁
O2−)︁ and magnesium ions

(︁
Mg2+

)︁
in a ratio of

1:1. It crystallizes in a rock salt structure with a bulk lattice constant of aMgO = 4.2117�A at
room temperature [111]. The schematic structure of the bulk and surface unit cell is shown in
Figure 3.1. Both types of ions each form a face-centered cubic crystal lattice, each shifted from
the other by half of a unit cell. The square surface unit cell of MgO has a lattice constant of
aS = aMgO/

√
2 = 2.9112�A. Compared to the surface unit cell, the volume unit cell is rotated

by an angle of 45°. Magnesium oxide shows diamagnetic behavior and exhibits a band gap of
∼ 7.8 eV [112].

[100]

[001]

asurf

aMgO

O2−

Mg2+

aMgO = 4.2117 Å

Fig. 3.1: Schematic illustration of the unit
cell of the rock salt type crystal MgO with the
bulk lattice constant aMgO. It consists of two
face-centered cubic sublattices occupied by ei-
ther O2− anions (red) or Mg2+ cations (blue).
The surface unit cell of MgO, with lattice con-
stant asurf, is rotated 45° compared to the bulk
unit cell.

3.1.2 Strontium titanate - SrTiO3

At room temperature, strontium titanate (SrTiO3, short: STO) crystallizes in a cubic perovskite
structure with a bulk lattice constant of aSTO = 3.905�A [113]. In the center of the cube is a Ti4+-
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ion surrounded by 6 O2−-ions located on the faces of the cube each. The structure is consummate
with Sr ions located on the corners of the cube (cf. Fig. 3.2). An interesting feature of the structure
of the strontium titanate is that TiO2- or SrO-layers alternate along the [001]-direction and, thus,
the surface can be either TiO2- or SrO-terminated. To reduce charging effects, it is possible to
dope STO substrates with Nb, which makes the substrates conductive. In this work, the SrTiO3

substrates are doped with 0.05wt% Nb, making the substrates n-type conductive. In the undoped
state, strontium titanate is an insulator with a band gap of 3.2 eV.

[100]

[001]

aSTO

Sr2+

O2−

Ti4+

aSTO = 3.905 Å

Fig. 3.2: Illustration of the cubic perovskite
unit cell of SrTiO3 with the bulk lattice con-
stant aSTO. Six O2− anions (red) form an octa-
hedron with a Ti4+ cation (orange) in the center.
The Sr2+ cations (purple) form the edges of the
cube faces, each with an O2− anion in the center.
The SrTiO3(001) surface can be either SrO- or
TiO2-terminated, with each layer half a lattice
constant apart in the [001] direction.

3.1.3 Magnesium aluminate - MgAl2O4

Magnesium aluminate (MgAl2O4, short: MAO) crystallizes in the normal spinel structure (cf. Fig.
3.3) with a bulk lattice constant of aMAO = 8.083�A [114]. The general structure of a spinel has the
form AB2O4, where O2− anions build a fcc sublattice with 1/8 of the tetrahedral sites occupied
with Mg2+-cations and half of the octahedral sites occupied with Al3+-cations. MgAl2O4 is an
isolator with a band gap of 5.2 eV [115].

[100]

[001]

aMAO

Mg2+

Al3+

O2−

aMAO = 8.083 Å Fig. 3.3: Schematic sketch of the bulk spinel
unit cell of MgAl2O4. O2− anions form a fcc
sublattice with Mg2+ cations on the tetrahedral
and Al3+ cations on the octahedral sites.
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3.2 Film material

3.2 Film material

In the following chapter, the film materials used in this thesis are explained in more detail. Only
the spinels Fe3O4, CoFe2O4 and NiCo2O4 were used.

3.2.1 Magnetite - Fe3O4

Magnetite (iron(II,III) oxide) is a compound of oxygen and iron ions with the stoichiometry Fe3O4

(cf. Fig. 3.4(a)). It is the thermodynamically most stable iron oxide compound, which is the only
one to contain both divalent and trivalent iron ions. Magnetite ideally crystallizes in an inverse
spinel structure, with a lattice constant of aFe3O4 = 8.3963�A [116] although proportions of normal
spinel were also observed. A general valid cationic order of

[︂
Fe2+1−γFe

3+
γ

]︂
T

[︂
Fe2+γ Fe3+2−γ

]︂
O
O2−

4 (3.1)

can be found, where γ describes the degree of inversion. γ = 0 denotes the normal spinel, whereas
γ = 1 corresponds to the inverse spinel. The first bracket describes the occupancy of the tetrahedral
sites and the second bracket therefore represents the octahedral occupancy. The tetrahedral sites
(A) are occupied with Fe3+-ions and the octahedral sites (B) are evenly occupied with Fe3+- and
Fe2+-ions. Due to the antiferromagnetic coupling of the antiparallel spin moments of Fe3+-ions on
the tetrahedral and octahedral sites, there is a magnetic moment of 4µB/f.u. determined solely by
the Fe2+ ions on the octahedral sites [47]. The magnetic order can be described as ferrimagnetic
with a Curie temperature of 858K [117]. The surface unit cell of the (001)-surface is rotated 45°
with respect to the volume unit cell.
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Fig. 3.4: Illustration of the bulk unit cell of (a) Fe3O4 and (b) CoFe2O4, each of which has an inverse
spinel structure. This structure is typical of transition metal ferrites. In magnetite, the Fe3+ cations are
equally distributed on tetrahedral and octahedral sites, whereas the Fe2+ cations are found only on the
octahedral sites. In the case of CoFe2O4, the Fe2+ cations are replaced by Co2+. The lattice constants
are aFe3O4 and aCFO.

3.2.2 Cobalt ferrite - CoFe2O4

Similar to magnetite, cobalt ferrite (CFO) crystallizes in the inverse spinel structure with a bulk
lattice constant of aCFO = 8.392�A [118]. The fcc sublattice is formed by 32 O2 ions, similar to
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magnetite, whose tetrahedral sites are occupied by Fe3+-ions, whereas the octahedral sites are
occupied by Fe3+- and Co2+-ions. The occupation occurs thereby randomly. The cationic order
can be described as

[︂
Co2+1−γFe

3+
γ

]︂
T

[︂
Co2+γ Fe3+2−γ

]︂
O
O2−

4 . (3.2)

Cobalt ferrite is ferrimagnetic with a Curie temperature of 793K [24]. Due to the antiferromagnetic
coupling between the Fe3+-ions on the octahedral sites and the tetrahedral sites, this leads to net
saturation magnetization of 3µB/f.u., solely determined by the Co2+-ions on the octahedral sites.
The surface unit cell of the (001)-surface is rotated 45° with respect to the volume unit cell. A
schematic illustration is shown in Fig. 3.4(b).

3.2.3 Nickel cobaltite - NiCo2O4

Usually NiCo2O4 crystallizes in the inverse spinel structure. Structural, magnetic and electri-
cal properties depend mainly on stoichiometry and synthesis method [119]. In literature, lattice
constants ranging from 8.11�A to 8.185�A [120–122] are observed. For magnetic ordering, metallic
ferromagnets with transition temperatures in the range of 300K to 400K [121,122], as well as non-
magnetic insulators can be found [122, 123]. The ferrimagnetic Curie-temperature is 673K [124].

The general cationic distribution can be expressed via
[︂
Co2+γ Co3+1−γ

]︂
T

[︂
Co3+Ni2+1−γNi

3+
γ

]︂
O
O2−

4 , with

a net magnetization of 2µB/f.u.. This is independent of γ, assuming that the tetrahedrally coordi-
nated cations are in high spin states and the octahedrally coordinated cations are in low spin
states [122]. In the literature, metallic ferrimagnetic NCO films are usually observed with a
mixed-valent structure, whereas for γ ≈ 0 the structure tends to result in nonmagnetic insula-
tors [122,125,126]. A schematic sketch of the bulk unit cell of NiCo2O4 is shown in Fig. 3.5.

[100]

[001]

aNCO

Co2+

Co3+/Ni3+

O2−

aNCO = 8.128 Å Fig. 3.5: Schematic sketch of the ideal bulk
spinel unit cell of NiCo2O4. Co

2+ cations are lo-
cated on the tetrahedral and Co2+/Ni3+ cations
on the octahedral sites.

3.2.4 Antiphase boundaries in ferrites

If one part of the crystal is shifted by a translation with respect to the other part of the crystal and
the translation is only a fraction of the lattice constant, the crystal is called antiphase domains.
Between two adjacent antiphase domains so-called antiphase boundaries (APB) are formed. One
possible reason for the presence, or the formation of antiphase domains (and antiphase boundaries)
is due to the growth processes. The ordering of films can occur at arbitrary locations of the
disordered lattice or nucleation centers of the substrate. Thus, the distance between two domains
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is smaller than the original size of the unit cell. Antiphase boundaries are very common in inverse
spinel ferrites, such as Fe3O4, CFO, or even NCO if grown on MgO or SrTiO3 substrates, since
the film lattice constant is approximately twice the substrate lattice constant [127–132]. Antiphase
boundaries can affect the properties from the films in many ways. For example, influences on
electrical conductivity [130,133] or magnetic properties [127–129,134–136] have been observed. The
latter are manifested, for example, in the fact that either saturation magnetizations are significantly
lower than for bulk structures [137] or saturation magnetization is reached only at significantly
higher magnetic fields [127, 134]. With respect to structural properties, it has been reported that
APBs can take the role of additional strain components in film growth and thus have an influence
on the relaxation of films [138,139].
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In the following, the different experimental setups used for the characterization of the films are
described. In addition, a description of the preparation of samples and an introduction to the
generation of synchrotron radiation follow. First, the in situ methods LEED and XPS are outlined,
followed by a description of the ex situ methods. These are XRD, XRR, HAXPES, XAS and XMCD,
all of which use synchrotron radiation. Finally, the measurement method SQUID is described, which
is performed ex situ, but works independently of synchrotron radiation.

4.1 Sample preparation

All samples were prepared at the University of Osnabrück in a multi-chamber UHV system, and
characterized using in situ measurement methods. The chamber system consists of a load-lock,
into which substrates or prepared samples can be loaded or unloaded, and several UHV chambers
connected by transfer paths. This allows samples to be moved around the system without breaking
the vacuum. In the preparation chamber, substrates can be cleaned and films can be deposited.
A rotary sample stage and an oxygen inlet are available for this purpose. A plasma source is
also available for the generation of highly reactive oxygen. For sample preparation and substrate
cleaning, high temperatures are required (here 400 °C), which is provided by a heating element on
the sample holder. The temperature is monitored through a thermocouple. The base pressure in this
chamber is approximately 1× 10−9mbar. A much lower pressure is achieved in the analysis chamber
where the LEED and XPS systems are located. Here, the base pressure is about 1× 10−10mbar.
The advantage of such a low pressure is that the mean free path length of the electrons to be detected
increases. The measurement methods are described in more detail in section 4.2.1 and 4.2.2. The
samples in this work were prepared using reactive molecular beam epitaxy (RMBE) and oxygen
plasma assisted molecular beam epitaxy (OPA-MBE). In the first case, the fabrication process
involves molecular oxygen, whereas in the second case, a plasma source is used to provide oxygen
plasma. Using SPECS evaporators (cf. Fig. 4.1), the thermal evaporation process is used to produce
thin films. For this purpose, pure metal rods, consisting of Co, Ni or Fe, are connected to high

water supply

filament
shutter

flux monitor
metal rod

Fig. 4.1: Schematic sketch of an evaporator used in this work. Electrons are generated via a filament
and accelerated to the metal rod by means of a high voltage. This causes the metal rod to heat up until
the sublimation temperature is reached and the atoms to escape from the effusion cell. The amount of
evaporated material can be determined via the flux monitor, and a shutter allows the precise setting of
the evaporation time. Water cooling is used to prevent overheating. Taken from [110].
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voltage and electrons are accelerated onto this rod with the help of a filament. When the sublimation
temperature is reached, atoms/molecules are emitted and leave the evaporator in the form of
a beam, which finally condenses on the surface of the samples due to temperature difference. A
shutter in front of the evaporator can be used to precisely control the deposition time. Furthermore,
a flux monitor is used to determine the deposition rate. This is only possible if a calibration sample
is prepared beforehand and characterized by XRR. For CFO and NCO films, it is necessary to
operate two evaporators simultaneously. This is called co-evaporation. The stoichiometry of the
layers is determined by the ratio of the deposition rates relative to each other. The substrates used,
MgO(001), MAO(001) and 0.05 wt% Nb-doped STO(001), are purchased from CrysTec GmbH or
SurfaceNet GmbH. The surface orientation tolerance is specified by the manufacturers as < 0.1°.
To remove impurities (such as carbon) from the substrates, they are cleaned for 1 h at 400 °C and
an oxygen partial pressure of 1× 10−4mbar in the preparation chamber. The surface purity and
crystallinity are then checked by LEED and XPS. After ensuring that only the desired elements
are on the sample and that the diffraction pattern exhibits sharp diffraction reflexes with low
background intensity, the substrates are returned to the preparation chamber, where film fabrication
finally takes place. For this, the substrate is brought to a temperature of 250 °C and an oxygen
partial pressure of 5× 10−6mbar is set. These parameters were found to be the best evaporation
conditions for all films prepared here. For the NCO films, in addition to molecular oxygen, a series
was prepared with oxygen plasma. As with the substrates, the stoichiometry and surface structure
of the prepared films are analyzed in the analysis chamber using LEED and XPS.

4.2 Surface characterization

The following subsections describe the fundamentals of experimental setups that do not involve
the application of synchrotron based X-rays. It thus describes the measurement methods that were
carried out in situ, after sample preparation, at the University of Osnabrück.

4.2.1 LEED - Experimental setup

The schematic setup of the LEED measurement system is shown in figure 4.2. A 4-grid LEED
optical system from SPECS (ErLEED 150) is used here for the low-energy electron diffraction
measurements. The measurement system consists of two basic elements: First, the electron gun
(cathode) to generate electron beam and second, the fluorescent screen to display the diffraction
pattern. To generate the electrons, an accelerating voltage is applied to the cathode, producing a
beam of low-energy electrons. This beam is focused by the combination of the Wehnelt cylinder and
lens system and then hits the sample surface. There, the beam is diffracted and subsequently the
diffracted beams pass through the multigrid system to the fluorescent screen, where the diffraction
pattern is then finally visible. The grid systems consists of four grids, of which the first and fourth
each are set to ground potential. Due to the fact that the grids are at ground potential together
with the sample, a field-free space is created between the grid and the sample, which in turn causes
the electrons to move in a straight line towards the screen. A negative potential is applied between
the second and third grid so that inelastically scattered electrons do not hit the screen and only
elastically scattered electrons reach the fluorescent screen. Typically, the fluorescent screen runs at
a high voltage of 6 kV and the cathode at about 2.25A. A CCD camera is used for visualization
and data acquisition. Due to the fact that the camera is located behind the electron gun, the
electron gun is always visible on the resulting images. It is therefore not possible to detect the
beam diffracted perpendicular to the surface ((00) diffraction reflex).
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sample

flourescent screen

cathode

≈ 6 kV

LW

acceleration
voltage

camera

Fig. 4.2: Schematic structure of the
LEED system. By applying an accelerating
voltage to the cathode, an electron beam is
generated which passes through the com-
bination of Wehnelt cylinder (W) and lens
system (L) and is focused before it hits the
sample. Elastic and inelastic diffraction
occurs at the surface of the sample. The
grid arrangement is designed to allow the
diffracted electrons to move in a straight
line to the screen and to detect only elasti-
cally scattered electrons. On a fluorescent
screen, the diffraction pattern can be seen,
which is recorded using a camera. Leaned
on [33,140,141].

4.2.2 XPS - Experimental setup

For the in situ characterization of the samples, an XPS measurement system from SPECS is used.
A schematic representation is depicted in figure 4.3.

x-ray
source

sample

hemispherical
analyzer

electron
detector

electron
optics

hν θ

Fig. 4.3: Schematic sketch of the XPS setup used.
The main components include an X-ray source,
electron optics, a hemispherical analyzer and an
electron detector. The sample is irradiated with
X-rays of an energy hν, causing photoelectrons to
be emitted, which in turn enter the electron op-
tics, where they are subsequently focused and de-
celerated at a certain energy (Ep). Afterwards, the
photoelectrons emerging from the sample enter the
hemispherical analyzer, where an electrostatic field
imposes a circular path on them. Only those elec-
trons whose kinetic energy Ekin matches the pass
energy Ep of the analyzer enter the detector.

The main components of the measurement system are on the one hand the X-ray source and on
the other hand the detection system consisting of a hemispherical analyzer (Phoibos HSA 150,
SPECS), a detector and electron optics.

Two different anode materials are available as X-ray source. Here, either a magnesium (Mg Kα,
hν = 1253.6 eV) or an aluminum anode (Al Kα, hν = 1486.6 eV) is used. A fixed angle of 54.7°
is set between the X-ray source and the entrance of the electron optics (cf. Fig. 4.3). The X-ray
beam hits the sample and emits photoelectrons, which in turn leave the sample in many different
directions and energies, so that only the photoelectrons incident at the above angle also enter the
entrance of the hemisphere analyzer. In front of the entrance of the hemisphere analyzer, the
electron optics are installed. These consist of a number of electronic lenses and apertures, ensuring
that the emitted photoelectrons are collimated, focused and decelerated before they enter the
analyzer. Inside the hemisphere analyzer, the electrons travel along a curved trajectory determined
by the pass energy. Only electrons moving through the analyzer with this pass energy reach the
detector and can be detected. The spectrum is recorded by keeping the field in the hemisphere
analyzer constant and varying the kinetic energy of the photoelectrons through the electron optics.
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Thus, all the different kinetic energies are decelerated to those kinetic energies that are fixed in the
range of the pass energy. This measurement method is called fixed analyzer transmission (FAT)
mode. A positive aspect here is that the same spectral resolution of the XP spectrum is ensured
for all measurements. The absolute intensity of the spectra can be increased via the pass energy,
which is associated with a more optimized signal-to-noise ratio. However, this has the consequence
that the energy resolution decreases.

4.3 Experimental setups at synchrotron radiation facilities

When experiments on ultrathin films are to be taken to the next level, the use of synchrotron radi-
ation for experiments on these films is indispensable. In contrast to laboratory-based experiments
(see chap. 4.2), the use of synchrotron radiation offers a variety of advantageous properties, such as
a small beam size, high beam intensity, low divergence, high brilliance, and highly variable setting
of beam energies. Thus, it is possible to resolve even the smallest measurement signals well and
also to achieve high excitation energies. For this reason, a large number of the experiments carried
out in this thesis were performed at synchrotron radiation sources. At the Deutsches Elektronen
Synchrotron (DESY) in Hamburg (Germany), the XRR and XRD measurements were performed
at beamline P08, and the HAXPES experiments at beamlines P09/P22. The XAS, or XMCD
experiments were performed at beamline 4.0.2 of the Advanced Light Source (ALS) at Lawrence
Berkeley National Laboratory in Berkeley (USA).

4.3.1 Generation of synchrotron radiation

The basic principle to generate synchrotron radiation is the fact that charged particles emit elec-
tromagnetic radiation when they are accelerated. If the velocity of the particles is much smaller
than the speed of light (non-relativistic), the dipole emission radiation has the shape of a toroid.
The center of the toroid points in the direction of acceleration (see Fig. 4.4). However, since the
velocities in synchrotron radiation sources are much higher, being in the range of the speed of light,
effects like Doppler shift and relativistic effects have to be taken into account. This changes the
shape of the emission radiation into a cone, as shown in figure 4.4. The center of the radiation
then points tangentially to the direction of particle motion. In the generation of synchrotron ra-
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Fig. 4.4: Schematic sketch of an evaporator used in this work. Electrons are generated via a filament
and accelerated to the metal rod by means of a high voltage. This causes the metal rod to heat up and
therefore atoms to escape from the effusion cell. The amount of evaporated material can be determined
via the flux monitor and a shutter allows the precise setting of the evaporation time. Due to the resulting
temperatures, water cooling is used to prevent overheating. Adapted from [142,143].

diation, the particles, mostly electrons or positrons, are first accelerated by a linear accelerator to
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nearly the speed of light and then injected into a so-called accelerator ring. Here, the particles are
further accelerated with the help of alternating electric fields at high frequencies before they are
subsequently brought into the storage ring. There, they move at a constant speed along a (nearly)
circular path and finally emit the highly brilliant synchrotron radiation. A closer look reveals that
the circular path is a polygon, i.e. it consists of straight lines and curves. So-called bending mag-
nets force the particles in the curves onto their circular paths. According to the Lorentz force,
the electromagnetic radiation is emitted there tangentially to the direction of acceleration (cf. Fig.
4.4). The resulting spectrum of radiation ranges from microwaves to hard X-rays and depends
on both the energy of the particles and the bending radius, i.e. in principle the geometry of the
storage ring. In the straight sections of the storage ring, there is a periodic arrangement of dipole
magnets with alternating polarity, which causes the particles to follow an wavelike path (cf. Fig.
4.5). This arrangement is called an insertion device and serves to increase the brilliance or intensity

S

N
particle
beam

synchrotron
radiation

magnets

Fig. 4.5: Example of a wiggler/undulator. Electromagnets with alternating polarity force the particles
onto an wavelike path. By superimposing the radiation on each pair of magnets, the total radiation also
increases. Adapted from [143].

of the emitted beam. A distinction is made here between so-called wigglers and undulators. These
differ basically only in the deflection of the particles. In the case of a wiggler, the deviation of the
particles is relatively high, with the result that the radiation is superimposed incoherently. The
result is a continuous emission spectrum, which is similar to the spectrum of a bending magnet, but
with a much higher intensity. Compared to the bending magnet, which is limited by the storage
ring geometry as described above, wigglers have much more freedom and can thus be adapted to
experimental requirements. In contrast to the wiggler, a different phenomenon is observed with an
undulator. Here only small amplitudes are generated and this in turn leads to interference of the
radiation cones. The intensity is much larger and sharper than with the wiggler, where the intensity
distribution is relatively broad. By changing the spacing between the rows of magnets, it is also
possible to adjust the wavelength of the beam. When the beam leaves the storage ring, it is routed
into the so-called optics hutch before it reaches the so-called end station, where the experiments are
performed. The optics hutch houses the beamline optics consisting of monochromators, focusing
lenses and mirrors as well as windows and slits. These serve to optimize the beam so that it has
optimum conditions for the respective experiments.

4.3.2 HAXPES - Experimental setup

A schematic sketch of the setup is shown in Fig. 4.6. In the endstation of the beamline a UHV cham-
ber, a multi-axis manipulator for the alignment of the samples and a high resolution photoelectron
detector are located. After passing the electron detection system, the emitted photoelectrons move
through a concentric hemispherical analyzer until they reach the detector. Using the manipulator,
it is also possible to align the sample at different angles with respect to the X-ray beam and thus
varying probing depths are achieved. Compared to laboratory-based X-ray sources, for HAXPES
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experimenets in this work, photon energies of 4600 eV, 5945 eV, and 6000 eV were used, which in
turn results in more bulk-sensitive measurements because the inelastic mean free path (IMFP) of
the photoelectrons is larger. For the information depth D95

I from which 95% of the photoelectrons
are detected, the following formula can be used:

D95
I = −λ cos (φ) ln

(︃
1− 95

100

)︃
≈ 3λ cos(φ). (4.1)

Therein, λ corresponds to the IMFP and φ corresponds to the off-normal emission angle (detection
angle). An angle of 0° gives a maximum depth of information. This is approximately 22 nm for
the orbitals Fe 2p, Co 2p, and Ni 2p considered here (E = 6keV). At an angle of 60°, on the
other hand, the information depth decreases to about 10 nm, which corresponds to an increasing
surface-sensitivity. Indeed, if the detection angle is increased, more and more information from the
layers close to the surface is incorporated, such that the surface sensitivity increases. The reason
for this is that the electrons released from too deep layers have to overcome too long a path in the
sample towards the detector and thus, due to the limited IMFP, cannot contribute to the signal of
the spectrum.

electron
detection
system

photoelectrons

sample
hν

φ

Fig. 4.6: Depicted is the (AR)-HAXPES measur-
ing method. Only the cutout around the sample
holder is shown. The sample is irradiated with X-
rays of energy hν. As the sample holder can be
tilted at an angle φ with respect to the entrance
of the electron detection system, different penetra-
tion depths can be realized. The higher the φ, the
more information can be obtained from the near-
surface layers of the sample. Adapted from [110].

4.3.3 (GI)XRD and XRR - Experimental setup

Laboratory based XRR measurements were performed at the diffractometer of the University of
Bielefeld, Germany. A lab based X-ray diffractometer (Phillips X’Pert Pro) with a photon energy
(Cu Kα) of 8048 eV was used for this purpose. Measurements were made in θ − 2θ geometry. The
XRD and the synchrotron based XRR measurements of this work were performed at the beamline
P08 of PETRA III at DESY in Hamburg, Germany. A six-circle diffractometer is located in the
beamline endstation, allowing the samples and detector to be aligned relative to the incident X-
ray beam. The photon energies used here are 15 keV, and 18 keV, respectively. A sketch of the
setup is shown in Fig. 4.7. The diffractometer is of the 4S+2D type, which means that four
degrees of freedom are available for the sample (S) and two for the diffractometer (D). An Euler
cradle can be used to continuously adjust the surface orientation of the sample between vertical
or horizontal, the latter being chosen in this work. The azimuth and polar angles are denoted
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by φ, and ω, respectively. The detector is moved via the δ and γ angles (see Fig. 4.7). Three
measurement methods were used for this work: specular x-ray diffraction (XRD), x-ray reflectivity
(XRR), and grazing incidence x-ray diffraction (GIXRD). For the first two measurement methods,
the angles ω = θ and δ = 2θ are set, which is why this is called θ − 2θ geometry. The other angles
(α, γ, φ) are set to zero, which makes the lateral components of the scattering vector also zero.
In addition, the wave vectors of the incident, or outgoing, beam are in a plane orthogonal to the
surface of the sample. With this method, measurements can be made along the (00L) CTR. With
grazing incidence X-ray diffraction, additional CTRs can be measured in addition to the (00L)
CTR. Furthermore, it is possible to perform so-called ’in-plane’ measurements at L close to 0. To
achieve grazing incidence, the angle of incidence ω is set to a fixed value, which is slightly above
the critical angle of the material under investigation. In the present case α < 0.5°. To set the
diffraction condition this time, unlike the previously mentioned measurement methods, the angles
α, γ and φ are adjusted. This measurement method is very sensitive to the surface, because only
information from the regions close to the surface contribute to the signal due to the small angle.

γ
α

δDC
xy

z

incident
x-rays

detector
ων

φ

Fig. 4.7: Schematic sketch of the diffractometer
used for the (GI)XRD and XRR measurements at
beamline P08. The type of the diffractometer is a
(4S+2D), i.e. two degrees of freedom for the ori-
entation of the sample and four degrees of freedom
for the orientation of the diffractometer. The sam-
ple holder is mounted on a Euler cradle. In the
center of the diffractometer (DC) all rotation axes
intersect. Taken from [40].

4.3.4 XAS/XMCD

The XAS and XMCD measurements, respectively, were performed at beamline 4.0.2 of ALS, Berke-
ley, USA. A superconducting vector magnet is placed in a UHV chamber, which can be used to
provide a magnetic field of up to 4T. The samples are attached to a rotatable sample holder (made
of copper) using silver conductive paste. This ensures that the emitted electrons can drain off via
the sample holder and thus the resulting measurement signal can be detected in TEY mode. An
angle of 30° relative to the sample surface is set between the sample holder and the detector. This
guarantees that the X-ray beam hits the samples without any obstacles. The incident X-ray beam
is circularly polarized (left and right)for measurement. The same dichroic signal can be obtained
if an absorption spectrum is measured with different magnetic fields, here ±4T. For the analysis
of the measurements, charge-transfer multiplet calculations and sum rules were performed using
the software FMD [76]. This program is based on the Cowan code [84], and offers a consider-
ably comfortable work due to the graphical user interface. To perform CTM calculations of the
various cations, the program uses various multiplet parameters characteristic of the cation species
(charge-transfer energies of the ground and final states, crystal field splitting (10Dq), and exchange
splitting). Finally, the simulated data of each absorption edge are weighted and summed and then
compared with the experimental measurements.
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4.4 SQUID magnetometry

The magnetic properties of the prepared samples were analyzed using a SQUID magnetometer from
Quantum Design (Model MPMS3). A schematic sketch is shown in Fig. 4.8. Inside the device
is a superconducting magnet that can realize magnetic fields up to 7T. It is important that the
magnet is cooled, which is achieved via a cryogenic dewar filled with liquid helium. Temperatures
of 1.8K to 400K can be achieved via a sample heater in combination with the cooling of the liquid
helium. The sample, attached to a glass rod, is inserted into the measurement setup via a cryogenic
insert (measuring tube). Inside the tube, at sample level, is a SQUID detection circuit, which in
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Fig. 4.8: Sketch of the main components of the SQUID system. The sample is attached to a glass rod
which moves vertically up and down in a magnetic field inside the sample chamber. This causes a current
to be induced in the superconducting flux transformer, which couples this current to the DC SQUID.
The superconducting magnet delivers magnetic fields of up to 7T. Temperatures from 1.8K to 400K
can be realized using liquid helium and a heating element. The vertical sample movement changes the
voltage of the SQUID as shown in the smaller graph. Taken from [40] and modified.

turn consists of a DC (direct current) SQUID and superconducting detection coils. A DC SQUID
consists of two identical parallel connected Josephson junctions. The detection coils are themselves
inductively coupled to the SQUID via a series of matching superconducting input coils. This is
referred to as a flux transformer. As the magnetized sample is moved up and down the tube,
the magnetic flux measured by the detection coils changes. Here, the sensitivity of the SQUID
is approximately ≤ 1× 10−8 emu. To ensure this, the measurement signal must be shielded from
any outside interference, which is guaranteed by a special winding of the coils. For additional
protection, the DC SQUID is also magnetically shielded. After installation of the sample, an
adjustment is made for ideal centering between the detection coils. This significantly maximizes
the measurement signal. As described above, for this measurement principle it is important that
the sample is magnetized, here by a superconducting magnet, and moves up and down the tube at
a constant speed, causing the flux to change. According to the law of induction, a current is thus
induced in the detection coils which is proportional to the magnetic flux change and is then passed
on to the input coils. There, a magnetic flux is created, which generates an output voltage in the
superconducting loop of the SQUID. Therefore, a voltage response is generated over the entire range
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of motion of the sample, through which the magnetic moment of the sample can be determined. In
order to obtain higher accuracy and save time, several small partial measurements are carried out
for different field strengths, for example, and these are then averaged. This sometimes results in
long measurement times per hysteresis and temperature. In the SQUID, the magnetic moment of
the entire sample is always measured. This also includes unwanted components of the substrate and
the sample holder. These have to be subtracted from the total signal to finally obtain the magnetic
moment of the pure ferro/ferrimagnetic layer. For the substrates and the sample holder used here,
a correction is easily performed, since these diamagnetic materials cause a linear background in the
signal. The practical procedure is as follows: straight lines are assumed in the linear parts of the
hystereses at high fields, ideally at magnetic saturation. The slopes of these straight lines are then
averaged and then subtracted from the total signal. This results in the pure magnetic moment of
the corresponding layer.
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Abstract

In this work, we present a study about the chemical and magnetic properties of thin
magnetite/cobalt ferrite bi-layers deposited on MgO(001). Two series of samples with
different CoxFe3−xO4 stoichiometries (x=1 and x=0.5) in combination with Fe3O4 layers
of varying thickness were prepared by reactive molecular beam epitaxy. The quality of
the respective films were controlled by means of in situ x-ray photelectron spectroscopy
and low energy electron diffraction. Stoichiometry and electronic structure were carried
out by hard x-ray photoelectron spectroscopy. To determine the cationic distribution and
magnetic moments, x-ray magnetic ciruclar dichroism measurements were performed and
charge transfer multiplet and sum rule calculations were applied. Here we find an en-
hanced interface magnetization for the bilayers. Additionally, superconducting quantum
interference device measurements showed characteristic exchange-spring behavior.
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Abstract

In this work, we present a comprehensive study on real-time monitoring the growth of
epitaxial CoxFe3−xO4 thin films grown on SrTiO3(001) substrates via reactive molecular
beam epitaxy. The growth process was monitored during evaporation by means of time
resolved operando hard X-ray photoelectron spectroscopy (HAXPES). We prepared ul-
trathin ferrite films using different oxygen partial pressures, showing pure metallic, light
oxidic, and cobalt ferrite-like growth. Additional X-ray diffraction measurements confirm
HAXPES results.

6.1 Introduction

Transition metal oxides exhibit numerous properties, such as competition of spin, charge, and or-
bital degrees of freedom. More specifically, a lot of ferrites show a high Curie temperature TC and
a high magnetic saturation moment. Hence, these ferrites might be excellent materials for appli-
cations in the fields of spintronics [24, 144, 145] or spincaloritronics [146]. Many of these Fe based
oxides exhibit varying electronic and magnetic properties and crystallize in the inverse spinel struc-
ture. Examples include the semimetallic and ferrimagnetic Fe3O4, the semiconducting γ − Fe2O3,
and the more insulating ferrimagnets NiFe2O4 and CoFe2O4 (CFO). The latter mentioned ox-
ides, i.e., NiFe2O4 and CoFe2O4 are in particular interesting for spin-filter applications [147–150].
The aim for spin-filter applications is generating highly spin-polarized currents due to spin polar-
ization dependent tunneling of electrons. Because the structural quality of the tunnel barrier and
its interfaces significantly affects the spin filter efficiency and is important for the transmission of
spin currents, ferrites must be fabricated as thin films with low defect density, which appears to
be one of the major obstacles as spintronic devices with NiFe2O4 and CoFe2O4 electrodes did not
prove to be very successful yet. Only for CoFe2O4 a room temperature spin filtering effect with a
spin-polarization value of −8% was obtained up to now [149]. These shortcomings have been asso-
ciated to the structural quality and the chemical properties of the ferrite ultra thin films right at
the substrate interface. Antiphase boundaries (APBs) and other interface effects might lead to the
formation of a magnetic dead layer, for instance [72, 149]. Besides the above mentioned effects Ti
diffusion into CoFe2O4 thin films grown on SrTiO3(001) substrates has been reported [151]. In ad-
dition to the interfacial effects mentioned above, the magnetic and structural properties strongly
depend on other parameters such as thin film thickness [152], or growth conditions such as growth
temperature or oxygen pressure [153]. Since ferrites are known to form different morphologies,
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such as rock salt and spinel structure, it is of utmost interest to study the electronic structure
during growth. Hence, we obtain information on the different stages of growth in real time and
therefore develop a deeper understanding of the initial stages of the thin film formation. Moreover,
for spin-filters, it is crucial to fabricate stochiometric CoFe2O4. Metallic Fe and Co is not used in
the application, so here we are looking for the right parameters to produce stoichiometric CoFe2O4

and observe the evolution of the film during fabrication.

In the present work we perform a real time monitoring of the epitaxial growth of thin CoxFe3−xO4

films on Nb-doped SrTiO3(001) substrates with varying partial oxygen pressures employing hard
X-ray photoelectron spectroscopy (HAXPES). Peak positions and satellites in the spectra of pho-
toelectron spectroscopy measurements are unique features for the oxidation state. We exploit this
feature to make deductions about the chemical composition. HAXPES is a powerful tool to inves-
tigate the electronic and chemical properties not only on the surface near regions of a sample in
question but also in deeper layers due to excitation energies of several keV. Hence, we are able to
collect valuable information from the whole ultra thin film during the overall growth process. We
demonstrate that the different partial oxygen pressures lead to the formation of different Fe and Co
valence states and final compounds but also that the Fe and Co oxidation processes may continue
longer than the thin film deposition process itself.

6.2 Materials and Methods

Film preparation and analysis were carried out at beamline P22 of synchrotron radiation source
PETRA III at the Deutsches Elektronen Synchrotron (DESY). As an endstation, we used a custom-
made ultrahigh-vacuum (UHV) chamber which is equipped with iron and cobalt evaporators and
a SPECS Phoibos 150 HV hemispherical analyzer with a delay line detector and wide-angle lens.
This experimental setup allows us to perform hard X-ray photoelectron spectroscopy (HAXPES)
measurements while growing thin CFO films. The CoFe2O4 thin films have been prepared on Nb-
doped SrTiO3(001) single crystalline substrates using reactive molecular beam epitaxy (RMBE)
in an UHV system at a base pressure of 10−8mbar in the deposition chamber. Since Nb-doped
SrTiO3 is conductive this substrate is very appropriate for this experimental setup in order to
reduce charging effects. The substrates used in this study (SurfaceNet GmbH) have a surface
orientation tolerance less than 0.1◦. Before deposition, the substrates were cleaned by annealing
at 400 °C for 1 h in an oxygen atmosphere of 1× 10−4mbar. The RMBE deposition process is
done in the following steps: before the start of the deposition, the substrate is heated by electron
bombardement to a deposition temperature Tdep (400 °C in this work) and the UHV chamber is
filled with molecular oxygen up to a partial pressure of pO2 (ranging from 1× 10−7 to 5× 10−6mbar
in this work). In two molecular beam evaporators with closed shutter, pure cobalt and iron rods
are heated to evaporation temperature by electron bombardment. In order to keep the growth rate
constant, the ion flux leaving the evaporators is monitored using a fluxmeter. Once the flux has
stabilized, co-deposition of the CoFe2O4 films is started by opening the shutters of both evaporators.
After the intended evaporation time, the deposition is stopped by closing both evaporator shutters.
Next, the sample heater is switched off, so that the substrate starts cooling down. At a substrate
temperature of 100 °C, the oxygen supply is cut and the UHV chamber returns to its base pressure.
During growth, the Fe 2p and Co 2p core levels were rapidly measured (2 min per scan) by HAXPES
measurements at an excitation energy of hν = 4600 eV. After deposition, low-binding energy scans
in the range from 0 eV to 140 eV and high resolution Fe 2p and Co 2p scans were performed in-situ.

Additionally, after film growth X-ray diffraction (XRD) experiments were performed ex-situ at
beamline P08 of synchrotron radiation source PETRA III at DESY. For these measurements,
a photon energy of 15 keV and a six-circle diffractometer with a two-dimensional PILATUS 100k
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detector was used.

Figure 6.1a shows reference spectra of metallic Co and CoO ultra thin films prepared by molecular
beam epitaxy (MBE). In addition, Figure 6.1b shows the spectra of metallic Fe, as well as the
various iron oxide compounds FeO, Fe2O3 and Fe3O4. The Fe spectrum stems from a 100 nm thin
film prepared by MBE. The reference spectra of the iron oxides originate from single crystals cleaved
in-situ directly before XPS measurements. Depending on the chemical composition, the spectra
have characteristic shapes and properties. These are, as already described, the positions of the
photoelectron peaks, as well as their satellites. Based on this, it is easy to make comparisons with
the spectra obtained from prepared samples.
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Fig. 6.1: Reference spectra of (a) metallic Co and CoO samples and (b) metallic Fe and different iron
oxide compounds.

For metallic Co and Fe, it can be seen that there are no satellites and the peak shape is asymmetric.
CoO, which consists only of Co2+ ions, has two shake-up satellites that are shifted to higher binding
energies by 6.2 eV compared to the main peaks. For the iron oxides, the observation of the satellites,
in addition to the different positions of the main peaks, provides information about the oxidation
state. Considering FeO, which contains exclusively Fe2+ ions, a charge-transfer satellite can clearly
be seen at still higher binding energies for both Fe 2p photoelectron peaks. If one compares this
with Fe2O3, whose iron cations are exclusively trivalent, it can be seen that, in addition to different
binding energies for the main peaks, the charge-transfer satellites are also shifted towards higher
binding energies. For magnetite (Fe3O4), iron is present in both the Fe3+ and Fe2+ states. For this
reason, the two satellites observed in the Fe2O3 and FeO spectra overlap and form a flat plateau
between the main peaks of the Fe3O4 spectrum without any apparent satellite.

6.3 Results and Discussion
6.3.1 HAXPES

For this study, we prepared a series of three CoxFe3−xO4/SrTiO3(001) samples grown under dif-
ferent conditions. Their oxygen partial pressures and growth rates are summarized in Table 6.1.
In the following, we will separately examine them to investigate the influence of the growth param-
eters on the electronic structure. The spectra of all samples were calibrated to the binding energy
of the O 1s peak (EB = 530 eV).
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Sample pO2 (mbar) Growth Rate (pm s−1) Co Content x

A 5× 10−7 6.4 1.18± 0.3

B 1× 10−6 5.5 1.18± 0.3

C 5× 10−6 10.5 1.07± 0.3

Tab. 6.1: Overview of the prepared samples with the respective oxygen partial pressure and the
growth rate.

Sample A—Low Oxygen Pressure

Sample A was grown with a low oxygen partial pressure of 5× 10−7mbar. Figure 6.2a,b show the
Co 2p and Fe 2p peaks, respectively, at selected steps during the RMBE process.
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Fig. 6.2: HAXPES spectra of sample A for characteristic events, as displayed, of the Fe 2p and Co
2p core-levels.

The spectral shapes of both, Fe 2p and Co 2p, do not significantly change throughout the entire
deposition process. In comparison with Figure 6.1, the last scan of the operando measurement
shows that the spectra observed here indicate a major part of metallic Co and Fe as shown by the
asymmetric peak shape. Nevertheless, oxidic contributions in Fe are recognizable, as indicated by
the more pronounced shoulder and the emerging charge-transfer satellites at slightly higher binding
energies than the main peaks.

Figure 6.3 summarizes the peak positions of the Fe 2p and Co 2p core-levels of all recorded spectra
after fitting a Lorentzian function. It is obvious that all peaks except the Co 2p1/2 peak are shifted
to lower binding energies within the very first scans. After the first few scans the peak positions
remain constant within uncertainties. The Co 2p1/2 peak position remains constant from the very
first scan. The observed peak positions of (793.6 ± 0.4) eV for the Co 2p1/2 and (778.6 ± 0.4) eV
for the Co 2p3/2 peak agree well with the literature for metallic Co as reported by Betteridge [154].
For the Fe spectrum, the peak positions also agree well with observations for metallic Fe from the
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literature [155].
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Fig. 6.3: Peak positions of the (a) Fe 2p and (b) Co 2p peaks for sample A. The horizontal dashed lines
represent the respective literature values for metallic Fe and Co.

Sample B—Intermediate Oxygen Pressure

Sample B was grown with an intermediate oxygen partial pressure of 1× 10−6mbar. Figure 6.4a,b
show the Co 2p and Fe 2p peaks, respectively, at selected steps during the RMBE process.

During evaporation, the spectra show that the cobalt atoms are mostly in a metallic Co0+ charge
state, indicated by the absence of charge-transfer satellites (cf. Figure 6.1a). On the other hand,
Fe grows oxidic with an amount of Fe2+, indicated by the shoulder of the Fe 2p3/2 peak located at
705.8 eV (cf. Figure 6.4b) [156]. Once the shutter is closed, the Fe 2p3/2 and Fe 2p1/2 peaks are

shifted to higher binding energies, which correlates to an increasing amount of Fe3+. Moreover,
a charge-transfer satellite between the Fe 2p1/2 and Fe 2p3/2 peak at around 717 eV becomes visible

after the shutter is closed, suggesting a light increase of the Fe3+ amount due to stronger Fe
oxidation than for low oxygen pressure. After heating is turned off, it is clearly visible that also
Co oxidizes, indicated by the emergence of the satellites of the Co 2p1/2 and Co 2p3/2 peaks.
Furthermore, there is only one satellite for the Co 2p1/2 peak clearly visible at (801.4 ± 0.8) eV,
and the satellite for the Co 2p3/2 peak can only be guessed at around 786 eV (cf. Figure 6.4a).

Figure 6.5 shows the peak positions of the Fe 2p3/2, Fe 2p1/2, Co 2p3/2 and Co 2p1/2 peaks changing
with film thickness.

It is clearly visible that both of the Fe 2p peak position remain constant for approximately the first
7.26 nm until the shutter is closed and then shift to higher binding energies with increasing scans,
which corresponds to an increasing amount of Fe3+ valence states. After the heater is turned off,
the peak positions remain constant at around (710.8±0.4) eV for the Fe 2p3/2 and (723.7±0.4) eV
for the Fe 2p1/2 peak. The peak positions for both the Co 2p3/2 and Co 2p1/2 peaks remain constant
within uncertainties until the heater is turned off, at around 778.5 eV and 793.7 eV, respectively.
This indicates Co2+ valence states. After the heater is turned off, the peak positions shifting to
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Fig. 6.4: HAXPES spectra of sample B for characteristic events, as displayed, of the Fe 2p and Co
2p core-leveles.
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Fig. 6.5: Peak positions of the (a) Fe 2p and (b) Co 2p peaks for sample B.

higher binding energies until the oxygen valve is closed.

Sample C—High Oxygen Pressure

Sample C was grown with a high oxygen partial pressure of 5× 10−6mbar. Figure 6.6a,b show the
Co 2p and Fe 2p peaks, respectively, at selected steps during the RMBE process.

60



770780790800810

satellite

binding energy (eV)

in
te

ns
ity

(a
rb

.u
ni

ts
)

700720740

shoulder

binding energy (eV)

end stop heating close shutter
step step open shutter

(a) Co 2p (b) Fe 2p

pO2 = 5 × 10−6 mbar

Fig. 6.6: HAXPES spectra of sample C for characteristic events, as displayed, of the Fe 2p and Co
2p core-leveles.

Looking at Co during growth, it is noticeable that immediately after the shutter is opened, the typ-
ical Co shape for Co2+ has formed. Two shake-up satellites of the Co 2p1/2 and Co 2p3/2 can be
recognized, which are shifted to higher binding energies. The distance between main peaks and
satellites is about (6.2± 0.5) eV, which indicates a Co2+ valence state [157–159]. During the whole
evaporation process the satellites become more and more pronounced.

Interestingly, during the growth only divalent Fe seems to be present. This is indicated by the
shoulder of the Fe 2p3/2 peak. Initially, the spectral region between the Fe 2p3/2 peak and the

Fe 2p1/2 peak does not exhibit any satellite structure, which indicates mixed valences of Fe2+ and

Fe3+. However, starting at a film thickness of 4.6 nm, a satellite at 718.2 eV appears and becomes
more and more pronounced with increasing thickness, but only in the spectra recorded after closing
the shutter it is really pronounced indicating that Fe is only present in Fe3+ states.

Figure 6.7 shows the peak positions of the Fe 2p3/2, Fe 2p1/2, Co 2p3/2 and Co 2p1/2 peaks with
respect to the film thickness.

The Fe peaks shifting to higher binding energies in the very first scans and then remain constant
at around (710.8 ± 0.5) eV and (724.3 ± 0.5) eV for the Fe 2p3/2 and Fe 2p1/2, respectively. This

is expected for the formation of cobalt ferrite with major Fe3+ content [157].

The Co 2p peak positions shift to lower binding energies with increasing film thickness. After the
shutter is closed (12.6 nm) the peak positions remain constant at (780.3±0.4) eV and (795.8±0.4) eV
for the Co 2p3/2 and Co 2p1/2, respectively. As mentioned before, this is an indicator for Co2+,
as expected for cobalt ferrite.

For a quantitative analysis of the HAXPES data, the intensities IFe and ICo of the Fe 2p and Co
2p have been numerically integrated. For this purpose, the spectra were subtracted by a Shirley
background and the relative photoelectron yield YFe has been calculated by using the formula

YFe =
IFe/σFe

IFe/σFe + ICo/σCo
. (6.1)

61



Real-time Monitoring the Growth of Epitaxial CoxFe3−xO4 Ultrathin Films on Nb-Doped
SrTiO3(001) via Reactive Molecular Beam Epitaxy by Means of Operando HAXPES

723

724

725

726

po
sit

io
n
2p

1/
2
(e

V
)

709

710

711

op
en
shu

tte
r

clo
se
shu

tte
r

sto
p h

eat
.

(a) Fe2p

po
sit

io
n
2p

3/
2
(e

V
)

0 4 8 12

796

797

798

film thickness (nm)

po
sit

io
n
2p

1/
2
(e

V
)

779

780

781(b) Co2p

po
sit

io
n
2p

3/
2
(e

V
)

Fig. 6.7: Peak positions of the (a) Fe 2p and (b) Co 2p peaks for sample C. The horizontal dashed lines
represent the respective literature values for CFO.

The photoionization cross sections σ were taken from Trzhaskovskaya et al. [72] with respect to
the used excitation energy (σFe = 4024 b and σCo = 4513 b). For this sample we find a relative
photoelectron yield of YFe = 0.644. Using the relation x = 3YFe, this leads to a stoichiometry of
Co1.07 Fe1.93O4. For samples A and B we find a relative photoelectron yield of 0.606 and 0.607,
respectively.

6.3.2 XRD

In order to control the structural properties of the samples, ex situ XRD measurements have been
performed in θ−2θ geometry after growth of the films. All data were scaled to the reciprocal lattice
units (r.l.u.) of SrTiO3(001). Figure 6.8 shows the recorded XRD scans for all prepared samples.

For sample A grown with the lowest oxygen partial pressure, we find an addtional diffraction peak
at a L-value of 2.729, which is in good agreement with a Co-Fe-alloy (CoFe2(002)) as reported by
Nishizawa and Ishida [160]. In addition, the first oscillation of very small Laue fringes, correlated
to the peak of the Co-Fe-alloy, can be seen. This indicates a well-ordered crystalline film growth.

Comparing this to the sample with the intermediate oxygen partial pressure, we see that the peak
at L = 2.729 remains with lower intensity, again indicating a CoFe2 phase. In contrast to the
sample discussed previously, a peak at L = 1.881 can now also be found, which can be attributed
to CFO while, in principle, it can also be due to Fe3O4 [161]. Thus, the film is characterized by
coexistence of metallic and oxidic phases.

For the sample grown with the highest oxygen partial pressure, which already shows CFO behavior
in the HAXPES measurements, a diffraction peak is also seen in the XRD at L = 1.878, which
points to the (004) Bragg reflex of CoFe2O4. The goal to produce crystalline epitaxial CFO is thus
confirmed. For the samples with the medium and high oxygen partial pressure we find the (004)
Bragg reflex of Fe3O4 and CFO at lower L values than the (002) Bragg reflex of the substrate due
to its larger vertical atomic layer distances compared to SrTiO3(001).
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Fig. 6.8: XRD measurements after film deposition of the different samples with varying oxygen par-
tial pressure.

6.4 Conlusions

In summary, three different CoxFe3−xO4 samples with varying oxygen partial pressure were de-
posited on SrTiO3(001) substrates and chemically characterized in situ by means of time resolved
operando HAXPES during film growth. For the lowest oxygen partial pressure of 5× 10−7mbar,
the film grows almost exclusively metallic with only weak oxidic shoulders during the entire growth
process. Increasing the oxygen partial pressure to 1× 10−6mbar, we see that cobalt first grows
metallic and then oxidizes once heating is turned off. Iron grows first as Fe2+ states and then shows
additional Fe3+ features after the shutter is closed. Increasing the oxygen partial pressure even
further to 5× 10−6mbar the film appears to grow strictly as cobalt ferrite from the very beginning,
as aimed for for spintronic applications.

Additional XRD measurements confirm the results obtained by the HAXPES measurements very
well. For the sample with the lowest oxygen partial pressure, a Bragg peak can be seen which indi-
cates formation of crystalline Co-Fe alloy. For the sample with the medium oxygen partial pressure,
the Co-Fe alloy peak is still visible and another peak appears indicating a cobalt ferrite content.
For the sample with the highest oxygen partial pressure, metallic contributions disappear and CFO
Bragg peaks appear exclusively, indicating the growth of a CFO film of high structural quality.
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Abstract

In this work, we investigated the influence of oxygen plasma on the growth of nickel
cobaltite (NiCo2O4) thin films compared to growth in a molecular oxygen atmosphere.
The films were grown on MgO (001), MgAl2O4(001) and SrTiO3(001) substrates by
oxygen plasma (atmosphere of activated oxygen)-assisted and reactive molecular beam
epitaxy (molecular oxygen atmosphere). Soft X-ray photoelectron spectroscopy showed
that only the use of oxygen plasma led to a spectrum characteristic of NiCo2O4. Low
energy electron diffraction measurements were conducted to obtain information on the
structure of the film surfaces. The results proved the formation of a spinel surface struc-
ture for films grown with oxygen plasma, while the formation of a rock salt structure
was observed for growth with molecular oxygen. To determine the film thickness, X-ray
reflectivity measurements were performed. If oxygen plasma were used to grow NiCo2O4

films, this would result in lower film thicknesses compared to growth using molecular
oxygen although the cation flux was kept constant during deposition. Additional X-
ray diffraction experiments delivered structural information about the bulk structure of
the film. All films had a rock salt bulk structure after exposure to ambient conditions.
Angle-resolved hard X-ray photoelectron spectroscopy revealed a homogeneous depth dis-
tribution of cations of the grown film, but no typical NiCo2O4 spectrum anymore. Thus,
on the one hand, NiCo2O4 films with a spinel structure prepared using activated oxygen
were not stable under ambient conditions. The structure of these films was transformed
into NiCo oxide with a rock salt structure. On the other hand, it was not possible to
form NiCo2O4 films using molecular oxygen. These films had a rock salt structure that
was stable under ambient conditions.

7.1 Introduction

In the rising field of spin-based electronics (e.g., spintronics or spincaloritronics) transition metal
ferrites and cobaltite are of the utmost importance due to their high Curie temperature and sig-
nificant magnetic saturation moments. To fabricate high quality spintronic devices, it is essential
that highly spin-polarized electron currents be generated. Here, nickel cobaltite (NiCo2O4, NCO)
is a very promising candidate for this application. NCO has a ferrimagnetic ordering and pre-
dicted half-metallic ground state [162]. NCO crystallizes in an inverse spinel structure with a
lattice constant in the range of 8.114 and 8.185�A with a ferrimagnetic Curie temperature of 673
K [122, 124, 163, 164]. Moreover, the tetrahedral sites could be occupied with Co2+ and Co3+

cations, while the octahedral sites are occupied with Ni2+,Ni3+ and Co3+ cations. A coupling be-
tween conductivity and cationic distribution (the degree of inversion defined as a fraction of Co3+
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cations on tetrahedral sites) dependent on synthesis conditions has been reported [122], making
p-type conducting NCO a promising candidate for future spintronic applications [121,122,165–167].
Further potential applications for NCO are, for example, infrared transparent electrodes [168,169]
or supercapacitors [170,171] for energy storage [172–174].

In most studies, thin NCO films are deposited via sol-gel and thermal decomposition [175–177],
pulsed laser deposition [122,125,168] or sputtering [178]. In this work, we used reactive molecular
beam epitaxy (RMBE) and oxygen plasma-assisted molecular beam epitaxy (OPA-MBE) to prepare
ultrathin NCO films. During the RMBE process, we used molecular oxygen while oxygen radicals
were used during the OPA-MBE growth. In the following, we abbreviate RMBE prepared films
with O2 and OPA-MBE prepared films with O∗. Most commonly, NCO films are deposited on
MgAl2O4(001) (aMAO = 8.083�A, MAO) due to its small lattice mismatch of only 0.4–1.2% and
no expected antiphase boundaries (APB) due to growth of spinel on spinel structures. In this
work, we also used MgO(001) (aMgO = 4.2117�A) and SrTiO3(001) (aSTO = 3.905�A) substrates
to investigate the influence of the crystal structure of the substrates (rock salt and perovskite,
respectively) on the growth of NCO thin films. For these substrates, the lattice mismatch was
−3.7 to −2.87% and 3.9 to 4.8%, respectively. Compared to previous studies that prepared NCO,
we used both RMBE and OPA–MBE as a new fabrication pathway. Both MBE techniques are
used to grow epitaxial films, which in turn are thermodynamically most stable, since the energy
of the adatoms on the surface is much lower than in other processes, such as PLD or sputter
deposition [179–181]. Since a plasma source (OPA–MBE) is highly expensive, it would be of the
highest importance to produce NCO samples without such an additional source. Directly after
deposition, the chemical composition in the near-surface region and the surface structure of the
films were determined using in situ soft X-ray photoelectron spectroscopy (soft-XPS) and low
energy electron diffraction (LEED), respectively. After transport under ambient conditions, ex situ
X-ray reflectivity (XRR) and X-ray diffraction (XRD) measurements were performed to analyze
the structural bulk properties. To analyze chemical properties not only in the near-surface region
but also for the bulk properties of the films , hard X-ray photoelectron spectroscopy (HAXPES)
experiments were also performed.

7.2 Materials and Methods

Ultrathin NCO layers were prepared on MgO(001), MgAlO2(001) and SrTiO3(001) single crystalline
substrates by using reactive molecular beam epitaxy (RMBE) and oxygen plasma-assisted molecular
beam epitaxy (OPA-MBE)in an ultrahigh vacuum system with a base pressure of 10−8mbar in the
deposition chamber. We prepared the films using molecular oxygen (O2) and oxygen radicals (O∗)
by means of a SPECS plasma source. For cleaning purposes, the substrates were annealed at 400 °C
in an oxygen atmosphere of 1× 10−4mbar for 1 h. Subsequently, XPS and LEED measurements
were performed to monitor the chemical cleanliness and crystallinity of the surface. To grow the
NCO thin films, two evaporators with pure nickel and cobalt rods were used to deposit the material
on the substrates at a temperature of 250 °C in an oxygen atmosphere of 5× 10−6mbar for both
deposition types (RMBE, OPA-MBE).After film deposition, stoichiometry and surface structure
were controlled by soft-XPS (Mg Kα, hν = 1254 eV) using a SPECS Phoibos HSA 150 hemispheri-
cal analyzer and a LEED.After transport under ambient conditions, XRR and XRD measurements
were performed at beamline P08 of Deutsches Elektronensynchrotron (DESY) [182]. For these
measurements, a photon energy of 18 keV and a six-circle diffractometer with a two-dimensional
PILATUS 100k detector was used. Additional HAXPES experiments were also performed at DESY
at beamline P22 [183] using a SPECS Phoibos 225 HV hemispherical analyzer with a delay line
detector and a wide angle lens. With this setup, the chemical composition of the films was investi-
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gated throughout the whole film, due to a high probing depth based on the energy of hν = 6000 eV.
The information depth D95

I from where 95% of the detected photoelectrons were emitted could be
calculated using the equation

D95
I ≈ 3λ cosϕ, (7.1)

where λ is the inelastic mean free path (IMFP), and ϕ is the off-normal emission angle. With the
Tanuma, Powell and Penn algorithm formula we estimated the IMFP for various atomic orbitals
[66]. The maximum information depth was given for an angle of Φ = 0° and is 21.5 nm (Co 2p) and
21.2 nm (Ni 2p), respectively. Compared to soft-XPS where the probing depth was only 3.1 nm for
Ni 2p and 3.4 nm for Co 2p, and therefore sensitive to the surface, HAXPES delivered more bulk
information.

7.3 Results and Discussion

7.3.1 LEED

LEED measurements were made directly after deposition of the NCO films. Figure 7.1 presents the
LEED patterns recorded at an electron energy of 151 eV of the initially cleaned substrate surfaces,
as well as the films with oxide films prepared using O2 or O∗.

(a) (b) (c)

151 eV 151 eV 151 eV

substrate

MgO
(as = 2.978 Å)

O2 O∗

(d) (e) (f)

151 eV 151 eV 151 eV

MAO
(as = 5.716 Å)

(g) (h) (i)

151 eV 151 eV 151 eV

STO
(as = 3.905 Å)

Fig. 7.1: LEED patterns recorded at 151 eV for the substrates (first column: (a,d,g), the films prepared
with O2 (second column: (b,e,h)) and the films prepared with O∗ (third column: (c,f,i)). as are the
surface lattice constants of the respective substrates. The squares represent reciprocal surface unit cells.
The films prepared using O2 showed a (1×1) surface structure, which is too large to be a spinel structure,
whereas the films prepared using O∗ showed a spinel structure.

The LEED patterns show sharp (1 × 1) diffraction spots for the substrates space.Looking at the
films prepared with molecular oxygen, it was noticeable that the reciprocal surface unit cell was too
large to be a spinel structure compared to the one in Figure 7.1d. Another indicator was that both
the reciprocal unit cell of the MgO substrate (cf. Figure 7.1a) and that of the prepared film showed
a comparable size (cf. Figure 7.1b). Therefore, the film with molecular oxygen could be either
CoO with a surface constant of as = 3.012�A or NiO with a surface constant of as = 2.954�A or a
mixture of both oxides. It was noticeable that sharp reflections were only discernible for the film
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on MgO, whereas the other two films showed much blurrier reflections (cf. Figure 7.2a), indicating
a less ordered structure. A (1 × 1) structure was also evident in the films prepared in an oxygen
plasma atmosphere. Moreover, these films exhibited a reciprocal surface unit cell similar to that of
the MAO substrate that has spinel structure. Thus, the films prepared with oxygen plasma showed
a spinel structure as expected for NCO films. For both kinds of preparation, an analysis of the
full width at half maximum (FWHM) of the reflexes, as shown in Figure 7.2a, both quantifies and
confirms the visual impression from the LEED patterns.
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Fig. 7.2: (a) FWHM of the (22) reflex with respect to the substrate (cf. inset). The FWHM was the
highest for the MAO substrates. In general, the films with molecular oxygen exhibit a smaller FWHM
than those with oxygen radicals. (b) RMS surface roughness σNCO of NCO. Here, also the surface
roughness was the highest for the MAO substrate. In contrast to the FWHM, the surface roughness was
higher for the films prepared with O2 than for the O∗ films.

Obviously, the FWHM was much larger for the O∗ than for the O2 films. This indicated that more
surface defects were created during the latter preparation. It could also be seen that the FWHM
of the NCO film on the MAO substrate was generally higher than for the others. This seemed
surprising since both the substrate and film have a spinel structure, and the lattice mismatch of
the film and substrate was only 0.4 to 1.2%. Furthermore, we expected high quality films due to
the matching of spinel on spinel without the formation of antiphase boundaries.

7.3.2 Soft-XPS

Soft-XPS measurements were made directly after deposition of the NCO films to investigate both
stoichiometry and valence states of the cation species. Since soft-XPS was used with a low excitation
energy and therefore a small information depth, this method delivered insight into the near-surface
region. Figure 7.3 shows the core-level spectra of the Ni 2p and Co 2p orbitals. All spectra were
calibrated according to the binding energy of the O 1s peak (EB = 530 eV).

All of the Ni 2p spectra showed a similar shape regardless of deposition in O2 or O
∗. All main peaks

and all satellites appeared at the same binding energy. We found binding energies of 872.3 ± 0.3
and 855.0± 0.5 eV for Ni 2p1/2 and Ni 2p3/2, respectively. The distance between the satellites and

the main spin-orbit split peaks is about 7 eV indicating the presence of Ni2+ cations [159]. The
presence of the high binding energy shoulder of the Ni 2p3/2 peak was reported for the formation

of NiO and therefore another indicator of the existence of Ni2+ cations [184].

For the spectra of the Co 2p region, we found a different behavior concerning the shape of the
shake-up satellites. All of the main peaks and satellites appeared at the same binding energy, even
for the films prepared with a plasma source (O∗). The positions of the main spin-orbit split peaks
were at 796.0±0.4 eV and 780.1±0.3 eV for Co 2p1/2 and Co 2p3/2, respectively. Furthermore, the
shakeup satellites are around a 6.5±0.5 eV higher binding energy than the correlated photoelectron
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Fig. 7.3: Soft-XP spectra of the (a) Ni 2p and (b) Co 2p core-levels. The solid lines represent the films
prepared with O2 while the dashed lines represent the films prepared with O∗. The vertical dashed lines
represent the literature values for the respective main spin-orbit split peaks. The highlighted satellite is
less distinguished for the films prepared with O∗.

peaks, indicating a Co2+ valence state [157–159]. However, here we found a difference in the shape
of the spectra with respect to growth in O2 or O∗. The high binding energy satellites of the Co
2p3/2 and Co 2p1/2 peaks were less distinguished for the films grown in O∗ than O2. As reported

in the literature, this is evidence for the presence of Co3+ cations, as expected for the formation of
NCO [176, 185]. We could therefore state that using a plasma source changed the oxidation state
of the Co valences because of exposure to O∗.

For a quantitative analysis of the XPS data, the intensities INi and ICo of the entire Ni 2p and Co
2p spectra shown in Figure 7.3 were numerically integrated after subtracting a Shirley background.
The relative Ni photoelectron yield YNi was calculated by using
the formula

YNi =
INi/σNi

INi/σNi + ICo/σCo
, (7.2)

after canceling the inelastic mean free path λ. The photoionization cross-sections σi were taken
from Trzhaskovskaya et al. [72] with respect to the excitation energy. For all films we found a
yield corresponding to a stoichiometry of Co–Ni = 2:1 within uncertainties and as expected for the
formation of NiCo2O4.

7.3.3 XRR

XRR measurements were performed ex situ to determine film thickness as well as film roughness.
Figure 7.4 shows the measured and calculated reflectivity curves after optimizing the structural pa-
rameters of the single-layer model using the Parratt algorithm [54] and the Névot–Croce roughness
model [56]. The fitted curves were in good agreement with the experimental data. The resulting
film thicknesses were depicted inside the figure. All samples grown in O∗ showed comparable film
thickness within uncertainties. We also obtained this result for all samples grown in O2. Obviously,
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with the same evaporation parameters, the use of oxygen radicals for the growth of the films led to
a smaller film thickness than with molecular oxygen. This may point to partial ion etching of the
films grown in an O∗ atmosphere. Furthermore, the RMS roughnesses of the films were determined
as presented in Figure 7.2b. We found values in the range between 0.2 nm and 0.6 nm and a similar
behavior for the LEED FWHM, as significantly higher values occurred for the MAO substrate than
for the others.
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Fig. 7.4: XRR measurements and fitted intensity curves of all films for (a) MgO substrate, (b) MAO
substrate and (c) STO substrate. The fitted film thicknesses are shown on the respective curves. The
films prepared with O∗ exhibited smaller film thicknesses compared to those prepared with molecular
oxygen. All films prepared by the same technique showed comparable thicknesses.

7.3.4 XRD

XRD measurements in θ–2θ geometry were performed ex situ after the growth of the films to control
their structural properties in detail. Figure 7.5 shows the results of the XRD measurements along
the (00L) out-of-plane direction. The (00L) scans were measured along the MgO(002), MAO(004)
and STO(002) Bragg reflections.

For the two films grown on the MgO(001) substrate using O2 or O∗ (cf. Figure 7.5a), we observed
clear Laue fringes, indicating a high crystalline ordering and homogeneous thickness. The fringes
were much less pronounced for films grown on the STO substrate (cf. Figure 7.5c) and nearly
vanished for films grown on the MAO substrate (cf. Figure 7.5b). Therefore, we could state that
the ordering of the oxide films depends heavily on the substrate. The ordering increases from films
grown on MAO(001) to films grown on STO(001) while films deposited on MgO(001) had the highest
ordering. This finding agreed well with our analysis of the FWHM of the LEED reflexes and of the
surface roughness obtained from XRR. For a quantitative analysis, peak position and the FWHM
of the oxide Bragg peaks were determined by fitting a Gaussian function. On the MAO substrate,
we found next to the Bragg reflex of the substrate an additional diffraction peak of the oxide at a

q-value of 2.821�A
−1

(O∗) and 2.814�A
−1

(O2). The XRD data of the films on the STO substrate

provided q-values of 2.726�A
−1

(O∗) and 2.727�A
−1

(O2). For the films grown on MgO(001), we

could only roughly estimate the film position to q = 2.948�A
−1

(O∗) and 2.943�A
−1

(O2) from the
Laue fringes since the Bragg peaks of the film and substrate strongly overlapped.

In addition, the dashed lines in Figure 7.5 showed the expected position for bulk CoO(002) and
NiO(002). For NCO(004), we provide a range for the expected position due to the different possible
lattice constants. Obviously, we obtained the best agreement for CoO films grown on MgO(001), but
the Bragg positions of the films deposited on MAO(001) and STO(001) were shifted to lower values,
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indicating higher atomic layer spacings. This may have been attributed to an elastically distorted
oxide film-to-lattice matching of film and substrate at the interface (pseudomorphic growth).

Figure 7.6 shows the vertical layer distances cf obtained for the oxide films on the different substrates
with respect to their lateral layer distances. The vertical layer distance cf of the films increased with
decreasing lateral layer distances asub of the used substrates, as was expected for elastic distortion
of the films.
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Fig. 7.5: XRD measurements of the (00L) CTR across the (a) MgO(002), (b) MAO(004) and
(c) STO(002) Bragg reflections. Dashed lines indicate the theoretical CoO(002) and NiO(002) Bragg
peak positions for bulk material. Due to the possible lattice constants, a range of potential Bragg peak
positions emerges for NCO(004). For (a) the film peak position agreed well with the theoretical value of
CoO(002). In contrast, the film peak position for (b,c) show no agreement with the theoretical values.

The elastic vertical distortion ∆cf of the film is related [34] to its lateral distortion
∆af via

∆cf
cf,0

=
−2ν

1− ν

∆af
af,0

. (7.3)

Here, cf,0 and af,0 denote the bulk values of the vertical and lateral atomic layer spacing of the
oxide film, and ν denotes the Poisson ratio. Assuming ν = 1

3 and pseudomorphic growth on the
different substrates, the calculated vertical layer distances for the NCO, NiO and CoO films are
presented in Figure 7.6 using triangles. Uncertainties of the calculated cf marked in Figure 7.6 are
due to assumed uncertainties of the Poisson ratio ∆ν = ± 1

15 .

The best agreement to the measured data was obtained for CoO films. Therefore, it could be
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Fig. 7.6: Vertical layer distance cf with respect to the lateral layer distance asub of the used substrates
determined by the oxide film peak position. Furthermore, the theoretical vertical layer distances for bulk
CoO, NiO and NCO are displayed with dashed horizontal lines along with the expected vertical layer
distances for pseudomorphic growth on the different substrates (triangles).

speculated that the spinel structure of the NCO film grown in O∗ was transformed into a mixed
CoNi oxide with a rock salt structure, as discussed in detail below.

The FWHM of the film Bragg peak was used to estimate the vertical crystallite size Dvert
cryst using

the Scherrer equation [46]. Crystallite sizes of 64.9�A (O∗) and 67.3�A (O2) can be found for the
films grown on the MAO substrate, which led to ∼ 33% of the calculated film thicknesses. After
evaluating the FWHM of the film Bragg peaks on the STO substrate, the values for Dvert

cryst of

77.4�A (O∗) and 84.1�A (O2) and around 40% of the respective film thicknesses were. On the MgO
substrate we estimated the vertical crystallite size using the distance between the Laue fringes and
found 97.6�A (O∗) and 105.0�A (O2), which was nearly 50% of the film thickness. Thus, the vertical
crystallite size increased for growth on MAO(001) to STO(001) and was best for the growth on
MgO(001). This result agreed well with the analysis of the surface roughness obtained by XRR as
well as the analysis of the FWHM of the LEED reflexes.

Furthermore, XRD measurements were performed along the (11L) rod of each substrate to get
information about the spinel structure of the oxide films. As an example, results for the STO
substrate are shown in Figure 7.7.

On the STO substrate, we identified Bragg peaks close to the STO(111) and STO(113) reflex.
However, there was no Bragg peak close to STO(112), indicating the absence of a spinel structure,
but this finding can be explained by the formation of oxide films with a rock salt structure [186].

7.3.5 HAXPES

To get more information about the stoichiometry and chemical properties in bulk, HAXPES mea-
surements were performed at different photoemission angles. Figure 7.8 shows sample HAXPES
data for the films on the MAO and STO substrates for photoemission angles of 5°, 45° and 60°.

It was quite obvious that all the spectra had an identical shape. Only the background increased for
higher photoemission angles, due to lower intensity. Compared with the soft-XPS measurements
for films not exposed to ambient conditions, the satellite of the Co 2p3/2 peak (cf. Figure 7.8 dashed
lines) was very distinctive and showed no difference in the two preparation methods. As explained
before, the pronounced intensity of this satellite pointed to the formation of CoO. Therefore, we
could assume that the formation of NCO with a spinel structure was only stable under vacuum
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Fig. 7.8: HAXPES measurements for the films on MAO (a,b) and STO (c,d) substrates for several
photoemission angles. The solid lines represent the films prepared with O2 while the dashed lines
represent the films prepared with O∗. All data were scaled to maximum intensity for better comparability.
Regardless of the oxygen used, the shape of the spectra was identical for all films.

conditions, and exposure to ambient conditions reduced the film. By obtaining different depths
of information in HAXPES, it was possible to conclude further that the Ni and Co cations were
homogeneously distributed throughout the entire film.

73



Influence of Oxygen Plasma on the Growth and Stability of Epitaxial NiCo2O4 Ultrathin Films
on Various Substrates

7.4 Conclusions

We prepared stoichiometric NCO films on MgO(001), MAO(001) and STO(001) substrates by
means of RMBE and OPA-MBE. In situ soft-XPS and LEED reveal high quality thin films. For
the films prepared with oxygen plasma, we found a spinel surface structure in the LEED as well as
low intensity for the Co 2p3/2 satellite in soft-XPS, which also indicated an NCO spinel structure.
On the other hand, it was not possible to create NCO with a near-surface inverse spinel structure
using RMBE. In this case, a NiCo oxide film with an apparent rock salt structure was formed.
Thus, the high reactivity of atomic oxygen seemed to be necessary to obtain NCO films.

XRR measurements showed a comparable thickness for all prepared films with the same evaporation
parameters. Using O∗ during evaporation led to a smaller film thickness. Moreover, the RMS
roughness was in good agreement with the FWHM of the NCO film reflexes, yet both values were
the highest for the MAO substrate although the lattice mismatch was the lowest there.

XRD measurements after exposure to ambient conditions were performed in a θ–2θ geometry.
We observed clear Laue fringes for films on the MgO substrate, indicating a highly crystalline
ordering and a homogeneous film thickness. These Laue fringes were less distinguishable for the
STO substrate and completely vanished for films on the MAO substrate. Therefore, the ordering
of the oxide films depended highly on the substrate. The theoretical lattice mismatch of NCO on
the various substrates was the lowest for MAO (0.4–1.2%), so it is surprising that the ordering was
the worst here and the best for the MgO substrate with a lattice mismatch of −3.7 to −2.87%.
After evaluating the oxide Bragg film peak positions we determined the vertical layer distances of
the films, which was in good accordance with the pseudomorphic growth of CoNi oxide films with
rock salt structure. Therefore, the best lattice matching was obtained for growth on MgO(001).
The vertical crystallite grain sizes were calculated from the FWHM of the Bragg positions of the
oxide films. The crystallite size was the most pronounced for the MgO substrate and the least for
the MAO substrate. To evaluate the formation of the spinel structure of the oxide films, XRD
measurements along the (11L) CTR of STO were performed. Whereas film peaks were visible close
to the STO(111) and STO(113) Bragg peaks, no peak was visible close to the STO(112) Bragg
peak, indicating the formation of a rock salt structure and thus no spinel structure. Additional
HAXPES measurements confirmed the previous observations. The satellites of the Co 2p3/2 peak
were very distinctive compared to the soft-XPS measurements, therefore pointing to an absence of
Co3+ cations, which are a characteristic of stoichiometric NCO.

Thus, the preparation of stoichiometric NiCo2O4 with an inverse spinel structure was successful
using a plasma source that formed oxygen radicals. When the films were prepared with molecular
oxygen, a rock salt structure was seen in the LEED. However, after exposure to ambient conditions,
the film is reduced with contracted crystalline structure and a rock salt structure was observed in
all films. A possible solution to this effect could be to prepare a capping layer to protect the surface
from external influences.
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8 Summary and outlook

In this work, Fe3O4, CoFe2O4 and NiCo2O4 ultrathin films were grown on MgO(001), MgAl2O4(001)
and SrTiO3(001) substrates and investigated in terms of their structural, magnetic as well as elec-
tronic properties. For this purpose, the present work is divided into three parts.

In the first part (see Chap. 5), two series of Fe3O4/CoxFe3−xO4 (x=0.5 and x=1) bilayers with
different Fe3O4 layer thicknesses are grown on MgO(001). Here, the cobalt ferrite (CFO) layer
thicknesses are kept constant and the magnetite layer thickness varies from 0nm over ∼ 3 nm up to
∼ 13 nm. The first series incorporates stoichiometric CFO (x=1), whereas the other series contains
unterstoichiometric CFO (x=0.5). The structural properties were carried out using XRR and in
situ LEED measurements. To learn more about the electronic properties and stoichiometry of
the films, in situ soft-XPS, HAXPES, and temperature-dependent XAS and XMCD measurements
were also performed. Magnetic properties were investigated using the complementary measurement
method SQUID. The in situ LEED and XPS measurements show high quality thin films. In the
stoichiometric series, a clear charge-transfer satellite is seen in the soft-XP spectrum of the CFO
film, indicating an increased Fe3+ content. With increasing Fe3O4 film thickness of the whole stack,
the Fe 2p satellites shift to lower binding energies as seen in the HAXPES spectra, which is the
reason why an increasing Fe2+ content can be concluded. After evaluation of the CTM calculations
based on the XMCD data, the understoichiometric pure CFO sample shows a significantly higher
magnetic moment due to the increased Fe content. For the stoichiometric bilayers, an increased
magnetization is found at the interface, for which no clear explanation has been found so far. The
typical exchange-spring behavior expected for this material system can be confirmed by SQUID
measurements.

The second part of the experimental results (see Chap. 6) deals with the behavior in the early
stages of the growth of CoFe2O4 layers on SrTiO3(001) as a function of the oxygen partial pressure.
For this purpose, in situ HAXPES measurements were performed during the deposition process
and thus information about the electronic structure of the layers was obtained for each growth
step. Furthermore, the influence on different stages of the evaporation process (closing of the
shutter, switching off the heating, etc.) was analyzed. Final XRR and XRD measurements provide
information about the structure of the films prepared. For the sample grown with the lowest oxygen
partial pressure, only metallic growth with very weakly pronounced oxidic shoulders is obtained.
For the sample with the medium oxygen partial pressure, two things are revealed. First, cobalt
initially grows metallic and only after the heater is turned off it oxidizes and second, iron initially
shows only Fe2+ features and after the shutter is closed additional Fe3+ features form. With the
highest oxygen partial pressure used here, exactly the expected cobalt ferrite growth shows up from
the beginning. The final XRD measurements confirm the previously observed findings from the
HAXPES measurements.

In the third and last part of the experimental results (see Chap. 7), the material system is changed
to the also cobalt-based spinel NiCo2O4 and here a novel procedure is chosen for the growth on
the substrates MgO(001), MgAl2O4(001) and SrTiO3(001). This approach consists of preparing
the films using oxygen plasma assisted molecular beam epitaxy and reactive molecular beam epi-
taxy. Thus, the influence of these methods in combination with different chosen substrates can be
investigated simultaneously. Using in situ LEED and XPS, the structural and electronic properties
were already investigated directly after preparation. Only the samples using oxygen plasma show
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a typical NiCo2O4 XP spectrum as well as a spinel structure in LEED. Additional ex situ XRR
measurements confirm comparable film thicknesses. After the samples were transported under
ambient conditions, all films show rock salt behavior in the XRD data and also in the HAXPES
measurements no typical NiCo2O4 typical shapes can be seen anymore. Thus, it can be concluded
that the films are stable only under UHV conditions and the transport under ambient conditions
destroyed the spinel structure at the surface.

It can thus be stated that high-quality films were produced in this work, whose structural, electronic
and magnetic properties were investigated in detail. In some cases, novel methods were used for
film fabrication, although their final use still requires further adjustments and analysis.

In order to better understand the coupling phenomena between Fe3O4 and CoFe2O4 layers, further
complementary calculations of the electronic structure would be helpful. To also obtain informa-
tion regarding magnetism from deeper layers, XMCD experiments with fluorescence yield could
provide a significant contribution. When performing x-ray resonant magnetic reflectivity (XRMR)
measurements, important information about the magnetic behavior at the interface of these het-
erostructures could be obtained. Furthermore, from the preparation point of view, it would also
be interesting to prepare stacks whose order is reversed, i.e. CoFe2O4 as top layer on Fe3O4 layers.

The growth of Fe3O4 layers can be studied even better if, for example, further oxygen partial
pressures, i.e. a finer increment, are used. An additional important parameter is the temperature
during growth. Again, additional temperatures can be used to gain ideas about the optimal vapor
deposition temperature. In conclusion, additional XMCD and SQUID measurements would provide
information about the magnetic and electronic structure, again very interesting for spintronics
applications.

In order to exploit NiCo2O4 films for use in spintronic devices, it is important to investigate other
growth parameters. For example, the time of cooling in oxygen atmosphere could have a crucial
influence on growth of the films. Furthermore, parameters such as the general oxygen partial
pressure and vapor deposition temperature should be investigated. Since research in the field
of fabrication and characterization of ultrathin NiCo2O4 films using RMBE is not yet advanced,
measurements regarding the magnetic and electronic structure are also of fundamental interest.
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”Real-Time Monitoring the Growth of Epitaxial Cox Fe3−xO4 Ultrathin Films on Nb-Doped
SrTiO3(001) via Reactive Molecular Beam Epitaxy by Means of Operando HAXPES”
Materials 15(7), 2377 (2022);
doi:10.3390/ma15072377

4. T. Pohlmann, M. Hoppe, J. Thien, A. Bikash Dey, A. Alexander, K. Ruwisch, O. Gutowski,
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[142] S. Hüfner. Photoelectron Spectroscopy. Springer Berlin, Heidelberg, 3 edition, 2003.
doi:10.1007/978-3-662-09280-4.

[143] K. Wille. Physik der Teilchenbeschleuniger und Synchrotronstrahlungsquellen.
Vieweg+Teubner Verlag Wiesbaden, 2 edition, 1996. doi:10.1007/978-3-663-11039-2.
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